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Photon losses are intrinsic for any transla-
tionally invariant optical imaging system with
a non-trivial Point Spread Function, and the
relation between the transmission factor and
the coherence properties of an imaged object is
universal—we demonstrate the rigorous proof
of this statement, based on the principles of
quantum mechanics. The fundamental limit on
the precision of estimating separation between
two partially coherent sources is then derived.
The careful study of the role of photon losses
allows to resolve conflicting claims present in
previous works. We compute the Quantum
Fisher Information for the generic model of
optical 4f imaging system, and use prior con-
siderations to validate the result for a gen-
eral, translationally invariant imaging appara-
tus. We prove that the spatial-mode demul-
tiplexing (SPADE) measurement, optimal for
non-coherent sources, remains optimal for an
arbitrary degree of coherence. Moreover, we
show that some approximations, omnipresent
in theoretical works about optical imaging, in-
evitably lead to unphysical, zero-transmission
models, resulting in misleading claims regard-
ing fundamental resolution limits.

1 Introduction
The rapid development of super-resolution optical
imaging prompted physicists to rethink the way in
which the performance of different imaging methods
is quantified. The most promising approach is based
on (quantum) estimation theory [1–6], where the at-
tainable estimation precision of object parameters is
used to assess the quality of a given imaging scheme.
In the simplest and most commonly examined sce-
nario, imaging of two equally bright point sources is
considered. For a given measurement, the variance of
any locally unbiased estimator of the separation (s)
between the sources is lower-bounded by the inverse
of Fisher Information (FI). When s is smaller than the
width of the system Point Spread Function (PSF), it
is hard to distinguish the images of two sources, which
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is reflected by the FI vanishing for s → 0. This fact,
true for standard measurement of the light intensity
in the image plane, is known as the Rayleigh curse.
Surprisingly, the Rayleigh curse can be omitted, if the
measurement of light in the image plane can be freely
chosen [3]. Quantum Fisher Information (QFI) asso-
ciated with the estimation of s, which is the classical
FI maximized over all possible measurements, does
not depend on s, and does not vanish for s→ 0. The
above statement is valid for an idealized case, in which
no noise apart from shot noise is present, and s is the
only unknown parameter characterizing the object,
which consists of exactly two sources whose centroid
is known a priori [3]. More realistic and complex sce-
narios, involving different types of noise [4,7,8], more
complicated objects [9–11], and different types of light
sources [5, 6], have also been examined. All these ex-
tensions are based on a formalism from the seminal
work [3]—it is, therefore, crucial to understand all the
aspects of the simplified model presented there.

One of the aspects, which in our opinion, has not
been given enough attention so far, is the role of pho-
ton losses, which are present for all passive, linear,
translationally invariant imaging systems with non-
trivial PSFs. As we will show in Section 2, this state-
ment can be derived from the fundamental principles
of quantum mechanics, without referring to any spe-
cific imaging apparatus—moreover, the relation be-
tween the input field, the system PSF, and the loss
ratio is universal. Consequently, it is necessary to take
into account photon losses even in most basic scenar-
ios, in which all imperfections present in experiments
are neglected—lossless models are not only unrealis-
tic, but also unphysical and logically inconsistent.

The impact of fundamental losses caused by the
imaging system is particularly important, when the
observed object is (at least partially) coherent. In
such a case, the total power of the signal observed
in the image carries the information about the ob-
ject shape because the photon loss ratio depends on
the distribution of the input coherent field. There-
fore, paradoxically, the presence of losses may improve
the obtainable estimation precision of some of the ob-
ject’s parameters. This observation, together with the
rigorous study of the losses characteristic shown in
Section 2, will be used in Section 3 to resolve recent
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disputes concerning the influence of partial coherence
between two sources on the maximal precision of the
estimation of their separation [4, 12–18]. Contradic-
tory claims, that have appeared in this debate, were
caused by the fact, that some authors use unphysical,
lossless models of the imaging apparatus.

Even though non-unit transmission factor T is
present in most of the far-field imaging models [3,5,6],
authors tend to neglect the fact that their simplifying
assumptions may lead to the necessity of assuming
that T → 0 in order for their models to be physi-
cal. For example, translational invariance of a system
implies that T = 0 for objects consisting of a finite
number of point sources, and also for all fully incoher-
ent objects (see Section 5). This issue may be fixed,
for example, by replacing point sources with more re-
alistic emitters, each of which is described by some
narrow, but not point, distribution of coherent field.
As will be demonstrated in Section 5, this more phys-
ical model leads to new fundamental limits associated
with a single light source localization.

2 Losses in imaging systems
Before we provide a fundamental, quantum
mechanics-based description of photon losses,
let us first assume that the object plane of our
system is described by the classical distribution of
the electric field perpendicular to the optical axis,
E(r) (E is a complex scalar because it contains phase
information, and polarization is neglected). For
linear, translationally invariant, diffraction-limited
imaging system, the field distribution observed in the
image plane is (E ∗H)(r), where ∗ denotes the con-
volution, |H(r)|2 is a PSF, and H(r) itself is called
the coherent Point Spread Function (cPSF) [19]. The
Fourier transform of the initial field distribution,

Ê(k) ≡
∫
E(r)e−i2πkrdr, (1)

becomes Ê(k) · Ĥ(k) after imaging system transfor-
mation. That means, that the signal power associ-
ated with different spatial frequencies must be mod-
ified when the resulting PSF is wider than the Dirac
delta. For a passive system, no spatial frequency of
E(r) can be strengthened (|Ĥ(k)| ≤ 1), and therefore
the described modification can be achieved by photon
losses only.

The above reasoning can be illustrated and make
more quantitative by analyzing a so-called 4f sys-
tem [19]. Such a system consists of two lenses with
equal focal lengths (f), the setup geometry is shown
in Fig. 1.

From now on, 1D imaging is considered, which
is enough to show the crucial aspects of the stud-
ied problem. The aperture with transmission coeffi-
cient A(x), placed between the two lenses, is the only

Figure 1: The diagram shows the 4f imaging system, a well-
known model of e.g. optical microscope. Lenses are ideal, so
the complex field amplitude in the right focal plane of each
lens is the Fourier transform of the field in its left focal plane
[light propagates from the object plane (I) to the image plane
(IV)]. All system imperfections are modeled by the aperture
with transmission coefficient A(x), which is the source of
photon losses and image blurring. The binary object dis-
cussed in Sec. 3 and its image are schematically drawn with
a gray line.

source of image imperfections, and determines both
the shape of the PSF and photon losses ratio. The
lenses are assumed to be ideal, as their finite size can
be modeled by a proper change of A(x). The magni-
fication of the considered system is 1, but all results
are valid for any magnification, which is generally the
ratio of the focal lengths of two lenses.

The field amplitude distribution in the plane just
before the aperture (II) is a Fourier transform of the
field in the object plane [19]:

EII(x) = 1√
fλ
ÊI

(
x

fλ

)
, (2)

where λ is the light wavelength, f̂(k) generally de-
notes the Fourier transform of f(x) (convention from
(1) is adopted for a 1D case). From now on, let us
assume that fλ = 1, which is equivalent to choosing√
fλ as the length unit. The aperture modifies the

field such that it becomes EIII(x) = EII(x) · A(x) in
plane (III). The ratio of the signal power transmitted
through the aperture, which is also the probability of
photon transmission, is equal to

T =
∫∞
−∞ |EII(x)A(x)|2dx∫∞
−∞ |EII(x)|2dx

, (3)

The field observed in the image plane (IV), which is
a Fourier transformed EIII, is

EIV(x) =
(
E

(−)
I ∗ Â

)
(x), (4)

where E(−)
I (x) = EI(−x). The above reasoning shows

that Â (x)is the system cPSF.
In order to describe the image formation process us-

ing a quantum terminology, one should interpret the
normalized distribution of the electric field E(x) as
a photon wave function ψ(x) (as in e.g. [15]). Such
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a description is complete when no correlations be-
tween subsequent photons are present, which will be
assumed in this paper. Let us consider the time of ob-
servation in which the object emits a photon with a
probability pem � 1, and the probability of emission
of two or more photons is negligible. The quantum
state of light emitted by a fully coherent object placed
in plane (I) is then

ρI = pem |ψin〉 〈ψin|+ (1− pem) |0〉 〈0| , (5)

where |0〉 is a zero-photon state, and |ψin〉 can be rep-
resented by a one-photon wave function in a position
basis:

〈x|ψin〉 = ψin(x) = N1EI(x), (6)

where N1 is a normalization factor. The transforma-
tion of the quantum state between planes (I) and (IV)
is linear, state |0〉 is transformed into |0〉 (no photons
are created), and a one-photon part becomes

|ψin〉 〈ψin| −→ T |φout〉 〈φout|+ (1− T ) |0〉 〈0| , (7)

where T is given by (3), and |φout〉 is a normalized
one-photon state characterized by wave function

φout(x) = N2EIV(x) = N2N−1
1

(
ψ

(−)
in ∗ Â

)
(x), (8)

where N2 is a normalization factor, generally different
than N1, ψ

(−)
in (x) = ψin(−x). In order to fully de-

scribe an output state in terms of an input state and
the shape of the aperture, one should supplement (8)
with the expression for transmission,

T =
∫ ∞
−∞

∣∣∣ψ̂in(x)A(x)
∣∣∣2 dx, (9)

which can be obtained from (3). Equations (8) and (9)
constitute the explicit relation between the input field,
the shape of the cPSF, and the system transmission
T .

It is not clear at this point, how universal this re-
lationship is, especially as it leads to a non-intuitive
conclusion, that T = 0 for a single point source in
the image plane for any reasonable cPSF (this will
be further discussed in Section 5). Let us therefore
go beyond the 4f imaging system case, and exam-
ine a general passive, linear, translationally invari-
ant, optical imaging system, whose input modes an-
nihilation operators are â1, â2, ..., âN . Some of these
modes (â1, â2, ...âM ) are the spatially localized rect-
angular modes of width δ, j-th mode center is placed
at the position xj = jδ in the object plane (see Fig-
ure 2.b). The one-photon input states correspond-
ing to these modes,

{
|ψj〉 = â†j |0〉

}
j∈{1,2,...,M}

, span

a Hilbert space Hobj. States â
†
M+1 |0〉 , ..., â

†
N |0〉 span

another Hilbert space Hrest, orthogonal to Hobj. The
space Hin = Hobj ⊕ Hrest contains all possible one-
photon input states—some of them lie in the ob-
ject area, another correspond to uncontrolled input

modes. The space of all one-photon output states can
be written as Hout = Himg ⊕Hlost, where Himg con-
tains states observable in the image plane, and Hlost
contains photons in lost modes, which cannot be ob-
served. Notice, that we do not assume anything about
the origin of losses. The lost modes may correspond
to photons physically absorbed by the aperture, but
also to all photons that are not observed in the image
plane (e.g. photons diffracted at a very large angle
by the aperture). We assume, that our system per-
forms a unitary transformation Û between Hin and
Hout, which implies that dimHin = dimHout, but does
not imply anything about dimHimg and dimHobj—the
presence of arbitrarily large spaces Hrest,Hlost makes
our model very general.

Each state |ψj〉 ∈ Hobj is transformed into an out-
put state

|φj〉 = Û |ψj〉 =
√

1− pj |φlost
j 〉+√pj |φimg

j 〉 , (10)

where |φlost
j 〉 ∈ Hlost, |φimg

j 〉 ∈ Himg, and pj is the
probability that a photon from a j-th rectangular
mode is transmitted through the system. The system
is translationally invariant, which means that

p1 = ... = pM = p, (11)

and that states |φimg
j 〉 can be generated by shifting the

state |φimg
1 〉 in a position representation by a factor

(i − 1)δK, where K is the system magnification. In
other words,

〈x|φimg
j 〉 = h(x−Kδj), (12)

where h is the system normalized cPSF provided that
δ → 0. From unitarity of U and orthonormality of
{|ψj〉}, we have

δjm = 〈φj |φm〉 = (1− p) 〈φlost
j |φlost

m 〉+ p 〈φimg
j |φ

img
m 〉 ,
(13)

where we also used the fact that Himg is orthogonal
to Hlost. After summing (13) over indices j and m,
we obtain

M = (1− p) 〈Φlost|Φlost〉+ p 〈Φimg|Φimg〉 , (14)

where |Φ(img/lost)〉 =
∑
|φ(img/lost)
j 〉. We do not as-

sume anything about |Φlost〉, but its norm must be
positive, which leads to the following upper-bound on
p:

p ≤ M

〈Φimg|Φimg〉
= M∑

j,m 〈φ
img
j |φ

img
m 〉

. (15)

The knowledge of the normalized cPSF of the system
allows to compute the right-hand side of the above
inequality. Notice that in order to get the tightest
bound for p, we can independently change the total
size of the considered area ∆ = δM , and the size
of a single mode δ. When the derivative of h(x) is
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Unitary 
transformation

✅

...

Non-unitary 
transformation

... ...

...
...

...✖

(b)(a)

Figure 2: A unitary transformation preserves the scalar product—when the images of the two orthogonal modes of the object
plane overlap, losses must be present. The basic intuition behind this argument is shown in part (a). In this work, a more
general scenario, with many possible input modes, is quantitatively studied. The scheme of this general scenario is shown in
(b).

bounded, then for any ε > 0 it is possible to choose
∆ such that

∀∆′∈[−∆,∆]

∣∣∣∣1− ∫ h(x)h∗(x−K∆′)dx
∣∣∣∣ ≤ ε. (16)

After fixing ∆, we can take the limit δ → 0, M →
∞—then scalar products in the sum in the demomina-
tor of the right-hand side of (15) become scalar prod-
ucts of the normalized cPSFs, and after using (16) and
a triangle inequality, we obtain the following bound
for p:

p ≤ 1
M(1− ε) = δ

∆(1− ε) . (17)

It is now clear, that for a single, small source of width
δ, placed in the object plane of our general imaging
system, the ratio of transmitted signal goes to 0 lin-
early with δ. The constant in our bound for p depends
on the shape of normalized cPSF, and on our choice
of ε and ∆. For example, for a Gaussian PSF of width
σ and cPSF with a constant phase, we obtain

p ≤ e1/2

2 K
δ

σ
, (18)

for ε = 1 − e−1/2 and ∆ = 2σ/K (this choice results
in the tightest bound).

For a given value of p and an arbitrary pure input
state,

|ψ〉 =
M∑
j=1

αj |ψj〉 , (19)

the probability of measuring a photon in one of the
observed modes is the squared norm of the observable
part of the output states, namely

T = p

M∑
j,m=1

α∗jαm 〈φ
img
j |φ

img
m 〉 . (20)

Let us now assume, motivated by (17), that p = Aδ,
and compute T in a limit δ → 0. In such a limit,
each αi should be proportional to

√
δ because of the

normalization condition for the state |ψ〉. Therefore,
we can write αi = ψin(xi)

√
δ where ψin(x) can be

interpreted as the input one-photon wave function.
Moreover,

〈φimg
j |φ

img
m 〉 =

∫
h∗(x−Kxj)h(x−Kxm)dx, (21)

summation over j and m in (20) can be replaced with
integration over xj and xm, and then we obtain

T = AK

∫ ∣∣∣ψ̂in(K · k)ĥ(k)
∣∣∣2 dk, (22)

where convolution theorem and Parseval’s theorem
were used. We see that the transmission ratio is of
the same form as that obtained for the 4f system
(up to a multiplicative constant A and a magnifica-
tion factor K), and AKĥ(k) can be interpreted as
the attenuation factor of a spatial frequency K · k.
It shows, that the results obtained at the beginning
of this section for the 4f system, can be generalized
to any passive, linear, translationally invariant optical
imaging system.
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3 Partially coherent imaging

One of the main purposes of this paper is to resolve
recent disputes concerning the influence of partial co-
herence between two small sources on the QFI asso-
ciated with the estimation of their separation. The
debate was started in [12], where authors compute
the QFI for partially coherent sources and claim,
that even a small degree of coherence leads to the
resurgence of the Rayleigh’s curse. Tsang and Nair
replied [13] by showing that the SPADE measure-
ment, which is optimal for incoherent case [3, 20], al-
lows to obtain classical FI larger than the QFI pre-
dicted in [12], which is obviously a contradiction. Dif-
ferent approaches, resulting in contradictory results,
were presented in a further discussion [4,14–18]. It is
assumed in [12, 14, 17], that the total signal power in
the image plane depends neither on the sources sepa-
ration nor on their degree of coherence, and therefore
it is enough to consider single-photon states to obtain
the total value of QFI. At the same time, the model
used in [13, 16] to compute classical FI for SPADE
and direct imaging implicitly assumes photon losses,
which depend on object parameters. The latter ap-
proach is also supported by experimental work [18],
but is not supplemented with the computation of the
QFI, which leaves the question about the optimality
of SPADE measurement open. Another approach is
presented in [15], where the cost of creating a coher-
ent state from the purification of an incoherent one
is studied in order to model photon losses. These
results, undoubtedly very interesting from a theoret-
ical point of view, do not necessarily correspond to
real optical imaging systems, as they are inconsistent
with [13,16,18] and with our results from Section 2.

The arguments presented in Section 2 clearly show,
that lossless models considered in [12, 14, 17] are not
physical. Moreover, in order to obtain a result appli-
cable to any passive, linear, translationally invariant
optical imaging system with a given normalized cPSF,
it is enough to do all calculations for a 4f system with
an appropriate aperture.

Let us therefore consider a binary object, placed in
plane (I) of a 4f system of magnification 1 (see Fig-
ure 1). The object consists of two identical, small
rectangular sources of width δ (the limit δ → 0 will
be considered in order to examine point sources), sep-
arated by the distance s � δ, with the centroid at
x = 0. The sources are weak, all approximations
which were made to derive (5) are valid. The de-
gree of coherence between two sources is γ = reiϕ.
When |γ| < 1, the object is not fully coherent, and
(5) cannot be used directly—the proper description of
such an object requires the use of the coherent mode
decomposition [21]. For the binary source considered,
it is enough to use two orthogonal, one-photon modes

(symmetric and anti-symmetric):

|ψ±〉 = 1√
2δ

∫ [
rect

(
x+ s/2

δ

)
± rect

(
x− s/2

δ

)]
|x〉dx.

(23)
Provided that two sources are equally bright, the most
general form of the density matrix describing the in-
put field is

ρI = pemργ + (1− pem) |0〉 〈0| , (24)

where
ργ = 1

2

[
1 + Re(γ) iIm(γ)
−iIm(γ) 1− Re(γ)

]
(25)

in the basis |ψ±〉. Factor γ in (25) must satisfy |γ| ≤
1, and can be interpreted as the degree of coherence
betweeen the sources.

For simplicity, let us assume that the aperture is
symmetric, A(x) = A(−x). The transformation be-
tween planes (III) and (IV), performed by an ideal
lens, is unitary, and does not affect the QFI associated
with s estimation. It is therefore possible to compute
the QFI for the state in plane (III), and then inter-
pret it as the QFI connected to the actually observed
field. The density matrix of plane (III) can be ob-
tained by transforming ρI usign transformation rules
similar to those described in (7) and (8) — the only
difference is that φout(x) from (8) should be replaced
with its inverse Fourier transform. When γ = eiϕ,
the wave function of the one-photon part of a state in
plane (III) is

〈x|φϕ〉 = N (ϕ, s)A(x) sinc (πxδ) cos (πxs+ φ/2) ,
(26)

where N (ϕ, s) is a normalization factor. It is useful
to define a family of non-normalized states |φ̃ϕ〉 =
N−1 |φϕ〉. The above definition allows us to write
ρIII for a general γ as

ρIII = 2δpem

1∑
i,j=0

ρ(ij)
γ |φ̃iπ〉 〈φ̃jπ|+ p0 |0〉 〈0| , (27)

where p0 is the probability of a zero-photon state (see
Appendix A for the details of the computations). The
system transmission for a general, partially coherent
input state is the trace of the one-photon part of ρIII
divided by pem, which simplifies to

T (χ, s) = 2δ 〈φ̃χ|φ̃χ〉 (28)

where cosχ = Re(γ). The parameter χ is useful be-
cause in many situations a partially coherent state
with the degree of coherence γ is equivalent to a fully
coherent state with the degree of coherence eiχ.

We are now ready to derive the fundamental bound
on the precision of s estimation. The general formula
for the QFI associated with the quantum states family
ρ(s) is

F [ρ(s)] = Tr(ρΛ2), (29)
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where Λ matrix is defined by the equation

dρ
ds = 1

2 (Λρ+ ρΛ) . (30)

Coefficients ρ(ij)
γ in (27) do not depend on s, which,

supplemented by some orthogonality relations be-
tween non-normalized states |φ̃iπ〉 and their deriva-
tives (specified in Appendix A), allows us to provide
a simple formula for the QFI associated with the ob-
served state,

F [ρIII(s)] = 8δpem

1∑
i=0

ρ(ii)
γ 〈 ˙̃φiπ| ˙̃φiπ〉+ 1

p0

(
dp0

ds

)2
,

(31)
where | ˙̃φϕ〉 ≡ ∂s |φ̃ϕ〉, and the last term is of the or-
der of δ2, and can be neglected when δ → 0. From
(25) and (31) follows that the QFI does not depend on
Im(γ). Probability pem depends on an arbitrary ob-
servation time, we can get rid of this non-physical pa-
rameter by computing QFI per emitted photon, which
simplifies to (see Appendix A)

Fem[ρIII(s)] = F [ρIII(s)]/pem = 8δ 〈 ˙̃φχ| ˙̃φχ〉+O(δ2).
(32)

Fem drops down to 0 for δ → 0, as all photons are
absorbed by the aperture when sources are infinites-
imally small, see also (28). To obtain the quantity
which does not vanish for point sources, one can com-
pute the QFI per detected photon,

Fdet = Fem

T (χ, s) . (33)

However, it is better physically justified to treat the
number of emitted photons as a resource, as, for ex-
ample, it is directly connected with the measurement
time.

Let us see what happens if the state ρIII, defined in
(27), is replaced with its normalized one-photon part,

ρ
(1)
III = 〈φ̃χ|φ̃χ〉

−1
1∑

i,j=0
ρ(ij)
γ |φ̃iπ〉 〈φ̃jπ| (34)

The QFI computed for this single-photon state is al-
ready QFI per detected photon, and is equal to (see
Appendix A for the derivation)

Fdet[ρ(1)
III (s)] = F [ρ(1)

III (s)] = 4
(
〈φ̇χ|φ̇χ〉 − | 〈φ̇χ|φχ〉 |2

)
.

(35)
When |γ| = 1, then ρ(1)

III = |φχ〉 〈φχ|, and (35) is just
a well-known formula for QFI for a pure states fam-
ily |φχ〉. The QFI per emitted photon, Fem[ρ(1)

III ], ob-
tained with the help of (33), is smaller than Fem[ρIII],
as the following relation holds:

Fem[ρ(1)
III (s)] = Fem[ρIII(s)]− 8δ| 〈φχ| ˙̃φχ〉 |2. (36)

This reflects the fact, that some information about s
is encoded in the total power of observed signal.

To conclude, we obtained four different results—
QFI per detected or emitted photon, for states ρIII
and ρ

(1)
III . It is more natural to use QFI per emitted

photon, but the problem with this quantity is that it
vanishes for δ → 0. The QFI for ρ(1)

III was computed
in [12,14,17], but in the light of presented arguments,
it is clear that the real physical situation is properly
described by the state ρIII. However, in many practi-
cal situations, the power of light emitted by the object
is not known, and then it is problematic to extract
any information from the total power of the observed
signal—in such a case, the QFI associated with ρ

(1)
III

can serve as a reasonable upper-bound for the preci-
sion of estimation of s.

We studied the dependence of the QFI on s and
Re(γ) for Gaussian aperture A(x), which leads to a
Gaussian PSF with standard deviation σ. The results
are shown in Fig. 3 (see Appendix B for analytical
expressions). One can observe, that curves shown in
part (a) of Fig. 3, which correspond to Fem[ρ(s)], co-
incide with those presented in Fig. 1 in [13], where the
classical FI for SPADE measurement is computed. In-
deed, our analysis shows, that SPADE measurement
remains optimal if partial coherence between sources
arises—see Appendix B for analytical proof. By com-
paring the first and second column of Fig. 3, we can
figure out, how important the information hidden in
the total signal power variability is—generally speak-
ing, this source of information is crucial for Re(γ) < 0,
and that is the reason why the discrepancies in the
previous works were manifested mainly for negative
degrees of coherence. Notice that the Rayleigh curse
is really inevitable only for γ = 1, whereas for γ = −1,
it can be eluded if the full, non-normalized signal is
properly used. What may surprise the reader, is that
Fem for a fixed s/σ is proportional to δσ−3, not to
σ−2 as in [3, 13] and other references. This discrep-
ancy is caused by the fact, that the number of photons
detected from a single source depends on the aperture
size, and consequently on σ. This effect is often hid-
den in a normalization factor, which in fact depends
on σ (e.g. factor N in [3], factor N0 in [13]).

4 The issue of vanishing transmission
So far, we tried to get around the fact, that no signal
is observed in the image plane when the object con-
sists of really point sources, and the imaging system
is translationally invariant. However, this vanishing
transmission may be slightly worrisome because the
mentioned assumptions are omnipresent in the theo-
retical works about optical imaging. It is worth noting
that in the derivation of (17), we did not even as-
sume full-plane translational invariance (we did this
later to derive (22))—in fact, (17) is valid, when the
system is translationally invariant in some arbitrarily
small finite region. In order to construct a model,
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Figure 3: The QFI for Gaussian aperture, A(x) = exp
(
− 4π2σ2x2

λ2f2

)
, which leads to a Gaussian PSF of width σ, is shown for

different values of Re(γ). Full quantum state (ρIII), and its normalized single-photon part (ρ(1)
III ) are considered, two possible

normalization conventions are shown. Part (a) is consistent with classical FI computed in [13], whereas part (d) is consistent
with the QFI obtained in [14, 15]. Notice the substantial difference between Re(γ) = −1 and Re(γ) = −0.98 for cases (b)
and (d), and the difference of dimensions on y axis between Fdet and Fem.

in which the observed signal does not vanish, one
needs to either consider finite-size, internally coher-
ent sources, or relax the translationally invariance as-
sumption. The first approach seems reasonable in
microscopy, whereas the latter one should be more
suitable for astronomy, where the size of emitters is
neglible compared to the lenghtscale at which it pos-
sible to observe any structure of the object.

Both modifications may affect the fundamental
bounds obtained in the basic model. Let us consider,
as an example, the problem of a single light source lo-
calization. When a point source is imaged by a trans-
lationally invariant system with a Gaussian PSF of
width σ1, then the QFI per detected photon, associ-
ated with the estimation of its position is [22,23]

Fdet = σ−2
1 . (37)

Problems start to appear, when one wants to compute
a better physically motivated QFI per emitted pho-
ton, Fem— the transmission in the considered case is
0, so Fem = 0. In order to fix this issue, let us change
our model, and assume, that the source to be localized
is described by a Gaussian wave function

ψin(x) = 1
4
√

2πσ2
2

exp
(
− (x− x0)2

4σ2
2

)
, (38)

and our task is to estimate the position of its cen-
ter x0. The imaging process can be modeled with the

help of a 4f system, with the Gaussian aperture, like
in Section 3. After using (7), we obtain the expression
for the output state, ρout(x0), in which the informa-
tion about losses is encoded. This allows us to obtain
the following results

Fem [ρout (x0)] = 1
σ2

1

σ2/σ1

(1 + (σ2/σ1)2)3/2 , (39)

Fdet [ρout (x0)] = 1
σ2

1

1
1 + (σ2/σ1)2 , (40)

which we present in Fig. 4. As we can see, Fdet
vanishes both for σ2 → 0 (because T → 0), and for
σ2 → ∞ (because wider objects are harder to local-
ize). The precision of the localization is the largest
for σ2 = σ1/

√
2, and a well-known limit from (37)

can never be achieved, when a non-unit transmission
is taken into account. One can expect, that funda-
mental limits associated with the imaging of objects
consisting of many points [3, 9] will be affected in a
similar way after a necessary modification of the shape
of single light sources, which leads to non-zero trans-
mission.

The problem of vanishing transmission arises also
in all models, in which the object plane is fully in-
coherent. Let us go back to the considerations from
Section 2, and replace the general pure input state
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Figure 4: The QFI associated with the localization of an
internally coherent, Gaussian object of width σ2. The image
of an object is created using a translationally invariant system
with the Gaussian PSF of width σ1.

from (19) with a mixed state of the form

ρin =
M∑
j=1
|αj |2 |ψj〉 〈ψj | . (41)

After applying a unitary evolution Û defined in (10)
to ρin, and using (11), we obtain

ρout = ÛρinÛ† = pρimg + (1− p)ρlost, (42)

where

ρimg/lost =
M∑
j=1
|αj |2 |φimg/lost

j 〉 〈φimg/lost
j | . (43)

are normalized states corresponding to observed and
lost photons respectively. It is therefore clear, that the
transmission is always equal to p for a diagonal ρin.
Moreover, the size of a single mode (δ) is the maximal
distance between two mutually coherent parts of the
object. In order to describe a fully incoherent object,
we should take the limit δ → 0. But then, according
to (17), p → 0, which means that the transmission
vanishes.

Recently, the problem of imaging of a continuous,
fully incoherent, 1D object characterized by intensity
distribution I(x), has been rigorously studied using
quantum estimation-theory tools [24–26]. As a result,
expressions for the QFI associated with the estimation
of spatial moments of I(x) have been derived. How-
ever, it is now clear, that the model considered in the
mentioned works result in zero transmission. In order
to obtain physically relevant results, one should as-
sume that the spatial coherence in the object plane is
present at sufficiently small length scales (or consider
a non-translationally invariant imaging system). Fur-
ther studies are required to figure out, how fundamen-
tal losses affect the precision limits in super-resolution
imaging of complex objects.

5 Summary
We have shown, that the fundamental role of photon
losses has been underestimated in many recent theo-
retical works about super-resolution imaging. As we
demonstrated, losses cannot be omitted even in the
most idealized and simplified considerations, because
lossless models are in contradiction with the principles
of quantum mechanics. In order to clarify the issues
associated with the behavior of the QFI for the sepa-
ration between two partially coherent sources, we have
carefully studied the imaging process using the well-
established 4f system-based model. We have satisfac-
torily explained the discrepancies in previous works
that were caused by an unphysical assumption, that
the transmission of an imaging apparatus with non-
trivial PSF is 100% for all input objects. Properly
computed QFI coincides with the previously calcu-
lated classical FI for SPADE measurement [13], which
indicates the optimality of this measurement.

We have also shown that some fundamental limi-
tations in super-resolution imaging are questionable
as they were derived from non-physical models lead-
ing to zero transmission. There are different ways to
construct physical models with a non-vanishing trans-
mission, but all of them will probably lead to some
complications, especially in the case of the imaging of
complex, continuous objects.
References [27] and [18] are independent works.

In [27], Tsang provides a more general formula for
the QFI, which can be applied for partially coherent
sources, and properly takes photon losses into account.
In this paper, we provide different physical arguments
supporting the same thesis, and study the specific case
of weak, partially coherent sources in more detail. Ex-
perimental results presented in [18] agree with the the-
oretical analysis presented in Section 3. The total sig-
nal power variations as a source of information are
also studied in another parallel work [28]. However,
as we discussed above, the connection between the
model proposed by the authors and the performance
of a realistic imaging system is not clear—in particu-
lar, the losses associated with γ = 0 should not be ne-
glected, as they are higher than e.g. losses for γ = 1.
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A The details of QFI calculations
In this section the details concerning the derivation of Eqs. (27), (28), (31), (32), (35), (36) from the main text
are provided.

Let us start with defining the following family of one-photon input states:

|ψϕ〉 = 1√
2δ

∫ [
eiϕ/2rect

(
x+ s/2

δ

)
+ e−iϕ/2rect

(
x− s/2

δ

)]
|x〉dx. (44)

Notice that |ψ0〉 = |ψ+〉, |ψπ〉 = |ψ−〉 up to a global phase, if we refer to the definition from (23) from the main
text. In order to obtain the equation for ρIII (27), we should start from (24), and transform the state ρI linearly,
according to the following rule

|ψϕ〉 〈ψϕ| → T (ϕ, s) |φϕ〉 〈φϕ|+ (1− T (ϕ, s)) |0〉 〈0| , (45)

where |φϕ〉 is defined in (26), and T (ϕ, s) can be calculated with the help of (9):

T (ϕ, s) =
∫ ∞
−∞

∣∣∣ψ̂ϕ(x)A(x)
∣∣∣2 = 2δ

∫ ∞
−∞
|A(x)|2 sinc2(πxδ) cos2(πxs+ φ/2)dx. (46)

The explicit formula for the non-normalized state |φ̃ϕ〉 is

|φ̃ϕ〉 =
∫ ∞
−∞

A(x) sinc(πxδ) cos(πxs+ ϕ/2) |x〉dx. (47)

From normalization condition, 〈φϕ|φϕ〉 = |N (ϕ, s)|2 〈φ̃ϕ|φ̃ϕ〉 = 1, the normalization constant satisfies

|N (ϕ, s)|−2 =
∫ ∞
−∞
|A(x)|2 sinc2(πxδ) cos2(πxs+ φ/2)dx = T (ϕ, s)

2δ , (48)

which means that
T (ϕ, s) |φϕ〉 〈φϕ| = 2δ |φ̃ϕ〉 〈φ̃ϕ| . (49)

After inserting (49) into the transformation (45), and applying it to ρI, we obtain the formula for ρIII (27). The
transmission of the system for an arbitrary partially coherent input is

T = 2δTr

 1∑
i,j=0

ρ(ij)
γ |φ̃iπ〉 〈φ̃jπ|

 = δ
[
(1 + Re(γ)) 〈φ̃0|φ̃0〉+ (1− Re(γ)) 〈φ̃π|φ̃π〉

]
, (50)

where we used orthogonality property 〈φ̃0|φ̃π〉 = 0. From (47) follows that

|φ̃ϕ〉 = cos ϕ2 |φ̃0〉+ sin ϕ2 |φ̃π〉 , (51)

which, after replacing Re(γ) with cosχ, allows us to simplify (50) to the form

T = T (χ, s) = 2δ 〈φ̃χ|φ̃χ〉 , (52)

exactly as in (28).
Let us now introduce the lemma, which simplifies the computations of the QFI significantly.
Lemma.— Let us define the family of quantum states indexed by a real parameter s,

ρ(s) =
N∑

i,j=1
Bij |Ψi(s)〉 〈Ψj(s)| , (53)

where coefficients Bij do not depend on s, and vectors |Ψi〉 and their derivatives |Ψ̇i〉 ≡ ∂s |Ψi〉 satisfy

〈Ψi|Ψj〉 = 〈Ψ̇i|Ψj〉 = 〈Ψ̇i|Ψ̇j〉 = 0 for i 6= j, (54)

and moreover 〈Ψ̇i|Ψi〉 ∈ R. Then the QFI associated with the estimation of s is

F [ρ(s)] = 4
N∑
i=1

Bii 〈Ψ̇i|Ψ̇i〉 (55)
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Proof.— We are going to compute the QFI from its definition (29). It is easy to check, that the following
ansatz,

Λ = 2
N∑
i=1

|Ψ̇i〉 〈Ψ̇i|
〈Ψi|Ψ̇i〉

, (56)

makes the condition from (30) satisfied. Indeed,

1
2 (ρΛ + Λρ) =

N∑
i,j=1

Bij |Ψi〉 〈Ψj |
N∑
k=1

|Ψ̇k〉 〈Ψ̇k|
〈Ψk|Ψ̇k〉

+
N∑
k=1

|Ψ̇k〉 〈Ψ̇k|
〈Ψ̇k|Ψk〉

N∑
i,j=1

Bij |Ψi〉 〈Ψj | =
N∑

i,j=1
Bij

(
|Ψ̇i〉 〈Ψj |+ |Ψi〉 〈Ψ̇j |

)
,

(57)
and the last expression is equal to dρ

ds . Furthermore, we have

Λ2 = 4
N∑
i=1

〈Ψ̇i|Ψ̇i〉
(〈Ψi|Ψ̇i〉)2

|Ψ̇i〉 〈Ψ̇i| , (58)

and straightforward calculations show that

F = Tr(ρΛ2) = 4
N∑
i=1

Bii 〈Ψ̇i|Ψ̇i〉 , (59)

Q.E.D.
Let us write ρIII in a form

ρIII = 2δpem

1∑
i,j=0

ρ(ij)
γ |Ψi〉 〈Ψj |+ |Ψ2〉 〈Ψ2| (60)

where |Ψ0〉 = |φ̃0〉, |Ψ1〉 = |φ̃π〉, |Ψ2〉 = √p0 |0〉, ργ is defined in (25). With the help of (47) and parity condition
for A(x), it is straightforward to check that the assumptions of the lemma, listed in (54), are satisfied for |Ψi〉
defined as above. Then, (31) follows directly from the thesis of our lemma, (59). In order to obtain the formula
for the QFI per emitted photon, we should divide the total QFI by the probability of a photon emission, pem.
Then, after using the time derivative of (51) and replacing Re(γ) with cosχ, we obtain (32). The probability
of a photon detection for a given γ is pemT (χ, s), which means that the relation between the QFI per emitted
and detected photon is given by (33).

The computation for F [ρ(1)
III ] are analogous to those for F [ρIII]. We start with writing down (34) in a form

ρ
(1)
III =

1∑
i,j=0

ρ(ij)
γ |Ψi〉 〈Ψj | , (61)

where |Ψ0〉 = N (χ, s) |φ̃0〉, |Ψ1〉 = N (χ, s) |φ̃π〉, vectors |Ψi〉 satisfy the lemma assumptions from (54). There-
fore, using (59), we obtain

F
[
ρ

(1)
III (s)

]
= 4

[
(1 + Re(γ)) 〈Ψ̇0|Ψ̇0〉+ (1− Re(γ)) 〈Ψ̇1|Ψ̇1〉

]
, (62)

which means, that the QFI depends on Re(γ), but not on Im(γ). Therefore, we can assume that γ = eiχ,
compute the resulting QFI and generalize the obtained result for any γ satisfying Re(γ) = cosχ. For γ = eiχ,
the considered one-photon output state is pure,

ρ
(1)
III (s) = |φχ〉 〈φχ| , (63)

and a well-known formula for the QFI associated with the family of pure states leads to Equation (35), valid
for any γ with a real part cosχ. In order to obtain the QFI per emitted photon, we should use the general
relation (33), which, applied to (35), leads to (36).

B Analytical expressions for Gaussian aperture
In this section we provide analytical expressions for different types of QFI and for the classical FI associated
with SPADE measurement for the case A(x) = exp

(
− 4π2σ2x2

λ2f2

)
, which is studied in Fig. 3. Such an aperture
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leads to the Gaussian PSF with width σ. This specific form of A(x) was inserted into Eqs. (32), (33), (35),
(36), and the following results were obtained:

Fem[ρIII(s)] = δ

8
√

2π1/2σ3

(
1−

(
1− s2

4σ2

)
Re(γ)e−

s2
8σ2

)
+O(δ2) (64)

Fdet[ρIII(s)] = 1
4σ2

1 +
2Re(γ)e−

s2
8σ2
(
s2

8σ2 − 1
)

1 + Re(γ)e−
s2

8σ2

+O(δ) (65)

Fem[ρ(1)
III (s)] = δ

8
√

2π1/2σ3

1−
(

Re(γ)e−
s2

8σ2 − s2

4σ2

)
Re(γ)e−

s2
8σ2

1 + Re(γ)e−
s2

8σ2
+O(δ2) (66)

Fdet[ρ(1)
III (s)] = 1

4σ2

1−
(

Re(γ)e−
s2

8σ2 − s2

4σ2

)
Re(γ)e−

s2
8σ2(

1 + Re(γ)e−
s2

8σ2
)2 +O(δ) (67)

We want to show that Fem [ρIII(s)] is equal to the classical FI for SPADE measurement obtained in [13]. To do
so, let us find the analytical form for the expected photon number in q-th measured mode, nq, which is defined
in Eq. (2) in [13]. After adopting the notation from [13], and using Eq. (1) from [13], we obtain

nq = N0
[
I2
+ + I2

− + 2Re(γ)I+I−
]
, (68)

where
I± =

(√
2πσ

)−1/2 ∫ ∞
−∞

exp
[
−(x± s/2)2/(4σ2)

]
φq(x)dx, (69)

where φq(x) correspond to Hermite-Gaussian modes,

φq(x) =
(

1
2πσ2

)1/4 1√
2qq!

Hq

(
x√
2σ

)
exp

(
− x2

4σ2

)
. (70)

Hermite polynomials, Hq(x), can be defined using generating function,

exp(2xt− t2) =
∞∑
q=0

Hq(x) t
q

q! . (71)

After multiplying both sides of the above equation by exp(−(x− b)2), and integrating over x, one obtains∫ ∞
−∞

Hq(x) exp
(
−(x− b)2)dx =

√
π(2b)q, (72)

which can be used to simplify the expression for I± to the form

I± =
exp

[
−s2/(32σ2)

]
√
q!

(
∓ s

4σ

)q
. (73)

We can now insert the last equation to (68) in order to get the expression for nq, which can subsequently be
used to compute the FI associated with the measurement of photon number in q-th mode,

Fq = 1
nq

(
∂nq
∂s

)2
. (74)

The total FI associated with SPADE measurement reads

F =
∞∑
q=0

Fq = N0

2σ2

(
1−

(
1− s2

4σ2

)
Re(γ)e−

s2
8σ2

)
(75)

Equations (64) and (75) are equivalent—the only difference is that the factor N0, which depends on the size
and the shape of the sources, is not specified in the latter case. The above calculations prove the optimality of
SPADE measurement for Gaussian PSF for arbitrary degree of coherence between the sources.
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