
Backscatter Differential Phase—Estimation and Variability

SILKE TRÖMEL
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ABSTRACT

On the basis of simulations and observations made with polarimetric radars operating at X, C, and S bands,

the backscatter differential phase d has been explored; d has been identified as an important polarimetric

variable that should not be ignored in precipitation estimations that are based on specific differential phase

KDP, especially at shorter radar wavelengths. Moreover, d bears important information about the dominant

size of raindrops and wet snowflakes in the melting layer. New methods for estimating d in rain and in the

melting layer are suggested. Themethod for estimating d in rain is based on amodified version of the ‘‘ZPHI’’

algorithm and provides reasonably robust estimates of d and KDP in pure rain except in regions where the

total measured differential phase FDP behaves erratically, such as areas affected by nonuniform beam filling

or low signal-to-noise ratio. The method for estimating d in the melting layer results in reliable estimates of

d in stratiform precipitation and requires azimuthal averaging of radial profiles of FDP at high antenna ele-

vations. Comparisons with large disdrometer datasets collected in Oklahoma and Germany confirm a strong

interdependence between d and differential reflectivity ZDR. Because d is immune to attenuation, partial

beam blockage, and radar miscalibration, the strong correlation between ZDR and d is of interest for quan-

titative precipitation estimation: d andZDR are differently affected by the particle size distribution (PSD) and

thus may complement each other for PSD moment estimation. Furthermore, the magnitude of d can be

utilized as an important calibration parameter for improving microphysical models of the melting layer.

1. Introduction

Backscatter differential phase d is one of the po-

larimetric variables that can be estimated from dual-

polarization weather radar measurements. By definition,

d is the difference between the phases of horizontally and

vertically polarized components of the wave caused by
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backscattering from objects within the radar resolution

volume. It occurs when nonspherical hydrometeors are

large enough relative to the radar wavelength such that

scattering is in the Mie or so-called resonance regime.

The backscatter differential phase and its practical

utilization are not well explored yet. Backscatter dif-

ferential phase d (measured in degrees) contributes to

the total measured differential phase FDP (8) , along

with the propagation differential phase uDP (8), which is

determined by the radial profile of the specific differ-

ential phase KDP (8 km21) as

FDP(r)5 d(r)1 2

ðr

0
KDP(s) ds5 d(r)1uDP(r) . (1)

Hence, contributions from the backscattered and propa-

gation components of FDP need to be separated before

KDP is estimated from the range derivative of the

remaining part of FDP (i.e., uDP) and used for quantita-

tive precipitation estimation. It has been recognized that

accurate rainfallmeasurements usingKDP (particularly at

X band) are contingent on the effectiveness of such

a separation (e.g., Matrosov et al. 1999, 2002; Otto and

Russchenberg 2011; Schneebeli and Berne 2012).

As an example of d observed in rain, Fig. 1 presents

a range–height indicator (RHI) scan taken on 22 June

2011 with the X-band polarimetric radar1 at the Uni-

versity of Bonn in Germany (BoXPol). A prominent

column of enhanced differential reflectivity ZDR is ob-

served in the core of the cell at a range of about 35 km. In

this ZDR column, FDP values jump as high as 58–108

FIG. 1. Genuine RHI taken with 0.18-elevation-angle spacing using the BoXPol X-band radar at 1424 UTC 22 Jun

2011 for (a)ZH, (b)ZDR, (c)FDP, and (d) rhv, showing evidence of differential phase upon backscattering in a column

centered at about 35-km range from the radar. Note that the region of largeFDP values located between 3 and 4 km in

height at a range of 34.5 km is associated with contamination from sidelobes and is not meteorological.

1For details of the dual-polarized X-band Doppler radars at

Bonn (BoXPol) and J€ulich (JuXPol, evaluated later), see Borowska

et al. (2011).
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before returning to their background values (08–48) on the

far side of the core. Such clear nonmonotonic behavior in

FDP strongly suggests contributions from d. The apparent

‘‘d bump’’ coincides with local increases in both ZDR and

reflectivity factor at horizontal polarization ZH.

Resonance-sized wet snowflakes may also cause

d bumps in the melting layer of stratiform precipitation.

A possible manifestation of d in the melting layer is

nonmonotonic radial profiles of FDP through the layer.

An example of such a perturbation in the mean radial

profile of FDP in a 7.08-elevation plan position indicator

(PPI) scan at X band is shown in Fig. 2, along with the

corresponding azimuthally averaged radial plots of re-

flectivity Z, ZDR, and cross-correlation coefficient rhv.

Zrni�c et al. (1993) suggested that these kinds of pertur-

bations are entirely related to d and that the magnitude of

the FDP excursion can be used for the estimation of d, as

well as of the dominant (or maximal) size of wet snow-

flakes within the melting layer. Ryzhkov and Zrni�c (1998)

andRyzhkov (2007) provide an alternative explanation for

such perturbations of FDP profiles and attribute at least

part of it to effects of nonuniform beam filling (NBF). The

relative contributions of NBF and d to the observed

signatures in the melting layer remain to be clarified.

Clear manifestations of d are frequently observed in

rain at X and C bands, as well as in wet snow andmelting

hail at X, C, and S bands. Systematic studies of d with

respect to hydrometeor types are still missing, however,

partly because of the difficulty in accurately estimating

d, particularly in the melting layer and in hail. Under

such conditions, FDP is often very noisy because of sig-

nificant reductions of rhv, which are commonly associ-

ated with enhanced d (Balakrishnan and Zrni�c 1990).

The goal of this study is to develop methods to esti-

mate d for precipitation that contains different types of

hydrometeors, as well as to explore its variability. The

next section provides a theoretical background for d,

including simulations (of d at S, C, andX bands for liquid

and mixed-phase particles) that are based on large dis-

drometer datasets collected in Oklahoma and Germany

and on microphysical and polarimetric models for

melting snow and hail. New methods for estimating d in

rain and in the melting layer are presented in section 3.

Results of d estimation using polarimetric radars oper-

ating at X, C, and S bands are presented in section 4.

Section 5 is a discussion of potential applications of d,

and the main conclusions are summarized in section 6.

2. Theoretical background

A general expression for d can be obtained following,

for example, the derivations in Ryzhkov (2001) and

Ryzhkov et al. (2011):

d5 arg(hShh* Svvi)5 arg[hjsbj
2i1 hjsb 2 saj

2iA3

2 hsb*(sb 2 sa)iA12 hsb(sb*2 sa*)iA2] . (2)

In this equation, Shh,vv are the elements of the scattering

matrix, sa,b are the complex scattering amplitudes of

individual spheroidal hydrometeors along their major

and minor axes (b and a, respectively), and A1–3 are

angular moments defined in Ryzhkov et al. (2011) as

A15 hsin2c cos2ai, A25 hsin2c sin2ai, and

A35 hsin4c cos2a sin2ai , (3)

where a is the particle canting angle within the polari-

zation plane and c is the angle between the direction of

propagation and the symmetry axis of the hydrometeor.

In Eq. (2), the angular brackets indicate the ensemble

average over particle sizes, shapes, and dielectric con-

stants. For ensembles of hydrometeors with the same

orientation,A15 1,A2 5A35 0, and Eq. (2) reduces to

d5 arg(hs
b*sai) . (4)

For fully random orientation of particles A1 is equal to

A2 and the value of hShh* Svvi in Eq. (2) becomes real,

meaning that d5 0. Hence, d decreases as hydrometeors

become more randomly oriented.

a. Backscatter differential phase of raindrops

The backscatter differential phase of raindrops is com-

puted in this study by assuming the shape–diameter

FIG. 2. Azimuthallyaveraged radial profilesofFDP,ZH (dividedby5),

ZDR, and rhv (multiplied by 10) at elevation angle 7.08 within themelting

layer, measured at X band by BoXPol at 2051 UTC 4 Dec 2011.
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relation specified by Brandes et al. (2002; corrected in

2005), with a 108 canting-angle distribution width fol-

lowing Ryzhkov et al. (2011). The magnitude of d in rain

strongly depends on wavelength and also depends on

temperature (Fig. 3). At S band, d is usually insignificant

for rain, whereas it can exceed 208 at C and X bands for

very large drops. The magnitude of d is small for drop

diameters below 4.5mm at C band and below 2.5mm at

X band. Notable is the nonmonotonic behavior of d as

a function of raindrop size at higher temperatures at

C band. This behavior is a direct consequence of reso-

nance scattering by raindrops with diameters larger than

5mm. The resonance effects are weaker at X band than

at C band.

The Rayleigh formulas for the scattering amplitudes

sa and sb (e.g., Doviak and Zrni�c 1993) can be used in

Eq. (2) to compute d only if raindrops are very small,

for which d gets close to zero and loses its diagnostic

value. The inappropriateness of the Rayleigh formulas

for estimating d follows from its dependence on the

imaginary parts of the scattering amplitudes, which are

not well approximated by the Rayleigh solution. There-

fore, in practice more sophisticated scattering calcula-

tions (such as theT-matrixmethod; e.g.,Mishchenko 2000)

must be employed to compute d.

To investigate the natural variability of d in rain, a

disdrometer dataset of more than 47 000 drop size dis-

tributions (DSDs)measuredwith a 2Dvideo disdrometer

in central Oklahoma was used to simulate d in rain at S,

C, and X bands. The scatterplots of d versus ZH dis-

played in Fig. 4 are computed for a temperature of 208C.

It is notable that d is usually higher at X band than at

C band, but values approaching 308 can be observed for

a small fraction of rain DSDs containing resonance-

sized drops at C band.

Other authors have already noted a relation between

d and ZDR in rain. For example, Otto and Russchenberg

(2011) suggested a best-fit relationship d5Z1:8
DR, with

d in degrees and ZDR in decibels, that is based on scat-

tering computations at X band applied to a set of 1500

DSDs. Schneebeli and Berne (2012) confirm their re-

sults with a similar best-fit power law:

d5 0:632Z1:71
DR , (5)

where again d is in degrees and ZDR is in decibels. The

authors claim that the difference between the two

ZDR–d relations predominantly stems from disregarded

temperature effects. To investigate the temperature de-

pendence, the Oklahoma disdrometer dataset is used to

calculate ZDR and d at 08 and 308C. Figure 5a summa-

rizes these calculations, which clearly reflect the temper-

ature impact on theZDR–d relationship. For comparison,

the best-fit power law d5Z1:8
DR suggested by Otto and

Russchenberg (2011) for the temperature range be-

tween 18 and 258C is included in Fig. 5a. Remarkable

differences are evident for the wide temperature range

considered. We conclude that for higher temperatures

one has to expect larger exponents and significantly

larger d for a givenZDR. Possible climatological impacts

on ZDR–d relations that are due to different typical

DSDs are investigated in a repetition of the above cal-

culations for measurements from a Particle Size and

Velocity (PARSIVEL) disdrometer in Bonn, Germany,

covering the time period of August 2007–January 2010

(Fig. 5b). It is obvious that the ZDR–d scatterplots

retrieved from both sites are consistent; thus, the

overwhelming part of the variability is apparently

related to raindrop temperature variation while the

impact of differences in DSDs, at least for those typ-

ical for Oklahoma and Bonn, seems to be of secondary

importance.

FIG. 3. Backscatter differential phase d as a function of equivolume

raindrop diameter for different wavelengths and temperatures. Wave-

lengths l are 11.0 (S band), 5.45 (C band), and 3.2 (X band) cm.
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Although disdrometers provide a goodmeasure of the

natural variability of temporally averaged DSDs, tran-

sient phenomena including size sorting are not well

sampled by them (e.g., Cao et al. 2008). Thus, d–ZDR

relations that are based on disdrometer data may not

always be appropriate for polarimetric radar retrievals

because they do not reflect certain phenomena. Ongoing

size sorting is, however, well observed by polarimetric

radars through differential reflectivityZDR (e.g., Kumjian

andRyzhkov 2012). Tomimic the potential impact of size

sorting on the d–ZDR relation, we progressively truncated

the small-drop-size end of the spectrum (Fig. 6). It is

obvious that size sorting tends to produce steeper slopes

of the d–ZDR relation such that, for a given value of

ZDR, smaller values of d are possible. Thus, disdrometer-

derived d–ZDR relations may overestimate d in cases of

ongoing size sorting, which might happen beneath de-

veloping convection, at the leading edge of linear con-

vective systems, and in the ZDR arc of supercell storms

(Kumjian and Ryzhkov 2008, 2009).

b. Backscatter differential phase of dry frozen and

mixed-phase hydrometeors

Backscatter differential phase d in dry frozen hydro-

meteors is usually very low because of the small imagi-

nary part of the ice dielectric constant at S, C, and

X bands (Balakrishnan and Zrni�c 1990; Ryzhkov et al.

2011). Thus, d is negligible for most ice hydrometeor

types, including snow, crystals, and graupel, at these

wavelengths. Large dry hailstones with nonspherical

shapes may, however, have noticeable d that is highest at

X band. Wet hailstones can exhibit much higher d, and

FIG. 4. Scatterplots of d vs ZH in rain simulated from disdrometer data at S band (l 5 11.0 cm), C band (l 5 5.45 cm), and X band

(l 5 3.2 cm) for T 5 208C.

FIG. 5. Scatterplots of d vsZDR in rain at X band as revealed from simulations using (a) the Oklahoma disdrometer

dataset and (b) PARSIVELmeasurements in Bonn. Black dots correspond to temperatures at 08C, and gray dots are

for temperatures at 308C. The solid lines depict the dependence d5Z1:8
DR.
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even negative values might occur at about 5.8 cm for

S band, 2.9 cm for C band, and 1.7 cm for X band (e.g.,

Aydin et al. 1991).

To better understand the complex behavior of d in

realistic hydrometeor populations, we first simulate

vertical profiles of d in melting hail mixed with rain for

different size distributions of graupel and hail at the

freezing level. The thermodynamic part of the model for

melting hail is taken from Rasmussen and Heymsfield

(1987), and the radar scattering simulation part is de-

scribed in Ryzhkov et al. (2011, 2013a,b). Melting and

shedding are treated explicitly, but no collisions be-

tween particles are taken into account. In our simula-

tions we prescribe a biexponential size distribution of

graupel/hail at a freezing level of 4 km according to

N(D)5Ng exp(2LgD)1Nh exp(2LhD) , (6)

where subscripts g and h indicate graupel and hail, re-

spectively. The size distribution of hail aloft is truncated

at the maximal initial hail diameter Dmax. The hydro-

meteors are modeled as oblate spheroids with aspect

ratios and orientations that depend on the mass water

fraction as specified inRyzhkov et al. (2011). AT-matrix

code, which considers two-layer spheroids, is utilized for

computing d for ice spheroids coated with liquid water.

Dielectric constants of water and ice are determined fol-

lowing Ray (1972). Here, we compare results for 1) no

hail, 2) small hail, 3) moderate hail, and 4) large hail

at S, C, and X bands. The size distribution parameters

for graupel and hail aloft are specified in Ryzhkov et al.

(2013a) and are listedhere inTable 1. Small hail completely

melts before reaching the surface. The ‘‘graupel’’ part of

the size distribution [see Eq. (5)] was parameterized

either as close to the Marshall–Palmer distribution with

Ng5 8000m23mm21 andLg5 1.6mm21 or as a ‘‘flatter’’

distribution, which we consider to be more typical for

hail-bearing storms, withNg5 1500 m23mm21 andLg5

1.1mm21. Vertical profiles of d computed for all four

cases at S, C, and X bands are displayed in Fig. 7. Small

hail is assumed to be completely melted by 4 km below

the melting layer while moderate and large hail have

maximal solid diameters at the surface equal to 19 and

30mm, respectively. Although the intrinsic d of individ-

ual hailstones at resonance size can be very high, the

calculations displayed in Fig. 7 show that their contribu-

tion to the magnitude of d for any realistic size distribu-

tions of melting hailstones mixed with rain is relatively

small. The resulting d can be comparable to or even lower

than d for pure rain at C andXbands.Only at S band does

d inmelting hail increasemonotonically with size over the

modeled range.

Next, we simulate d within the melting layer by using

themicrophysical and scatteringmodel for melting snow

that was described by Giangrande (2007) and Ryzhkov

et al. (2013a). An example of resulting vertical profiles

of d along with ZH and ZDR is presented in Fig. 8 for

unrimed snow. It is assumed that the size distribution of

dry snowflakes aloft is such that the resulting rain DSD

below the melting layer follows the Marshall–Palmer

distribution with a rainfall rate of 5mmh21. The ther-

modynamic part of the model is consistent with the model

utilized by Zawadzki et al. (2005) and assumes that mixed-

phase particles do not interact with each other and that wet

snowflakes do not aggregate. As a result, the simulated

values of d are relatively small and barely exceed 48 at all

three wavelengths. Taking aggregation into account in the

model is challenging, but there are clear indications that the

magnitude of d can be significantly higher in the presence

of aggregation, as will be shown later (see section 5).

3. Estimating backscatter differential phase

a. Estimation of d in rain

Few studies exist that explicitly address detection

and quantification of d in data processing. A simple

FIG. 6. Simulated d–ZDR pairs for DSDs undergoing pro-

gressively more size sorting as colors change from black to blue,

green, yellow, and red. Calculations are performed at X band, for

208C raindrops.

TABLE 1. Parameters of size distributions of dry hail at the

freezing level.

Hail size Lh (mm21) Nh (m
23mm21) Dmax (mm)

No hail — 0 —

Small hail 0.99 200L4:11
h 14

Moderate hail 0.42 400L4:11
h 24

Large hail 0.27 800L4:11
h 35
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moving-average filter with ensuing least squares fit is

often used to reduce fluctuations before estimatingKDP.

This simple procedure at least partly eliminates the

d bumps below the cutoff frequency of the filter. This

method also allows estimation of d signatures by sub-

tracting the filtered from the raw measuredFDP if—and

this is the drawback of the method—the filter charac-

teristics are appropriate for the scale of the d bumps. If

significant d extends over a great enough range, a single

filtering will not suppress this d variation. If significant d

effects extend over ranges that exceed the stop band of

the filter, the leftover d might corrupt KDP estimates. A

filter with a lower cutoff frequency comes, however, with

the price of lower range sensitivity of KDP estimates.

Hubbert and Bringi (1995) combined a finite-impulse

response filter with an iterative procedure: within each

iteration, a new best estimate of the propagation range

profile (called Ĉc) is constructed by selecting data points

from both the raw (measured) FDP and its filtered ver-

sion, as determined by a threshold. Large deviations of

the rawFDP range profile from the filtered range profile

were considered to be potentially due to d. The thresh-

old is set according to the expected standard deviation s

of the raw range profile FDP. Thresholds of 1.25–2 3 s

were found to give good results. The authors claim that

this method detects d bumps extending over longer

ranges while avoiding low cutoff frequencies. Such fil-

ters would also eliminate the more subtle mean varia-

tions and result in a decrease of the range sensitivity of

theKDP estimates. The outcome, however, still depends

on both the cutoff frequency of the filter and the decision-

threshold value used to construct the iterated differential

propagation phase range profile.

Otto and Russchenberg (2011) suggested a technique

for estimating d in rain at X band, with the assumption

that d is closely correlated withZDR. Then the difference

in differential phase between two range bins rb . ra,

defined as DFDP 5 FDP(rb) 2 FDP(ra), that have the

same nonattenuated ZDR [i.e., ZDR(ra) 5 ZDR(rb)] can

only be caused by a difference in the propagation phase

uDP between both range bins. However, DFDP may still

contain significant residual d effects caused by micro-

physical variations, statistical fluctuations, and imprecise

corrections for differential attenuation. Such residuals in

DFDP are reduced by testing each combination of two

range bins along a radar ray to determine whether

jZDR(rb) 2 ZDR(ra)j is below a predefined threshold,

cZDR. As a result, for one radar ray, a set of DFDP is

produced for different ray segments. These DFDP are

then distributed among the corresponding range bins

that have contributed to the phase shift, such that, at

each range bin, a number of K
(i)
DP are available. The

KDP estimate at a range bin is then determined as the

average value of all KDP values resulting from the pro-

cedure. The d can then be identified as the difference

between the total measured differential phase FDP and

the estimated differential propagation phase uDP.

FIG. 7. Vertical profiles of backscatter differential phase for the

cases of no hail (blue curves), small hail (green curves), moderate

hail (yellow curves), and large hail (orange curves) at S, C, and X

bands. The parameters of the model of melting hail are summa-

rized in Table 1.
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Schneebeli and Berne (2012) developed an extended

Kalman filter framework to derive a consistent set of

polarimetric variables. The method exploits the redun-

dancy caused by the close links between the polarimetric

moments for optimized estimates of attenuation-

corrected Z and ZDR, as well as KDP, uDP, and d. The

exploited functional relationships among polarimetric

moments still contain parameters that depend on the

DSD, however. They use, for example, the d–ZDR re-

lation in Eq. (5). This relation is based on calculations

with an assumed gamma function DSD (Ulbrich 1983);

this relation is only valid for a narrow set of conditions,

however.

We suggest an alternative method to estimate d in

pure rain that combines a modified ‘‘ZPHI’’ method

(Testud et al. 2000) with a slightly modified version of

the self-consistent method with constraints proposed by

Bringi et al. (2001). Both methods only assume a power-

law relation between specific attenuation A (dB km21)

and nonattenuatted reflectivity Z (usually ZH is used, in

logarithmic units),

A5bZb , (7)

and a quasi-linear relationship between A and KDP

(8km21),

A5aKc
DP , (8)

with constants b, b, a, and c, where c is close to unity in

the considered range interval. In addition, an external

constraint (see below) that is determined by the total

span of measured FDP along the ray is used. Within this

framework, it is possible to use the ZPHI method to

derive the radial profile of specific attenuationA(r) from

the attenuated reflectivityZa(r) (Testud et al. 2000). The

constraint used herein is the cumulative attenuation

from r1 to r2, which must be consistent with the total

change of uDP over this range interval. Because of the

full flexibility in the choice of the integration bounds, it

is generally possible to select them where d is small

enough to be neglected (i.e., DFDP 5 DuDP). OnceA(r)

at each range is calculated according to the ZPHI al-

gorithm, a ‘‘calculated’’ radial profile of differential

propagation phase (ucal
DP) can be determined as

u
cal
DP(r,a; b)5 2

ðr

r
1

A(s;a;b)

a
ds . (9)

The self-consistent method of Bringi et al. (2001) searches

for an optimal a by matching the calculated ucal
DP and the

measured FDP. For our analysis, we slightly modify the

FIG. 8. Simulated vertical profiles of ZH, ZDR, and d within the melting layer at S, C, and X bands. The freezing level is at 1 km; the

temperature lapse rate is 6.58km21, relative humidity is 100%, and the rain rate near the surface is 5 mmh21. Thin solid curves depictZH,

the dashed lines show ZDR, and the thick solid lines represent d.
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method such that both a and b are optimized to yield the

smallest absolute difference:

min
a,b

Du5 �
N

i51

jucal
DP(ri;a; b)2FDP(ri)j , (10)

where N is the number of range bins over which a and b

are assumed to be constant. Park et al. (2005) found that

a varied from 0.139 to 0.335 dB (8)21 and b varied from

0.76 to 0.84 at X band; thus, the optimal pair of (a, b)

is selected on the basis of Eq. (10) by considering all

possible combinations of the two within the intervals

derived by Park et al. (2005), using 0.01 increments. A

drawback of our method is that a and b depend on both

DSD and temperature and therefore are functions of

range. For practical applications, this necessitates a seg-

mentation of each ray into small intervals for which the

parameters can be considered to be constant (Le Bouar

et al. 2001), which might conflict with the requirement

that the intervals must be large enough so that DuDP can

be measured reliably. For example, in areas of reduced

rhv themeasuredFDP often becomes nonmonotonic and

the identification of valid intervals becomes difficult and

subjective. In this paper we test two modifications of the

ZPHI method:

1) For practical reasons a and b are considered to be

constant throughout the entire PPI scan (i.e., N is

equal to 1000 bins in a ray times 360 for 18 radial

resolution); the values are determined by the best

estimates on the basis of the modified self-consistent

method introduced above. This also includes that the

segmentation of each ray into smaller intervals is

avoided and the total span of measured FDP along

the ray is used: DFDP 5 DuDP.

2) The reflectivity at vertical polarization Z 5 ZV is

used as input to the ZPHI method instead of ZH

because of lower attenuation at vertical polarization.

Once the smoothed differential propagation phase uDP

is derived, d is then obtained by propagation, subtracting

uDP from the measured raw FDP.

b. Estimation of d in the melting layer

MeasuredFDP routinely exhibits characteristic ‘‘bumps’’

also within the melting layer that may be associated with

either d or with NBF (see section 2b). Azimuthal aver-

aging ofFDP data can be used to suppress fluctuations of

FDP caused by a reduction of rhv within the melting

layer, to separate effects of d and KDP, and to minimize

the impact of NBF. It is recommended to use higher

elevation angles (i.e., $78). At higher elevations the

forward propagation contribution to the differential

phase is reduced, leading to increasingly ‘‘clean’’ d

without contamination from KDP. The forward-

propagation part of FDP is proportional to the product

of KDP and slant propagation path within the melting

layer, which decreases with elevation, whereas d is a lo-

cal parameter and is not a path integral. In addition,

azimuthal averaging is more efficient at higher eleva-

tions because the melting layer appears more uniform

horizontally at smaller spatial scales. Also, NBF effects

are smaller at higher elevations.

To separate effects of d and NBF, the vertical gradi-

ents of azimuthally averagedZH andFDP can be used at

the elevation angle where themeasurement is taken. For

illustration we use the measurement at 7.08 displayed in

Fig. 2 and examine the differences in the average radial

dependencies of ZH and FDP at slightly higher/lower ele-

vation angles u (8.18 and 5.78, respectively; see Figs. 9a,b).

Note that all 3608 are used to generate the averaged

profiles. The NBF-induced bias ofFDP is then estimated

from the product of the vertical gradients of Z and FDP

according to the formula

DFDP5 0:02V2dFDP

du

dZ
H

du
, (11)

from Ryzhkov (2007), where V denotes the radar beam-

width in degrees. The radial plot of DFDP (Fig. 9c) shows

that for this case the magnitude of the FDP perturbation

caused by NBF effects is within 0.18. In this case NBF ef-

fects can consequently be neglected, and the disturbance

of the FDP profile is almost entirely due to d. In this ex-

ample, d varies from 08 to 38 within the melting layer. The

maximal value of azimuthally averaged d along range is

observed at the range (or height) at which rhv is minimal.

In cases of uniform stratiform precipitation, all 3608

can be averaged, and a maximum value of azimuthally

averaged d along range is subsequently estimated.

Values of FDP just above and below the melting layer

are connected with a straight line (the vertical profile

that would be expected as a result of KDP only), and the

difference between the actual average profile of FDP

and the straight line is used to derive the maximal azi-

muthally averaged d. The included assumption of con-

stant KDP within the melting layer is uncritical at higher

elevations because of the short integration path within

the melting layer. Otherwise, an azimuthal sector con-

taining subjectively identified uniform brightband char-

acteristics is averaged. To estimate how much azimuthal

averaging is needed, the standard error of the differential

phase FDP estimate (in degrees) determined as

SD(FDP)5 30:3

 

r22
hv 2 1

svnM

!1/2

(12)
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(e.g., Melnikov 2004), with svn 5 4syT/l, Doppler

spectrum width sy, pulse repetition period T, radar

wavelength l, cross-correlation coefficient rhv, and

number of pulses M, can be considered. In pure rain or

pure snow, the cross-correlation coefficient is very high

(0.98–0.99) and SD(FDP) is small. Within the melting

layer, rhv can vary from 0.8 to 0.97 and statistical vari-

ations of FDP may become so overwhelming that d

cannot be reliably measured on a radial basis. After

averaging over N azimuths, the standard error of FDP is

reduced by a factor N1/2, if horizontal uniformity is as-

sumed. If we assume a worst-case scenario at X band

when rhv 5 0.8, then Eq. (12) would yield SD(FDP) 5

5.48 for sy5 3m s21,T5 1023 s, l5 3.2 cm, andM5 48.

Averaging over a whole azimuthal scan (360 radials)

would reduce SD(FDP) to 0.38, which is more than suf-

ficient. Hence, depending on themagnitude of rhvwithin

the melting layer, the number of radials to be averaged

can be significantly reduced.

Any bumps visible on these ‘‘quasi vertical’’ averaged

profiles in the melting layer are considered to be caused

by d. Although the magnitude of d is expected to be

generally lower within the melting layer than in rain, it

can be estimated very reliably after azimuthal averaging

of the FDP data. This result opens a window of oppor-

tunity for future work: namely, to examine microphysi-

cal properties of the melting layer and to estimate the

maximal size of melting snowflakes, which is difficult to

estimate using the other radar variables.

4. Observations of backscatter differential phase

Armed with the methods for estimating d presented

above, we can now explore the variability of d in rain and

in the melting layer. Examples of application of the new

methods are presented below.

a. Observations of d in rain

Figure 10 shows the decomposition of the radial pro-

file of measured total differential phase FDP into prop-

agation differential phase and d observed on 22 June

2011 by BoXPol at elevation 1.58 and azimuth 2678. For

the ray considered in Fig. 10, the parameters are

â5 0:25 and b̂5 0:83. Note that the raw FDP profile

shows increased variability at the far ranges with some

decreases around range bins 550 and 700 (i.e., at 5.5- and

7-km distance). Such breaks may result in unreliable

attenuation correction and negative KDP values when

applying a simple moving-average filter and least squares

regression.

The procedure includes three steps: First, the system

differential phase (around2928 for BoXPol at that day)

is subtracted (the result is shown in Fig. 10 in blue).

FIG. 9. Range profiles of azimuthally averaged (a) ZH and

(b) FDP at elevation angles 8.18 and 5.78. (c) Range profile of esti-

mated FDP bias caused by NBF at elevation angle 7.08.
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Second, uDP is estimated with the ZPHI method. Third,

the uDP profile is subtracted from the measured FDP.

Differences between FDP and uDP reveal statistical

fluctuations, single clutter peaks close to the radar, and d

bumps. The d bumps at approximately range bin 260 can

be identified using rhv . 0.9 as a criterion for separating

d perturbations from perturbations caused by noise or

NBF. In Fig. 10, d is also plotted separately as the purple

line. The two peaks closest to the radar are caused by

ground clutter, which will be flagged with an improved

clutter filter that is based on the raw I/Q (here, I is the

amplitude of the in-phase carrier andQ is the amplitude

of the quadrature-phase carrier) data, which we are

currently developing.

To demonstrate the reliability of the method, the

spatial and temporal continuity of d estimates are illus-

trated in Figs. 11 and 12, respectively. Figure 11 shows

the BoXPol observations of total differential phaseFDP

and the estimated differential propagation phase uDP at

azimuth 2638, 2658, and 2678. For all profiles, our method

clearly identifies and quantifies d bumps around range

bin 250. The coincidence of this region with increased

ZDR (not shown) corroborates the results of our method.

Figure 12 shows PPIs of d estimates from four successive

radar scans between 1111 and 1126 UTC, zoomed in on

the region of interest. Cells of d can be clearly identified

and consistently tracked over time, which demonstrates

the spatial and temporal coherency of the retrieved d and

attests to the reliability of our estimation method. Our

method is, however, less suitable for regions with high

KDP; subtracting the estimated propagation component

from the measured differential phase profiles may result

in accidental residuals if high gradients of FDP prevail.

Figure 13 compares KDP estimates resulting from our

method with those derived from the measured FDP us-

ing a simple moving-average filtering and least squares

regression. In the first case, the derivative of the calcu-

lated propagation phase over 2 km (20 bins) has been

used. In the second case, a moving-average filter over

4 km and an ensuing least squares fit of the radial slope

of smoothed differential phase over 2 km has been ap-

plied. It is obvious that KDP estimates derived from the

measured FDP may reveal spurious oscillations caused

by unaccounted-for contributions from d. Negative KDP

values in the area around azimuth 3158 between range

bins 500 and 750 on the right panel of Fig. 13 are caused

not by d but by depressions in the cross-correlation co-

efficient rhv and subsequent nonmonotonic behavior of

FDP. The ZPHI method, however (see left panel of Fig.

13), represents a more robust strategy to handle such

areas of reduced signal-to-noise ratio (i.e., no negative

KDP values occur). In addition, note the improved range

resolution afforded by the new method. We conclude

that our method, which is based on the ZPHI technique,

provides reasonably robust estimates of d and KDP in

pure rain areas in whichFDP does not behave erratically

FIG. 10. Total differential phase profile before (black dots) and after (blue dots) subtraction

of system differential phase. The estimated differential propagation phase uDP (red line) as

well as the backscatter component d (purple line) are illustrated for visualizing the d-detection

strategy in pure rain. The example shows the radial profile along azimuth 2678 at elevation 1.58

measured on 22 Jun 2011 with BoXPol.
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as a result of, for example, NBF effects or low signal-to-

noise ratio. This is demonstrated by the spatial and tem-

poral continuity of the d features and robustKDP estimates.

b. Observations of d in the melting layer

The polarimetric X-band radar in J€ulich, Germany

(JuXPol), scans every 5min at 378 elevation. Figure 14

shows the azimuthally averaged profiles of FDP, ZDR,

rhv, and ZH measured at 0450 UTC 24 September 2010

with JuXPol. The melting layer is clearly identified at

around 2.2-km height, showing an increase in ZH and

ZDR and a decrease of rhv. The local increase of FDP is

now almost exclusively attributed to d. The maximum d

value is about 7.58.

A similar technique was applied to the data collected

with a C-band polarimetric radar in Oklahoma. Figure 15

is an example of azimuthally averaged quasi-vertical

profiles of the polarimetric radar variables measured by

the C-band University of Oklahoma Polarimetric Radar

for Innovations in Meteorology and Engineering (OU-

PRIME; Palmer et al. 2011). Again, the melting-layer

bright band is clearly observed in the vertical profiles of

all four polarimetric radar variables. Owing to OU-

PRIME’s very high resolution, the average profiles have

very low statistical errors (i.e., more samples are aver-

aged to produce the quasi-vertical profiles). In addition,

NBF is expected to be negligible at 0.58 beamwidth. The

maximal value of d in this example exceeds 58. Other scans

(not shown) revealed a maximum d between 58 and 88. At

S band, the magnitude of d in the melting layer is ex-

pected to be smaller. Figure 16 shows an example

from the polarimetricWeather Surveillance Radar-1988

Doppler (WSR-88D) near Seattle, Washington (identi-

fied as KATX). Because of the larger beamwidth and

smaller number of pulses for each radial, the data are

noisier than in the previous example. Nonetheless, the

melting-layer signature is clearly seen in each variable.

The maximum d from this case is ;5.58. From other

scans (not shown), the maximum d ranged from 38 to 68,

which is lower than the range of values observed at

C band as expected.

Figure 17 presents the relative heights of different

polarimetric moments and their magnitudes in the melt-

ing layer during a stratiform event on 4 December 2011

between 1936 and 2229 UTC observed with BoXPol

at 78 elevation. Strong correlations exist between the

radial maxima in azimuth-averaged d and ZDR (Fig.

17a), the maximum d and minimum rhv (Fig. 17b), and

the rhv minimum and ZDR maximum (Fig. 17c). Since

the strength of the NBF effect should not depend on

ZDR or rhv, such correlations prove that d estimates are

reliable and that NBF effects are negligible. High values

of ZDR and d combined with low rhv usually indicate

melting of aggregated and less-rimed snow (e.g.,

Ryzhkov et al. 2013a,b). The extrema for different mo-

ments also occur at different heights, which provides

information that is useful for understanding the micro-

physics of the melting layer. The observations show a d

FIG. 11. Raw profiles of total differential phase FDP and estimated differential propagation

phase uDP at azimuths 2638, 2658, and 2678 at 1121 UTC 22 Jun 2011 observed with BoXPol.
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maximumgenerally above the rhvminimum (Fig. 17d) and

the ZDR maximum (Fig. 17e), whereas the relation to the

ZH maximum is not as clear (Fig. 17f). Note that on the

basis of simulations the level of ZH maximum is expected

above the rhv minimum and d maximum, whereas the

latter are expected at approximately equal height. Such

strong correlations between different radar variables—

as depicted in Fig. 17—are not seen for all events in-

vestigated so far, however. Two events observed with

BoXPol on 11 May and 9 June 2010 show weak or

negligible correlation between d and rhv. The d bumps

are broader and the minima in rhv are very flat and hard

to identify, which possibly hints at a smaller amount of

large melting snowflakes or heavily rimed snow.

Berenguer and Zawadzki (2009) report clear correla-

tions between brightband intensity and ZDR near the

surface, hinting at big melting snowflakes that create big

raindrops. It follows that d andZDRmeasurements and the

analysis of their relationship in themelting layermay open

a new avenue to parameterize Z–R relationships to be

utilized near the ground. For example, in rimed snow,ZDR

and d are lower (both in the melting layer and in the rain

below) and the rain rate is higher for a given reflectivityZH

as compared with unrimed snow (e.g., Ryzhkov et al.

2013b). Thus, rainfall estimation may benefit from the

quantification of different polarimetric variables in the

melting layer. In object-based approaches to precipitation

system analysis from the Lagrangian perspective (Tr€omel

FIG. 12. PPIs of d generated from observations on 22 Jun 2011 with BoXPol at four consecutive time steps between 1111 and 1126UTC.

The d estimates have been smoothed with a moving-average filter over seven bins. Solid lines show contours of horizontal reflectivity ZH,

and dashed lines indicate the 25- and 50-km distances from the radar, respectively.
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et al. 2009; Tr€omel and Simmer 2012), up to now solely

reflectivity-derived descriptors have been used to charac-

terize the intensity of the brightband (Rosenfeld et al.

1995a,b). Since the new polarimetric variable d is an in-

dicator for the dominant size of rain drops and wet snow-

flakes and thus microphysical processes, it will allow better

characterization of the bright band and the temporal evo-

lution of the system. The full information content and

benefit of themelting-layermeasurements for precipitation

estimation and understanding the microphysics of precip-

itation processes has to be further explored, however.

5. Discussion

Because ZDR is affected by differential attenuation

and is sometimes biased by miscalibration and radome

effects, the strong correlation betweenZDR and d (Fig. 5)

is of interest for quantitative precipitation estimation.

FIG. 13. PPIs of KDP generated from BoXPol observations at 1121 UTC 22 Jun 2011 based on (left) calculated uDP using the method

introduced in section 3 and (right) measured FDP using moving-average filtering and least squares regression.

FIG. 14. Example of azimuthally averaged quasi-vertical profiles of ZH, ZDR, rHV, and FDP at X band. Data were obtained at

0450 UTC 24 Sep 2010 from the PPI at elevation 378 taken by JuXPol.
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Figures 18a and 18b show scatterplots of d versus the

mass-weighted average raindrop diameterDmw at 158C,

simulated using the disdrometer-measured DSDs in

Oklahoma and Bonn. In a similar way, Figs. 18c and 18d

show scatterplots of ZDR versus Dmw. Even though the

ZDR–Dmw relationship shows less variability, d also ex-

hibits a relation that could be exploited for better

characterizing drop sizes when ZDR is affected by at-

tenuation. Note that, because of its relation toDmw,ZDR

is often used to retrieve the slope parameter of the DSD

(e.g., Zhang et al. 2001). Figure 18 demonstrates that d

could also be used for such a retrieval—in particular, in

the resonance range when the intrinsic ZDR is above

;1.2 dB. This may be especially useful at shorter

wavelengths (e.g., C and X bands), at which ZDR can be

biased by differential attenuation. Because d is immune

to attenuation, it could serve as a proxy for ZDR once

ZDR is compromised. On the basis of a polynomial re-

lation, theDmw can be estimated from d at X band using

Dmw 5 a0 1 a1d1 a2d
2 , (13)

where coefficients a0, a1, and a2 are functions of tem-

perature as listed in Table 2. They were obtained using

simulations that were based on a large DSD dataset in

Oklahoma. On average, Dmw increases from about 2 to

3.5mm for d increasing from 28 to 98. Hence, the back-

scatter differential phase at X band can be utilized to

quantify mean volume diameters that are larger than

2mm. Our analysis shows that the fractional root-mean-

square error of theDmw(d) estimate varies between 15%

and 20% for d within the range 28–88 for a given tem-

perature. The temperature can be retrieved either from

soundings or from the output of numerical weather pre-

dictionmodels. The one of the fourDmw(d) relations with

the closest temperature can be picked to estimate Dmw.

The modeled vertical profiles of d within the melting

layer in Fig. 8 agree at least qualitativelywith observations.

Indeed, both theoretical and observed maxima of d are

FIG. 15. As in Fig. 14, but at C band and data were obtained at 1641 UTC 24 Dec 2009 from the PPI at 108 elevation taken

by OU-PRIME.
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approximately at the same heights as themaxima ofZDR

and are well below the maxima of Z. The maximal ob-

served values of d are significantly higher than simulated

by the polarimetric model of the melting layer described

in section 2, however—especially at S and C bands. We

attribute this to the fact that the model does not allow

for aggregation of wet snowflakes, which may play an

important role in the transformation of the wet-snow

spectrum within the melting layer (Barthazy et al. 1998;

Goeke and Waldvogel 1998). In situ measurements

often indicate that a maximal particle size is attained

within the melting layer and not at its top as the model

prescribes.Giangrande (2007) andRyzhkov et al. (2013a)

showed that the model yields more realistic values of

ZDR and rhv (i.e., higherZDR and lower rhv) if aggregation

is taken into account. In a similar way, the enhancement

of d is expected for the same reason, but the corre-

sponding modification of the theoretical model is be-

yond the scope of this study. Nevertheless, it is important

that the availability of reliable measurements of d pro-

vides another physical parameter for the fine tuning and

validation of microphysical models of the melting layer.

6. Conclusions

Backscatter differential phase d is significant for large

hydrometeors of resonance size; d emerges as an im-

portant polarimetric variable that should not be ignored

in precipitation estimates that are based onKDP at shorter

radar wavelengths and as a variable that bears important

information about the dominant size of raindrops as

well as wet snowflakes in the melting layer. Backscatter

FIG. 16. As in Fig. 14, but at S band and data are from 0059 UTC 18 Feb 2012 from the PPI at 7.58 elevation taken by the KATX

polarimetric WSR-88D near Seattle.
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FIG. 17. Relative heights and magnitudes of the extremes of ZDR, rHV, and d in the melting layer observed with

BoXPol at 78 elevation on 4 Dec 2011.
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differential phase contributes to the total differential

phase FDP along with the propagation differential

phase uDP. For accurate rainfall estimates using KDP

at X band, the contributions from the backscattered

and propagation components of FDP need to be sepa-

rated before KDP is estimated from the range derivative

of FDP.

A new method for estimating d in pure rain has been

suggested. It is based on the ZPHI method and provides

reasonably robust estimates of d and KDP in pure rain

whereFDP is not affected by NBF or low signal-to-noise

ratio. Results of d estimation in rain using polarimetric

radars at X band have been presented. One of the pos-

sible benefits of using d is its direct relation to the

prevalent size of hydrometeors so that d can be used for

a more accurate retrieval of hydrometeor size distribu-

tions. Large disdrometer datasets collected in Oklahoma

and Germany indirectly confirm a strong inter-

dependence between backscatter differential phase d

and differential reflectivityZDR. The overwhelming part

of the remaining variability can be related to the tem-

perature of raindrops, whereas the impact of the differ-

ences in DSDs seems to be small. Since ZDR is affected

by differential attenuation and is sometimes biased by

miscalibration, the strong correlation betweenZDR and d

is of interest for quantitative precipitation estimation.

The d and ZDR are differently affected by particle size

spectra and can complement each other for particle size

distribution retrievals.

For the first time, reliable estimates of d are obtained

within the melting layer of stratiform precipitation at S,

C, and X band through azimuthal averaging of radial

profiles of FDP at high antenna elevations. For such el-

evations, the impact of nonuniform beamfilling seems to

be negligibly small and the bumps on the FDP profiles

are solely attributed to d. The d, which is immune to at-

tenuation, partial beam blockage, and radar miscalibra-

tion, would complement the information that is routinely

available from Z, ZDR, and rhv, which are traditionally

FIG. 18. The (a),(b) d vs mass-weighted average diameter on the basis of DSD measurements and (c),(d) ZDR vs

mass-weighted average on the basis of DSD measurements in (left) Oklahoma and (right) Bonn. Computations are

for X band at T 5 158C.

TABLE 2. The coefficients in the Dmw(d) polynomial relation

[Eq. (13)].

Temperature (8C) a0 a1 a2

0 1.69 0.174 0.0036

10 1.80 0.052 0.018

20 1.95 20.085 0.031

30 2.05 20.142 0.033
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used for characterizing microphysical properties of the

melting layer. The magnitude of d can be utilized as an

important calibration parameter for the improvement of

microphysical models of the melting layer. We advocate

for future investigations of d to explore further the in-

formative content of this underutilized polarimetric

variable for microphysics studies as well as quantitative

precipitation applications.
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