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1Univ. Lille, Centrale Lille, Arts et Métiers Paris Tech, HEI, EA 2697 - L2EP

Laboratoire d’Electrotechnique et d’Electronique de Puissance, F-59000 Lille, France
2EDF R&D, THEMIS, 7 Boulevard Gaspard Monge, 91120 Palaiseau, France

Model Order Reduction (MOR) methods are applied in different areas of physics in order to reduce the computational time
of large scale systems. It has been an active field of research for many years, in mechanics especially, but it is quite recent for
magnetoquasistatic problems. Although the most famous method, the Proper Orthogonal Decomposition (POD) has been applied
for modelling many electromagnetic devices, this method can lack accuracy for low order magnitude output quantities, like flux
associated with a probe in regions where the field is low. However, the Balanced Proper Orthogonal Decomposition (BPOD) is a
MOR method which takes into account these output quantities in its reduced model to render them accurately. Even if the BPOD
may lead to unstable reduced systems, this can be overcome by a stabilization procedure. Therefore, the POD and stabilized BPOD
will be compared on a 3D linear magnetoquasistatic field problem.

Index Terms—Balanced Proper Orthogonal Decomposition, Balanced Truncation, Model Order Reduction, Proper Orthogonal
Decomposition, Stabilization

I. INTRODUCTION

C
OUPLING the Finite Element Method (FEM) with a

time-stepping scheme is more and more used to model

electromagnetic devices. Its accuracy has proven to be suf-

ficient over the past few years. However, this method also

requires solving large scale systems which have a significant

computational cost. To overcome this problem, MOR methods

are more and more used since they allow to reduce the size

of the system, by projecting it into a so-called reduced basis.

Therefore, the quality of the resulting reduced system highly

depends on the reduced basis, and thus on the choice of the

MOR method.

However, reduced systems sometimes lack robustness: a

reduction procedure may lead to an unstable reduced system

even if the original system is stable [1] [2]. Moreover, reduced

models might produce inaccurate output quantities, which can

be very problematic for automatic control systems.

The most used MOR procedure is the Proper Orthogonal

Decomposition (POD) [3]. This method can be applied to

a multitude of linear and nonlinear problems, and produce

in the most cases stable systems. Therefore, the POD is a

robust and easy-to-use MOR method. In the field of compu-

tational Electromagnetic, the POD has been recently applied

to many problems, such as Magnetodynamic problems [4]

[5], Electroquasistatic field simulations [6] and Magnetostatic

field problems [7]. The POD approach consists in looking for

the solution in a reduced basis which concentrates the most

energetic states. Therefore, the POD may not be the most suited

method for approximating local and low order of magnitude

quantities, such as magnetic fluxes associated with probes [8].

To overcome this problem, one may apply the Balanced

Proper Orthogonal Decomposition (BPOD) [9]. This method

which arises from both the POD method and the Balanced

Truncation in Control Theory [10] allows to make a re-

duced system which produce high-fidelity output quantities.

The BPOD has already been successfully applied to antenna

problems [8]. However, the BPOD may unexpectedly also leads

to unstable systems [2].

In this article, we propose to develop these two reduction

methods, and then to present a methodology which stabilizes

and adds robustness to the MOR approaches. Finally, the

proposed methods will be compared on a 3D linear academic

example.

II. MAGNETOQUASISTATIC FIELD PROBLEM

Let us consider a linear magnetoquasistatic field problem

defined on a domain D ⊂ R3 of boundary Γ containing a

conducting domain Dc of boundary Γc . ns+np stranded coils

are included in the domain D, where ns denotes the number of

source inductors and np, the number of magnetic flux probes.

The source inductors are supplied by currents ik, k = 1 . . . ns
and the probes are used to measure magnetic fluxes denoted

Φk, k = 1 . . . np.

Fig. 1. Domain of the magnetoquasistatic problem
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In the magnetoquasistatic field approximation, without any

charge density, displacement currents are not considered. The

Maxwell equations describing this problem are then:

curlH(x, t) =

ns∑

k=1

Ns,k(x)ik(t) + Jc(x, t) (1)

curlE(x, t) = −∂tB(x, t) (2)

divB(x, t) = 0 (3)

where H denotes the magnetic field, B is the magnetic flux

density and E, the electric field. Jc stands for the eddy current

density in the conducting domain Dc whereas Ns,k, k =
1 . . . ns, represent the unit current density vector associated

with the source inductors.

In order to solve these equations, one has to add some

constitutive relations. The first one, named the Ohm law (4),

links the vector field describing the eddy current density Jc to

the electric field E whereas the second one (5) adds a relation

between the magnetic field H and the magnetic flux density

B. The behaviour of the materials are assumed to be linear

and isotropic. Therefore, we have:

Jc = σE (4)

B = µH (5)

where µ ∈ R+∗ is the magnetic permeability, and σ ∈ R+,

the conductivity. In the non-conducting domain D \ Dc, the

conductivity is assumed to be null.

To obtain existence and uniqueness of the solution, boundary

conditions are to be added. On the boundaries of the domains

D and Dc, they are written:

B · n = 0 on Γ (6)

Jc · n = 0 on Γc (7)

Furthermore, the domain D is assumed to be ”sufficiently

regular” in the sense that the Maxwell-Gauss equation (3)

allows to introduce a so-called vector potential such that:

B(x, t) = curlA(x, t) (8)

In this paper, the modified potential vector formulation is used

[11]. Thus, the electric field in Dc can be written under the

form:

E(x, t) = −∂tA(x, t) (9)

Finally, a quite strong boundary condition is added:

A× n = 0 on Γ (10)

which guarantee (6).

The solution of the problem is sought on a time do-

main [0, T ]. Therefore, the vector potential must belong to

H1([0, T ];X0(D)) which means that A and its time derivative

are L2([0, T ]) with respect to the time variable, and that

A(x, ti) ∈ X0(D) ∀ti ∈ [0, T ], where:

X(D) =
{
A ∈ L2(D); rotA ∈ L2(D);A× n = 0|Γ

}

X0(D) =
{
A ∈ X(D); (A,∇ψ) = 0 , ∀ψ ∈ H1

0 (D)
}

By combining the previous relations, the quasistatic formula-

tion to be solved is then [12]:

Find A ∈ H1(0, T ;X0(D)) such that

∫

D

µ−1
curlA(x, t)·curlA′(x)dx+

∫

Dc

σ∂tA(x, t)·A′(x)dx

=

∫

D

ns∑

k=1

Ns,k(x)ik(t) ·A
′(x)dx (11)

∀A′ ∈ X(D) verifying divA′ ∈ L2(D)
In this problem the boundary condition (6) is essential and (7)

is natural [12].

The Finite Element Method is applied to solve this problem

by discretizing the vector potential A with the Nedelec edge

elements:

A(x, t) =

N∑

i=k

Ak(t)w
1
k(x) (12)

where N denotes the number of edges on the mesh, w1
k(x)

the kth edge function associated with the kth edge element.

The unknown vector field of components Ak(t), k = 1 . . . N
is denoted by X(t) and the output vector field Y (t) of size

np is composed of the different fluxes Φk(t), k = 1 . . . np
associated to the probe inductors. By introducing Np,k, the

unit current density vector associated with the kth probe, the

magnetic flux φk is expressed as:

φk(t) =

∫

D

Np,k(x) ·A(x, t)dx (13)

Therefore, the problem (11–13) can be written through a

system of differential algebraic equations (DAE):

K
dX(t)

dt
+MX(t) = Fsrc I(t) (14)

Y (t) = F t
prb X(t) (15)

with I(t) ∈ Rns the input vector field of which its components

are the currents applied to the source inductors. M and K

are positive semidefinite matrice sof size N . Fsrc ∈ RN×ns

is a matrix in which are concatenated the unitary current

density vectors of the sources inductors. Fprb ∈ RN×np

denotes its counterpart, accounting for the probe inductors.

Their expressions are:

Kij =

∫

Dc

σw1
i (x) ·w

1
j (x)dx (16)

Mij =

∫

D

µ−1
rotwi(x) · rotw

1
j (x)dx (17)

(Fsrc)ij =

∫

D

Ns,j(x) ·w
1
i (x)dx (18)

(Fprb)ij =

∫

D

Np,j(x) ·w
1
i (x)dx (19)

In order to get the solution of the discrete problem (14–15),

a time-stepping scheme such as the Backward Euler Method

may be used. By using the notation u(tk) = uk with tk being

a time step given by tk = kτ , problem (14–15) reads:
(
K

τ
+M

)
Xk+1 = Fsrc Ik +

K

τ
Xk (20)

Y k+1 = F t
prb Xk+1 (21)
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On the other hand, if the transient response is not desired,

the harmonic problem can be formulated as followed:

(jωK +M)X(ω) = FsrcI(ω) (22)

Y (ω) = F t
prb X(ω) (23)

where ω is the angular frequency.

III. MODEL ORDER REDUCTION WITH BPOD AND POD

In this section, the Balanced Truncation, on which the BPOD

is based, is firstly developed. Then, the BPOD and the POD

approaches are presented in order to derive from the full model

a reduced model which is accurate for any input signal of

frequency within the bandwidth Ω = [ωA, ωB ], through a

greedy algorithm.

Furthermore, these three methods were proposed for systems

where K and M are symmetric definite matrices, which is

not the case with our problem. However, we will present

this method by assuming this point, and we will propose a

generalization in the section for semi-definite matrices.

A. Balanced Truncation Method

The BPOD has arisen from the Balanced Truncation method

introduced by Moore [13]. This method is based on Control

Theory in order to find a reduced basis with an accurate

output response. Given a generalized multi-input/multi-output

(MIMO) state-space system such as (14–15), with a state-

vector X(t) ∈ RN , an input vector I(t) ∈ Rns and an output

vector Y (t) ∈ Rnp , the first step is to define Controllability

and Observability Gramians. Those quantities, denoted as Gc

and Go are positive definite matrices of size N × N . Their

expression in the frequency domain are:

Gc =

∫
∞

0

(jωK +M)−1FsrcF
∗

src(−jωK
∗ +M∗)−1dω

(24)

Go =

∫
∞

0

(jωK∗ +M∗)−1FprbF
∗

prb(−jωK +M)−1dω

(25)

where X∗ denotes the complex conjugate transpose of X . As

stated at the beginning of this section, the square matrices

involved (K and M ) are assumed to be positive definite

(the semi-definite case will be treated in the following). On

FEM systems arising from magnetoquasistatic problems such

as (14–15), the right-hand-side matrices are real. Therefore,

these definitions reduce to:

Gc =

∫
∞

0

(jωK +M)−1FsrcF
t
src(−jωK +M)−1dω

(26)

Go =

∫
∞

0

(jωK +M)−1FprbF
t
prb(−jωK +M)−1dω

(27)

Gramians are coordinate dependent, i.e. they depend on the

basis in which they are expressed. Thus, balancing a system

consists in finding a basis R, in which both the Gramians

are diagonal and equal. By denoting with ”tilde” quantities

expressed in the balanced basis, the following equality holds:

G̃c = R
−1

Gc(R
−1)∗, G̃o = R

∗
GoR (28)

G̃c = G̃o = Λ

where Λ is a real diagonal positive matrix of size N which

contains the so-called Hankel Singular Values.

Finally, the Balanced Truncation approach consists in select-

ing the most significant vectors of this basis, i.e. which produce

the highest Hankel Singular Values. Thus, the least significant

vectors are truncated from the balanced basis. The remaining

vectors are called the balanced reduced basis.

However, finding a balanced reduced basis requires an

eigenvalue decomposition of the Gramians product GcGo [14].

This computation becomes unaffordable for large scale systems

because of two main reasons:

• computing and constructing both Gramians defined by

(26–27) is too expensive in terms of computation time

and memory requirements

• performing an eigenvalue decomposition is very demand-

ing for large scale systems

To overcome these difficulties, the formalism of Proper Or-

thogonal Decomposition computes directly an approximation

of this balanced reduced basis while keeping a decent compu-

tational cost. This method is the Balanced Proper Orthogonal

Decomposition.

B. Balanced Proper Orthogonal Decomposition

The Balanced Proper Orthogonal Decomposition approach

introduced by Willcox [9] is based on a low-rank approxima-

tion of both Gramians, through the method of snapshots.

1) Controllability snapshots

Let Xωi

src,k be the solution of the harmonic system (22–23)

at the angular frequency ωi when only the kth source inductor

is supplied by a current of 1A. This vector is called a snapshot

because it represents a solution of the system for particular

values of the input parameters, i.e. the angular frequency and

the ns currents in the inductors. It follows that this snapshot

is also the kth column of the matrix (jωK + M)−1Fsrc ∈
CN×ns . Let Xωi

src be the matrix in which are concatenated

Xωi

src,k:

Xωi

src =
(
Xωi

src,1,X
ωi

src,2, . . . ,X
ωi

src,ns

)
(29)

= (jωK +M)−1Fsrc (30)

Using (26) and (29), the Controllability Gramian reads:

Gc =

∫
∞

0

Xω
src(X

ω
src)

∗dω (31)

Then, the integral over all frequencies in (31) is approximated

using a sum over m training angular frequencies ωi, i =
1 . . .m. Therefore:

Gc ≈

m∑

k=1

Xωk
src(X

ωk
src)

∗δk
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where δk are quadrature weights. In practice however, it is

possible to set δk = 1 [10]. Thus, after applying the complex-

conjugate relation, the Controllability Gramian is:

Gc ≈

m∑

k=1

[
Re (Xωk

src)Re (X
ωk
src)

t
+ Im (Xωk

src) Im (Xωk
src)

t
]

which by introducing the real matrix Xsrc ∈ RN×2mns defined

as the concatenation of the real and imaginary parts of the

different snapshots, is rewritten as:

Gc ≈ XsrcX
t
src (32)

with

Xsrc = ( Re (Xωi

src) |i=1...m, Im (Xωi

src) |i=1...m ) (33)

2) Observability snapshots

The same procedure is used on the dual system of (14–15)

in order to approximate the Observability Gramian Go. With

K and M being real symmetric on one hand, Fsrc and Fprb

being real on the other hand, the dual system reduces to:

K
dX̂(t)

dt
+MX̂(t) = Fprb Î(t) (34)

Ŷ (t) = F t
src X̂(t) (35)

with the ”hat” notation expressing dual quantities. Basically,

probes are now sources of the system, and vice versa. To

summarize, the two steps to perform are:

1) Compute Xωi

prb,k the harmonic solution of the dual

system (34–35) at the m training angular frequencies ωi

when only the kth probe inductor is supplied by a current

of 1A. Then, define Xωi

prb ∈ CN×np , the counterpart of

Xωi
src ∈ CN×ns .

Xωi

prb =
(
Xωi

prb,1,X
ωi

prb,2, . . . ,X
ωi

prb,np

)
(36)

= (jωiK +M)−1Fprb (37)

2) Define Xprb ∈ RN×2mnp as:

Xprb =
(
Re

(
Xωi

prb

)
|i=1...m, Im

(
Xωi

prb

)
|i=1...m

)

As for the Controllability Gramian, the Observability Gramian

is then easily expressed by:

Go ≈ XprbX
t
prb (38)

3) Balanced reduced basis

Once both Gramians are expressed as a Cholesky form as

in (32) and (38), computing the balanced reduced basis is

achieved efficiently through the Singular Value Decomposition

(SVD) on the real rectangular matrix Mcorrel = Xt
prbXsrc ∈

R2mnp×2mns . Let r be the rank of Mcorrel. Then, the SVD

of Mcorrel is:

Mcorrel =
(
U1 U2

)(Σ 0
0 0

)(
V t
1

V t
2

)
(39)

= U1ΣV t
1 (40)

where Σ ∈ Rr×r a real positive diagonal matrix, U1 ∈
R2mnp×r and V1 ∈ R2mns×r which verify:

U t
1U1 = Ir, V t

1 V1 = Ir

with Ir the identity matrix of size r.

Finally, the truncated balanced reduced basis is obtained

with:

T = XsrcV1Σ
−1/2 (41)

S = Σ
−1/2U t

1X
t
prb (42)

T ∈ RN×r defines the r first vectors of the full basis R

from the balanced truncation (28), whereas S ∈ Rr×N is its

counterpart for the inverse transformation R
−1 [14]. Moreover,

this basis ensures that the Gramians G̃c and G̃o are equal and

diagonal, which is the definition of a balanced reduced basis.

Indeed, by substituting T for R and S for R
−1, we have

according to (28), (32) and (42):

G̃c = SGcS
t = Σ

and by using (28), (38) and (41), one can find:

G̃o = T t
GoT = Ir

With this reduced basis, both Gramians are of size r, the

dimension of the reduced basis, and no longer of size N , with

r << N .

4) Reduced system

In the model order reduction framework, the solution is

sought into a subspace defined by a reduced basis of size r,

usually very small in front of the dimension of the full system

N . Therefore, the key tool of the BPOD approach is to use

both the balanced reduced basis in order to obtain an accurate

reduced system.

First, we look for a reduced basis Ψ ∈ RN×r such that we

have an accurate approximation:

X(t) ≈ ΨXr(t) (43)

where Xr(t) is the reduced vector field solution, of size

r, r << N . Then, the balanced reduced basis related to the

Controllability Gramian T appears as a good candidate since

it contains snapshots of the primal system. Thus, we write:

X(t) ≈ TXr(t) (44)

Therefore, injecting the latter equation (44) into the full

problem (14 – 15) leads to:

KT
dXr(t)

dt
+MTXr(t) = Fsrc I(t) (45)

Y (t) = F t
prb TXr(t) (46)

System (45–46) has N equations with only r unknowns. In

order to solve it, one can cancel the projection of the residue

onto a reduced basis. Then, the BPOD approach consists in

taking the balanced reduced basis related to the Observability

Grammian S in order to obtain accurate output quantities.

Therefore, multyplying (45–46) by S gives a system with r
equations and r unknowns:

SKT
dXr(t)

dt
+ SMTXr(t) = SFsrc I(t) (47)

Y (t) = F t
prb TXr(t) (48)



5

which can be rewritten as:

Kr
dXr(t)

dt
+MrXr(t) = Fsrc,r I(t) (49)

Y (t) = F t
prb,r Xr(t) (50)

with Kr = SKT ∈ Rr×r, Mr = SMT ∈ Rr×r, Fsrc,r =
SFsrc and Fprb,r = T tFprb. Equations (49–50) define the

reduced system of size r.

Remark 1: This kind of projection where the left and the

right reduced basis S and T are different is called a Petrov-

Galerkin projection.

Remark 2: Equations (49–50) can also be optained by

applying the change of coordinates R to the system (14–15)

defined in (28) under the assumption that R ≈ T and that

R
−1 ≈ S.

C. Proper Orthogonal Decomposition

The Proper Orthogonal Decomposition is one of the most

famous model order reduction method and was introduced by

Lumley in 1967 for fluid mechanics applications [15]. The

main idea of the POD is to use snapshots of only the primal

system in order to build a reduced system. Therefore, POD

naturally derives from the BPOD framework introduced above,

with the sole difference that it does not take into account probes

nor the dual system (34–35).

Exaclty as for the first step of BPOD, the controllability

snapshots Xsrc have to be computed as in (33). However,

the POD approach does not require doing so with the dual

system (34–35): instead of applying a SVD on the correlation

matrix Mcorrel = Xt
obsXsrc as in the BPOD, the POD method

only considers the auto-correlation matrix MAC = Xt
srcXsrc.

Since MAC is symmetric, the SVD reduces to a classical

Eigenvalue Decomposition (EVD).

Therefore, the remaining steps are:

1) Compute the EVD of MAC = U1ΣV t
1

2) Compute the reduced basis:

T = XsrcV1Σ
−1/2 (51)

S = Σ
−1/2U t

1X
t
scr = T t (52)

The left reduced basis reduces to the transpose of the

right reduced basis.

3) Form the reduced system (49–50) with the matrix being

this time symmetric: with Kr = T tKT ∈ Rr×r, Mr =
T tMT ∈ Rr×r, Fsrc,r = T tFsrc and Fprb,r = T tFprb

Remark 3: POD may be seen as a BPOD variant which

ensures that input quantities will be approximated very accu-

rately. In fact, the POD methods reduces to the BPOD method

when applied to the following system:

K
dX(t)

dt
+MX(t) = Fsrc I(t) (53)

Y (t) = F t
src X(t) (54)

where one can see that the matrix F t
src defining the output

quantities Y is the transpose of the matrix on which is applied

the command in (14).

D. Greedy algorithm

Although the construction of the reduced system through

POD or BPOD has been detailed, the model order reduction

process is not fully developed. Indeed, the quality of the

reduced system for a frequency bandwidth Ω = [ωA, ωB ] will

depend a lot on the choice of the snapshots, i.e., the training

angular frequencies ωi, i = 1 . . .m chosen to build the reduced

basis.

One way to select them is to discretize Ω into

an equispaced set of p angular frequencies Ωp ={
ωA + k

p−1
(ωB − ωA), k = 0 . . . p− 1

}
and then to compute

snapshots for every angular frequency ωi ∈ Ωp. However,

snapshots computation is the most demanding part of the POD

or BPOD methods in terms of computation time. Thus, this

direct approach may not be the most ”optimal” choice because

the number of snapshots increases linearly with p.

In this paper, we propose to use a greedy algorithm based

on the residual vector [16] in order to chose m << p locally

optimal training frequencies amongst the set Ωp. The algorithm

will iteratively select these frequencies through the reduced

system. Therefore, snapshots computation now scales with m
and no longer with p. It means that one can use a very fine

grid Ωp while keeping a decent computational cost since only

m << p snapshots computation are needed.

Algorithm 1 Greedy selection of snapshots

Input: Number of snapshots m to be computed and the

frequency grid Ωp.

Output: The list of m angular frequencies [ω1, . . . , ωm] re-

quired to compute snapshots

1: Choose the first angular frequency ω1 ∈ Ωp.

2: for i = 1 . . .m− 1 do

3: Compute controllability snapshots at the frequency

ωi and form the matrix Xωi
src ∈ Cn×ns

Xωi

src =
(
Xωi

src,1,X
ωi

src,2, . . . ,X
ωi

src,ns

)

4: Concatenate the previous snapshots in Xsrc ∈ Rn×2ins

Xsrc = ( Re (Xωk
src) |k=1...i, Im (Xωk

src) |k=1...i )

5: Compute the POD basis T and S given Xsrc (52–51)

6: Compute the reduced matrices Kr, Mr and Fsrc,r

7: Set ǫ = 0
8: for β ∈ {Ωp \ [ω1, . . . , ωi]} do

9: Compute the complex solution of the reduced

problem at the frequency β

Xr = (jβKr +Mr)
−1

Fsrc,r

10: Compute the residual R of the full problem (22)

R = (jβK +M)TXr − Fsrc

11: if ‖R‖ > ǫ then

12: Set ωi+1 = β and ǫ = ‖R‖
13: end if

14: end for

15: end for
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IV. ROBUSTNESS

In the previous sections, we have shown how to build POD

and BPOD reduced system through an efficient choice of

training frequencies. However, the reduction procedure may

lead to instabilities or numerical errors, and thus, may lack

robustness.

The SVD applied to numerical problems, like the ones

arising from the FEM, may produce numerical errors: modes

associated to the smallest singular values may not be orthogo-

nal and thus, may be related to numerical noise. Truncating

according to the order of magnitude of the singular values

is often performed in order to reduce this error. But this

approach may lack robustness since the truncation depends on

an arbitrary truncation coefficient fixed by the user. Moreover,

many magnetoquasistatic problems lead to systems where K in

(14) is singular, and thus, where we are not in the condition of

application of the POD and the BPOD. Therefore, applying

model order reduction methods to these systems may lead

to instabilities [17]. Finally, performing an oblique projection

where the left and right reduced basis S and T are different,

such as in the BPOD, can produce instabilities. For instance,

a stable system reduced with an oblique projection may lead

to an unstable system as defined in subsection IV.B [2].

Hence, methods for improving the robustness regarding to

the truncation and the stability are presented in this section.

A. Truncation

Truncation plays an essential part in approaches like POD

or BPOD which are based on the SVD. Actually, the Singular

Value Decomposition allows to extract the rank of the matrices

Mcorrel = Xt
prbXsrc and MAC = Xt

srcXsrc through the size

of the matrix Σ containing the singular values.

However, for numerical problems such as the ones arising

from the FEM, these correlation matrices are likely to be full

rank even though their last singular values may be very small.

Actually, they might arise from numerical noise. To address this

issue, the most common approach is to truncate by replacing

singular values in Σ with zero if they are smaller to a certain

threshold. However, setting this threshold too high will lead

to a lack of accuracy and setting it to low may give rise to

instabilities. Even though this approach has proven to work

pretty well, the choice of the truncation coefficient is very

problem dependent. Thus, the user often has to tune it in order

to obtain a reduced system which is both accurate and stable.

Hence, the question to address is on how to differentiate a

very small singular value which contributes to the dynamic of

the system and the spurious zero, which can lead to computa-

tional errors. In this paper, we took a different approach. Thus,

once the reduction procedure has been applied, (41–42) leads

to the following orthogonality condition for a reduced system

of size r:

ST = Ir (55)

However, this is not always true. In fact, this matrix product

is more likely to be equal to:

ST =

(
It 0
0 Θ

)
(56)

where Θ is not diagonal. Therefore, we propose to use t, the

size of It as the size of the truncated reduced system. The new

reduced basis Tt and St consist in the first t columns/rows

of T and S respectively. In order to keep in the following a

methodology for both truncated and untruncated systems, we

set r = t, the new size of the reduced system.

Finally, the computation time of the matrix-matrix product

in (56) is acceptable since S and T are rectangular matrices.

Actually, the complexity of this computation is O(Nr2).

Remark 4 In practice, It in (56) cannot be the perfect

identity matrix. However, looking at the matrix product ST

allows to see two distinct areas: a first one which is very

close to the identity matrix, and a second with non-significant

extra-diagonal terms. In order to find t, first is to define for

k = 1 . . . r the square matrices Jk ∈ Rk×k, composed of the

k first rows and columns of ST . Then, t ≤ r is the biggest

integer which verifies ||Jt − It||F < ǫF where || · ||F denotes

the Frobenius norm, and ǫF a user prescribed accuracy.

B. Stability

In this subsection, stability of reduced systems will be

investigated under the assumption that both K and M are

positive definite matrices.

1) Definition

Given a space-time system as (14–15), a system is said to be

asymptotically stable if impulse responses become null beyond

a certain time:

lim
t→∞

X(t) = 0, ∀X(t) / K
dX

dt
(t) +MX(t) = 0

X(t = 0) 6= 0

The generalized eigenvalues of the pencil (K,M) denoted by

Λ(K,M) is an interesting tool for proving stability.

Theorem 1: System (14–15) is asymptotically stable if and

only if

min{Re(λ), λ ∈ Λ(K,M)} > 0 (57)

where

λ ∈ Λ(K,M) ⇔ ∃X ∈ Rn / KX = λMX (58)

Therefore, one can investigate the stability of a reduced

system only by looking to its generalized eigenvalues.

2) Guaranteed stability with POD

By assuming that T ∈ Rn×r does not contain the null

column-vector, one can show that Kr = T tKT and Mr =
T tMT are positive definite as well. Then, the following the-

orem deriving from the generalized Courant-Fischer theorem

[18] ensures the stability of the POD reduced system.

Theorem 2: Let A and B be two positive definite matrices

in Rn×n. Then:

min{Re(λ), λ ∈ Λ(A,B)} > 0
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3) Stability algorithm with BPOD

Due to the Petrov-Galerkin projection, stability of the re-

duced equation (49) is not ensured with the BPOD approach.

Indeed, Kr = SKT is not even symmetric. Therefore, Kr

and in the same way, Mr, are not positive definite and thus,

Theorem 2 does not hold.

To overcome this problem, a stabilization algorithm is

needed. An elegant stabilization procedure based on SQP

optimization is proposed by D. Amsallem and C. Fahrat [2].

However, this algorithm requires a reduced system with Kr =
Ir in (49). In this article, we propose a quite straightforward

algorithm based on [2] which will provide a stable reduced

system, in the sense that its generalized eigenvalues are positive

as defined in the subsection IV.B.1:

Given an unstable reduced system of size r, the underlying

idea of this algorithm is to find a stable reduced system of

size q, q < r within the unstable one. This can be done by

constructing T̃ composed of q column-vectors of the reduced

basis T and S̃, a matrix containing q row-vectors of the

reduced basis S, such that the reduced system induced by

this basis is stable. In practice, one has to construct squared

submatrices M̃r and K̃r in Rq×q by extracting the same q rows

and columns, of index γ1 . . . γq , of M and K respectively. M̃r

and K̃r must verify the asymptotic stability condition (58). The

detailed steps are presented in Algorithm 2.

Algorithm 2 Stabilization of reduced systems

Input: Kr and Mr of size r such that the reduced system

(49) is unstable.

Output: T̃ and S̃ reduced basis of size q, q < r which

produce an asymptotically stable reduced system.

1: Set i = r − 1 and q = 0
2: while (i > 0 and q = 0) do

3: Set ǫ = 0

4: for j = 1 . . .

(
r
i

)
do

5: Set αj , the jth i-combination amongst the set

G = {1, . . . , r}
6: Set A = K[αj ,αj ] and B = M [αj ,αj ]
7: Compute η = min{Re(λ), λ ∈ Λ(A,B)}
8: if η > ǫ then

9: Set γ = αj

10: Set ǫ = η
11: Set q = i
12: end if

13: end for

14: Set i = i− 1
15: end while

16: Construct the stable reduced basis:

T̃ = T [:,γ] and S̃ = S[γ, :]

Finally, constructing a reduced system through T̃ and S̃ will

lead to a stable reduced basis. Moreover, even if the algorithm

requires solving generalized eigenvalue problems on (A,B)
many times, this is not computationally expensive since A and

B are matrices of small size.

C. Differential algebraic equations

So far, K has been assumed to be a positive definite matrix.

However, if the conducting domain Dc does not cover the

whole domain D, as it is generally the case for magnetoqua-

sistatic problems, then K defined by (16) is null except in Dc.

Therefore, K is only positive semidefinite. This is important

in terms of properties of the system: if K was definite positive,

then the Differential Algebraic Equations (DAE) (14–15) could

be transform into an Ordinary Differential Equation (ODE)

by applying K−1 on (14). Then, the system of DAE (14–

15) would be equivalent to an ODE in a certain sense. Since

K−1 is not defined in our case, (14–15) cannot be reduced to

an ODE.

When reducing DAE systems, one cannot ensure that the

reducing matrix Kr is full rank, because one vector of the

reduced basis T may lay in the kernel of K.

To prevent this issue with the POD procedure, one possibility

is to modify the autocorrelation matrix MAC . Thus, consid-

ering MAC = Xt
srcKXsrc instead of MAC = Xt

srcXsrc in

the POD approach ensures that Kr is full rank and equals to

Ir after truncation.

As for the BPOD, the same methodology works. Considering

Mcorrel = Xt
obsKXsrc instead of Mcorrel = Xt

obsXsrc

leads to Kr = Ir.

For sake of clarity, we will further call this approach as the

DAE-SVD.

Remark 5: Doing so may reduce the rank of both the

correlation and autocorrelation matrices.

Remark 6: This approach ensures that the POD reduced

system is asymptotically stable since Mr is positive definite,

Kr = Ir as Theorem 2 stated below shows.

Remark 7: Using these correlation matrices actually consists

in considering only the proper Gramians, quantities defined for

DAE systems [19].

Remark 8: If the system is not gauged, then both M and

K are not positive definite. However, Mr and Kr are likely to

be positive definite for the POD, and can be stabilized through

the use of Algorithm 2.

V. APPLICATIONS

A. Magnetoquasistatic problem

A 3D linear magnetodynamic problem composed of an

aluminium conducting plate and three inductors is studied.

The first one is the source inductor and is supplied with a

square wave signal of frequency f0 = 1kHz, whereas the

two other plays the role of magnetic flux probes as shown

in figure 2. Therefore, system (14–15) has one input signal,

and two output signals. The problem is discretized in 3D

with 159882 tetrahedrons and has 189412 edge unknowns. The

problem is solved with a 3D-FEM code (so called the full order

model in the following) in the time domain on six periods

T = 1ms, with a 25µs time step, in order to compare the

results to the ones arising from the different reduced systems.

The preconditioned conjugate gradient method is used in order

to solve the full order model.
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Fig. 2. 3D mesh of the problem

B. Model Order Reduction

Four reduced models will be compared with a full FEM code

on this example. The first two reduced systems consists in the

POD and the BPOD as presented in section III. The last two

reduced models consists in applying the BPOD, when either the

first or the second probe inductor is considered in their model.

Those will be referred as SISO 1, and SISO 2, SISO standing

for Single Input Single Output. Finally, snapshots are taken in

the frequency domain, in the bandwidth Ω = [100Hz, 7000Hz].
The reduced linear system, which is of small size (less than

20 equations) is solved using a direct solver.

Then, the four methods are compared by varying the number

of snapshots used to compute the reduced basis. The training

angular frequencies wi, i = 1 . . .m have been selected by

applying the greedy algorithm (Algorithm 1) on the frequency

grid of size 70: Ω70 = {0.1, 0.2, . . . , 7}kHz. The frequencies

fi = wi/2π, i = 1 . . .m selected are presented in table I.

TABLE I
ANGULAR FREQUENCIES (KHZ) SELECTED THROUGH THE GREEDY

ALGORITHM

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
1 7 0.1 3.2 0.3 5.3 0.5 1.9 0.2 6.3

In order to estimate the accuracy of our models, relative

errors will be computed on the fluxes associated with the source

inductor φsrc, and the two probe inductors φprb,1 and φprb,2.

These relative errors are computed through the error operator

E(P) defined as:

E(P) =

√√√√√

∫
6T

0
( Pred(t)− Pref (t) )

2
dt∫

6T

0
Pref (t)2 dt

(59)

where Pref denotes a scalar quantity computed by the refer-

ence code and Pred stands for a quantity calculated through

the reduced system.

1) Model Order Reduction without the stabilization algo-

rithm

First, table II shows the behaviour, i.e. stable or unstable,

of the reduced systems versus the number of snapshots m,

when the stabilization procedure defined in Algorithm 2 has

not been applied. In this table, ”s” stands for stable, and ”u”

for unstable.

TABLE II
STABILITY ANALYSIS OF REDUCED SYSTEMS

m 1 2 3 4 5 6 7 8 9 10

POD s s s s s s s s s s

BPOD s u u s s s s u s u

SISO 1 s s s u s s s s s s

SISO 2 s u s s s s s s u s

From table II, one can see that without stabilization, 4 over

10 systems generated by the BPOD method are unstable, while

the guaranteed stability of the POD presented in section IV.B.2

is showed.

Therefore, the stabilization algorithm is required for the

BPOD or the SISO methods in order to obtain robust reduced

models. Thus, the next results will be in the case where

Algorithm 2 has been applied.

2) Reduction with the stabilization algorithm

Reduction errors on φprb,2 when the stabilization algorithm

has been applied are presented in figure 3. Even though the

BPOD procedure shows strange behaviours around 6 snap-

shots, one can see that the stabilization algorithm works and

produce acceptable results, even for the BPOD.
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Fig. 3. Reduction error associated with φprb,2, with the regular SVD

3) Reduction error with the DAE-SVD and the stabilization

algorithm

Figure 4 shows the reduction error associated with φprb,2
when both the stabilization algorithm and the DAE-SVD have

been applied. In this case, the BPOD shows a much better

behaviour since the relative error always decreases when the

number of snapshots is increasing.
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Fig. 4. Reduction error associated with φprb,2, without truncation
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4) Reduction error with the three stabilization procedures

Finally, computations are done with the three stabilization

procedures, i.e. the stabilization algorithm, the DAE-SVD and

the truncation. First, figure 5 shows the relative reduction error

on the fluxes associated with φprb,2.
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Fig. 5. Reduction error associated with φprb,2

When using the truncation, the POD procedure give slightly

better results, whereas the SISO 1 method actually give worse

results. Since the snapshots matrices S and T are of small

size (20 rows/columns at most), the number of modes being

truncated for stability considerations is pretty small (1 or 2 in

practice). Basically, results don’t differ much from the ones

where the truncation has not been applied because of two

reasons:

1) The truncation is often used in model order reduction

in order to stabilize systems which can become unstable

because of numerical noise. However, since the stabi-

lization algorithm has also been applied, this point may

appear irrelevant.

2) The truncation procedure allows to find the rank of

the correlation matrix when the snapshots are ”almost”

not linearly independent. However, since the greedy

algorithm has been applied, it is very likely that the

correlation matrices are full rank for a low number of

snapshots.

Furthermore, figures , 6 and 7 show the relative reduction

error on the fluxes associated with the source inductor φsrc, and

the first probe φprb,1 versus the number of snapshots required

to compute reduced basis.
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Fig. 6. Reduction error associated with φsrc
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Fig. 7. Reduction error associated with φprb,1

From figure 6, one can see that the POD is much more

accurate than the three other methods based on BPOD for

approximating the flux associated to the source inductor. Figure

7 shows that the SISO 1 and the BPOD approaches are the most

efficient methods for the flux associated with the first probe.

As for the flux associated with the second inductor, the SISO

2 and the BPOD approaches are this time the best, as shown

in figure 5.

Those results are consistent since the SISO 1 and SISO 2

arise from only taking into account the first and the second

inductor respectively in a BPOD approach. Therefore, they

produce very precise fluxes associated with the first and

the second probe respectively. Moreover, the BPOD gives a

good approximation of both probe fluxes. Once more, this is

consistent because this method takes into account both probes

in its model. Furthermore, it actually makes sense that the POD

gives very good results for the flux associated with the source

inductor: as explained in Remark 3, the POD approach can

be seen as a BPOD variant in which the observed quantity is

this source inductor flux.

5) Impact of the Greedy Algorithm

All the previous computations have been made using the

greedy algorithm in order to select the training frequencies.

In this subsection, the impact of this algorithm is studied by

comparing the results obtained with it when the 3 stabilization

procedures are used, with a uniformly distributed training

frequencies selection. Since the signal is a square wave of

frequency f0=1kHz, we have decided to use the different

harmonics of f0, i.e. f = {f0, 2f0, . . . , 10f0}.

Figure 8 presents the error associated with the second probe

when the greedy algorithm is used or not for both the POD and

the BPOD methods (the two SISO methods have been omitted

in this case for a sake of clarity).

From figure 8, one can see that the greedy algorithm allows

to obtain a better accuracy up to 10-4 for m = 10 snapshots.

Maybe the a priori choice of the frequencies to calculate the

snapshots was not optimal, but the greedy algorithm is very

interesting because the user does not have to define which

frequencies to use. All he has to do is to define a frequency

range for which the reduced order model has to be valid.

6) Speedups

Speedups are presented in table III. They are computed

by taking into account both the construction of the reduced
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systems and the solution of the reduced problem.

TABLE III
SPEEDUP OF THE REDUCED SYSTEMS

m 1 2 3 4 5 6 7 8 9 10

POD 53 33.9 13.3 11.4 8.6 7.9 6.7 6 5 4.8

BPOD 20 12.7 5 4.3 3.3 3 2.5 2.2 1.9 1.8

SISO 1 27.4 17.7 7.1 6.1 4.6 4.2 3.5 3.2 2.7 2.5

SISO 2 23.9 19.2 7.5 6.4 4.8 4.4 3.7 3.4 2.8 2.7

From table III, we can see that POD is faster than the other

methods since it does not require solving dual system (34–35).

Furthermore, this table is relevant in terms of comparison

between the different methods. Indeed, the speedup is very

dependent on the length of the transient state and on the size

of the full system. Finally, the BPOD is slower than the POD

with a factor of about 2.5 for m = 1 . . . 10. This shows that the

computational complexity of the BPOD scales with the POD

one.

Finally, by looking at the accuracy of the proposed methods

versus their speed-up, the POD is the most accurate reduced

method: a speed-up of 5 is obtained with m = 9 training

angular frequencies whereas this corresponds to only m = 3
for the BPOD. Then, the POD is more accurate with m = 9
than the BPOD with m = 3. However, when only considering

the computational cost associated with the solution of the

reduced system, the BPOD is more efficient than the POD.

Indeed, the speed-up is in this case related to m since a direct

solver is used. The different figures showed in this section

reflect this point of view: the accuracy is plotted versus the

number of snapshots, i.e. m. Then, the BPOD is actually

more accurate than the POD from this point of view. This

point is important when the reduced system is solved several

times (the reduced model is then considered as a metamodel).

For example, studying the influence of the waveshape of the

excitation coil supply versus the response of the sensor would

require many evaluations of the metamodel. In this case, the

best achievable accuracy for a given speed-up accounting only

for the solution of the reduced system is obtained with the

BPOD.

VI. CONCLUSION

The Proper Orthogonal Decomposition and the Balanced

Proper Orthogonal Decomposition applied to linear magne-

toquasistatics problems through the modified vector potential

formulation have been developed. Moreover, a methodology

has been presented in order to produce stable and accurate

reduced systems, by trying to use the least arbitrary coefficient:

either by using another truncation approach, or by using a

greedy algorithm. The 3D example have shown that the POD

is robust and very fast, but also that the BPOD through a

stabilization procedure produce very accurate results while

keeping a decent speedup.

REFERENCES

[1] Bond, Bradley N and Daniel, Luca, “Guaranteed stable projection-based
model reduction for indefinite and unstable linear systems,” in Proceed-

ings of the 2008 IEEE/ACM International Conference on Computer-

Aided Design. IEEE Press, 2008, pp. 728–735.
[2] Amsallem, David and Farhat, Charbel, “Stabilization of projection-based

reduced-order models,” International Journal for Numerical Methods in

Engineering, vol. 91, no. 4, pp. 358–377, 2012.
[3] A. C. Antoulas, D. C. Sorensen, and S. Gugercin, “A survey of model

reduction methods for large-scale systems,” Contemporary mathematics,
vol. 280, pp. 193–220, 2001.

[4] Sato, Yuki and Igarashi, Hajime, “Model reduction of three-dimensional
eddy current problems based on the method of snapshots,” Magnetics,

IEEE Transactions on, vol. 49, no. 5, pp. 1697–1700, 2013.
[5] Pierquin, A. and Henneron, T. and Clénet, S. and Brisset, S., “Model-
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