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## Introduction

In this paper we study the basic properties of certain balls and metrics that can be naturally defined in terms of a given family of vector fields. As an application, we then use these properties to obtain estimates for the kernels of approximate inverses of some non-elliptic partial differential operators, such as Hörmander's sum of squares. Some

[^0]of the properties that we establish were announced earlier in [NSW]. In that paper, we also announced applications of these balls and metrics to problems concerning the boundary behavior of holomorphic functions in domains of finite type. We shall give details of these applications in a second paper.

To motivate our discussion, consider the following basic example. Let $\Omega \subset \mathbf{R}^{N}$ be a connected open set, and let $X_{0}, X_{1}, \ldots, X_{p}$ be $C^{\infty}$ real vector fields defined in a neighborhood of $\bar{\Omega}$. Suppose that there is an integer $m$ so that these vector fields $X_{0}, X_{1}, \ldots, X_{p}$, together with their commutators of length at most $m$ span $\mathbf{R}^{N}$ at each point of $\bar{\Omega}$. In this case we say that $X_{0}, \ldots, X_{p}$ are of type $m$ on $\Omega$. Let

$$
\begin{aligned}
X^{(1)} & =\left\{X_{0}, \ldots, X_{p}\right\} \\
X^{(2)} & =\left\{\left[X_{0}, X_{1}\right], \ldots,\left[X_{p-1}, X_{p}\right]\right\}, \quad \text { etc. }
\end{aligned}
$$

so that the components of $X^{(k)}$ are the commutators of length $k$. Let $Y_{1}, \ldots, Y_{q}$ be some enumeration of the components of $X^{(1)}, \ldots, X^{(m)}$. If $Y_{i}$ is an element of $X^{(j)}$, we say $Y_{i}$ has formal degree $d\left(Y_{i}\right)=j$.

Now define a metric $\varrho$ on $\Omega$ by requiring that $\varrho\left(x_{0}, x_{1}\right)<\delta$ if and only if there is an absolutely continuous map $\varphi:[0,1] \rightarrow \Omega$ with $\varphi(0)=x_{0}, \varphi(1)=x_{1}$, and for almost all $t \in[0,1]$

$$
\varphi^{\prime}(t)=\sum_{j=1}^{q} a_{j}(t) Y_{j}(\varphi(t))
$$

with $\left|a_{j}(t)\right|<\delta^{d\left(Y_{j}\right)}$. There is then a corresponding family of balls on $\Omega$ given by

$$
B(x, \delta)=\{y \in \Omega \mid \varrho(x, y)<\delta\} .
$$

These balls reflect the non-isotropic nature of the vector fields $X_{0}, \ldots, X_{p}$ and their commutators. A ball $B\left(x_{0}, \delta\right)$ is essentially of size $\delta$ in the directions from $x_{0}$ specified by $X_{0}, \ldots, X_{p}$, but only of size $\delta^{2}$ in the directions given by commutators of length 2 , of size $\delta^{3}$ in the directions given by commutators of length 3 , etc. Such balls play an important role in the study of boundary behavior of holomorphic functions (see [St2]), and, as we shall see, in studying the hypoelliptic operator $X_{0}{ }^{2}+X_{1}{ }^{2}+\ldots+X_{p}{ }^{2}$.

Our object in this paper is to study the basic properties of these balls. For example we obtain alternate descriptions of these balls in terms of exponential maps, and estimates on their volume. We also study the behavior of the balls under suitable mappings of the underlying space, and this allows us to estimate kernels for parametrices for $X_{0}{ }^{2}+X_{1}{ }^{2}+\ldots+X_{p}{ }^{2}$.

We would like to give some explanation for much of the formalism that follows. Suppose we have $N$ vector fields, $Y_{1}, \ldots, Y_{N}$, on $\mathbf{R}^{N}$ such that at every point of $\mathbf{R}^{N}$, $Y_{1}, \ldots, Y_{N}$ formed a basis for the tangent space to $\mathbf{R}^{N}$. Then it would be natural to perform calculations near a given point $x$ in terms of canonical coordinates at $x$. This means that if $y$ is near $x$ and

$$
y=\exp \left(a_{1} Y_{1}+\ldots+a_{N} Y_{N}\right)(x)
$$

we assign to $y$ the coordinates $\left(a_{1}, \ldots, a_{N}\right)$. (See the appendix for a more complete discussion.)

In our situation, we have $q$ vector fields $Y_{1}, Y_{2}, \ldots, Y_{q}$ where in general $q>N$ and at each point of $\mathbf{R}^{N}$ many different subsets of $\left\{Y_{1}, \ldots, Y_{q}\right\}$ form a basis for the tangent space to $\mathbf{R}^{\boldsymbol{N}}$. One of our main difficulties was to find a good choice for a subcollection $Y_{i_{1}}, \ldots, Y_{i_{N}}$ of the $Y_{1}, \ldots, Y_{q}$ to choose as a basis for performing calculations. Roughly speaking, for a given $x$ and $\varrho(x, y) \approx \delta$, we choose $Y_{i_{1}}, \ldots, Y_{i_{N}}$ such that
(i)

$$
\delta^{\operatorname{deg} Y_{i_{1}}+\ldots+\operatorname{deg} Y_{i_{N}}} \operatorname{det}\left(Y_{i_{1}}, \ldots, Y_{i_{N}}\right)(x)
$$

is maximal. The motivation for this choice of $Y_{i_{\mathrm{I}}}, \ldots, Y_{i_{N}}$ arises from the fact that the volume of the image of the ball

$$
\left\{a\left|\left|a_{i j}\right|<\delta^{\operatorname{deg} Y_{i_{j}}}, j=1,2, \ldots, N\right)\right\}
$$

under the exponential map corresponding to $Y_{i_{1}}, \ldots, Y_{i_{N}}$ is given by (i).
One feature of our work is the algebraic nature of our estimates. Suppose we have an $N$-tuple $I=\left(i_{1}, \ldots, i_{N}\right)$ and $\operatorname{det}\left(Y_{i_{1}}, \ldots, Y_{i_{N}}\right) \neq 0$ near $x$. Then for any $j$, we may write (near $x$ )

$$
Y_{j}=\sum_{l=1}^{N} a_{j, I}^{l} Y_{i_{i}}
$$

We shall let $A_{s}^{p}=A_{s, I}^{p}$ denote the submodule of $C^{\infty}$ functions generated by products

$$
a_{j_{1}}^{l_{1}} \ldots a_{j_{k}}^{l_{k}}
$$

where $k \leqslant s$ and

$$
p \leqslant \operatorname{deg} Y_{l_{1}}+\ldots+\operatorname{deg} Y_{l_{k}}-\operatorname{deg} Y_{j_{1}}+\ldots+\operatorname{deg} Y_{j_{k}}
$$

where $l_{1}, \ldots, l_{k}$ are arbitrary and $j_{1}, \ldots, j_{k}$ are in the $N$-tuple $I$. We may obtain estimates on functions by showing that they belong to appropriate modules $A_{s}^{p}$. This will require
considerable computation. We will need to show first of all that if $I$ is chosen so that the quantity (i) is maximal, then

$$
\begin{equation*}
\left|a_{j_{k}}^{l}(x)\right| \leqslant C \delta^{\operatorname{deg} Y_{i}-\operatorname{deg} Y_{j_{k}}} \tag{ii}
\end{equation*}
$$

We shall want (ii) to hold for $y$ 's near $x$. To do this we shall need to estimate derivatives of $a_{j_{k}}^{l}$ at $x$. Thus we will want to show derivatives of elements of $A_{s}^{p}$ are in appropriate modules. It will be particularly important for us to estimate also $\operatorname{det}\left(Y_{j_{1}}, \ldots, Y_{j_{N}}\right)$ for arbitrary $N$-tuples $\left(j_{1}, \ldots, j_{N}\right)$. Thus we shall also have to see to which modules these functions and their derivatives belong. It will also be important for us to estimate from below the set on which various exponential maps are one-toone. (This is important, for example, in computing volumes of balls.) It turns out that this is quite intricate, but that at least we can get information on the set where the exponential map is locally one-to-one by studying $\operatorname{det}\left(Y_{j_{1}}, \ldots, Y_{j_{N}}\right)$.

The study of geometric properties of vector fields and their commutators has a very long history. Carathéodory $[\mathrm{C}]$ was the first to prove that if commutators of sufficiently high order $m$ of a family of vector fields span at every point, then any two points can be joined by a piecewise smooth curve whose tangents belong to the family of vector fields. (See also the paper of W. L. Chow [Ch].) In proving hypoellipticity of certain operators, Hörmander $[\mathrm{H}]$ studied differentiability along non-commuting vector fields, and used the techniques of exponential mappings, and the Campbell-Hausdorff formula. The case of vector fields of type 2 were studied in [NS], sections 5 and 14. Balls reflecting commutation properties of vector fields have also been studied by Folland and Hung [FH], by Fefferman and Phong [FP], and more recently by Sanchez [Sa], who has independently obtained some of our results.

We would like to thank Joel Robbin for helpful conversations about exponential maps and the Campbell-Hausdorff formula.

## Chapter 1. Definitions and statement of results

## § 1. The basic metric $\varrho$

Throughout this paper, we shall be concerned with the following situation. Let $\Omega \subset \mathbf{R}^{N}$ be a connected open set, and suppose $Y_{1}, \ldots, Y_{q}$ are $C^{\infty}$ real vector fields defined on a neighborhood of $\bar{\Omega}$. We suppose that each vector field $Y_{j}$ has associated a formal degree $d_{j} \geqslant 1$, where $d_{j}$ is an integer. We now make the following hypotheses:
(a) For each $j$ and $k$ we can write

$$
\begin{equation*}
\left[Y_{j}, Y_{k}\right]=\sum_{d_{k} \leqslant d_{j}+d_{k}} c_{j k}^{l}(x) Y_{l} \tag{1}
\end{equation*}
$$

where $c_{j k}^{l} \in C^{\infty}(\bar{\Omega})$.
(b) For each $x \in \bar{\Omega}$, the vectors $Y_{1}(x), \ldots, Y_{q}(x) \operatorname{span} \mathbf{R}^{N}$.

A basic example is the one discussed in the introduction of a collection of vector fields $X_{0}, X_{1}, \ldots, X_{p}$ of finite type $m$. In that case, property (a) follows from the Jacobi identity, and property (b) is immediate. This example will be used to study the differential operator $X_{0}{ }^{2}+X_{1}{ }^{2}+\ldots+X_{p}{ }^{2}$, and its variants $X_{0}{ }^{2}+X_{1}{ }^{2}+\ldots+X_{p}{ }^{2}+\frac{1}{2} \Sigma_{j, k} c_{j k}\left[X_{j}, X_{k}\right]$ considered in [RS].

In order to study the modified operator

$$
X_{1}^{2}+X_{2}^{2}+\ldots+X_{p}^{2}+X_{0}
$$

we would again let $Y_{1}, \ldots, Y_{q}$ be some enumeration of the components of $X^{(1)}, \ldots, X^{(m)}$. However this time the vectors $X_{1}, \ldots, X_{q}$ would have degree 1 , while $X_{0}$ would have degree 2 , and higher length commutators would be weighted accordingly. We shall return to these examples later.

Returning to the general situation of vector fields $Y_{1}, \ldots, Y_{q}$ on $\Omega$ satisfying (a) and (b), we can define a metric on $\Omega$ in the following way:

Definition 1.1. Let $C(\delta)$ denote the class of absolutely continuous mappings $\varphi:[0,1] \rightarrow \Omega$ which almost everywhere satisfy the differential equation

$$
\begin{equation*}
\varphi^{\prime}(t)=\sum_{j=1}^{q} a_{j}(t) Y_{j}(\varphi(t)) \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|a_{j}(t)\right|<\delta^{d_{j}} \tag{3}
\end{equation*}
$$

Then define

$$
\begin{equation*}
\varrho(x, y)=\inf \{\delta>0 \mid \exists \varphi \in C(\delta) \text { with } \varphi(0)=x, \varphi(1)=y\} \tag{4}
\end{equation*}
$$

We then have the following simple
PROPOSITION 1.1. $\varrho$ is a metric on $\Omega$. If $m=\max d_{j}$, and if $K \subset \subset \Omega$ is any compact set, there are constants $C_{1}, C_{2}$ so that if $x, y \in K$

$$
C_{1}|x-y| \leqslant \varrho(x, y) \leqslant C_{2}|x-y|^{1 / m}
$$

Proof. It is clear from the definition that $\varrho$ is a metric. Let $K \subset \subset \Omega$ be an arcwise connected compact set. There is a constant $C$ so that if $x, y \in K$, there is an absolutely continuous function $\varphi:[0,1] \rightarrow \Omega$ with $\varphi(0)=x, \varphi(1)=y$ and $\left|\varphi^{\prime}(t)\right| \leqslant C|x-y|$ for all $t$. Since the vector fields $Y_{1}, \ldots, Y_{q}$ span at each point, we can write

$$
\varphi^{\prime}(t)=\sum_{j=1}^{q} b_{j}(t) Y_{j}(\varphi(t))
$$

with $\left|b_{j}(t)\right| \leqslant C^{\prime}\left|\varphi^{\prime}(t)\right| \leqslant C^{\prime \prime}|x-y|=C^{\prime \prime}\left(|x-y|^{1 / d_{j}}\right)^{d_{j}}$. Since $d_{j} \leqslant m$ it follows that

$$
\varrho(x, y) \leqslant C|x-y|^{1 / m}
$$

Conversely, if $x, y \in K$ and $\varrho(x, y)=\delta$, there exists $\varphi \in C(2 \delta)$ with $\varphi(0)=x$ and $\varphi(1)=y$, and $\varphi^{\prime}(t)=\sum_{j=1}^{q} a_{j}(t) Y_{j}(\varphi(t))$ with $\left|a_{j}(t)\right| \leqslant(2 \delta)^{d_{j}}$. Since the components of every $Y_{j}$ are uniformly bounded on $\bar{\Omega}$, it follows that

$$
\left|\varphi^{\prime}(t)\right| \leqslant C \sum_{j=1}^{q}(2 \delta)^{d\left(Y_{j}\right)} \leqslant C^{\prime} \delta
$$

Hence

$$
|x-y|=\left|\int_{0}^{1} \varphi^{\prime}(t) d t\right| \leqslant C^{\prime} \delta
$$

Q.E.D.

It follows from the proposition that the metric $\varrho: \Omega \times \Omega \rightarrow[0, \infty)$ is continuous. We can define a family of balls $B(x, \delta)$ on $\Omega$ by

$$
\begin{equation*}
B(x, \delta)=\{y \in \Omega \mid \varrho(x, y)<\delta\} \tag{5}
\end{equation*}
$$

## § 2. General families of balls

In studying families of balls, we are primarily concerned with those properties that are essential for the covering lemma used in the proof of the Hardy-Littlewood maximal theorem (see [St1], Chapter 1). We begin by listing these properties for a family of balls defined on an open subset $\Omega \subset \mathbf{R}^{N}$.

For each $x \in \Omega$ and each $\delta$ with $0<\delta \leqslant \delta_{0}$ suppose we are given a set $B(x, \delta) \subset \Omega$, called a ball with center $x$ and radius $\delta$. We are then concerned with the following properties:
(i) $B(x, \delta)$ is open, and if $0<\delta \leqslant \delta_{0}, B(x, \delta)=\cup_{s<\delta} B(x, s)$.
(ii) $\cap_{s>0} B(x, s)=\{x\}$.
(iii) For every compact set $K \subset \subset \Omega$ there is a constant $C$ so that if $x_{1}, x_{2} \in K$, if $\delta_{1} \leqslant \delta_{2} \leqslant(1 / C) \delta_{0}$, and if

$$
B\left(x_{1}, \delta_{1}\right) \cap B\left(x_{2}, \delta_{2}\right) \neq \varnothing
$$

then $B\left(x_{1}, \delta\right) \subset B\left(x_{2}, C \delta_{2}\right)$.
(iv) For every compact $K \subset \subset \Omega$ there is a constant $C$ so that if $x \in K$ and if $\delta<\frac{1}{2} \delta_{0}$

$$
|B(x, 2 \delta)| \leqslant C|B(x, \delta)|
$$

Here, and in the rest of the paper, $|E|$ denotes the Lebesgue measure of a measurable set $E \subset \mathbf{R}^{N}$.

Now to any family of balls satisfying (i), (ii), and (iii), we can associate a quasidistance $\varrho: \Omega \times \Omega \rightarrow[0, \infty]$ defined by

$$
\varrho(x, y)= \begin{cases}\inf \{\delta>0 \mid y \in B(x, \delta)\} & \text { if } y \in B\left(x, \delta_{0}\right)  \tag{6}\\ +\infty & \text { if } y \notin B\left(x, \delta_{0}\right)\end{cases}
$$

and the family of balls $\{B(x, \delta)\}$ can be recovered from this quasi-distance, since

$$
\begin{equation*}
B(x, \delta)=\{y \in \Omega \mid \varrho(x, y)<\delta\} \tag{5}
\end{equation*}
$$

The function $\varrho$ satisfies the following conditions:
(i') For every $x \in \Omega$ the set $\{y \in \Omega \mid \varrho(x, y)<\delta\}$ is open.
(ii') $\varrho(x, y)=0$ if and only if $x=y$.
(iii') For every compact set $K \subset \subset \Omega$ there is a constant $C$ so that if $x, y, z \in K$,

$$
\varrho(x, y) \leqslant C[\varrho(x, z)+\varrho(y, z)] .
$$

(Note that by choosing $z=x$, (iii') implies $\varrho(x, y) \leqslant C \varrho(y, x)$.)
Conversely, if $\varrho: \Omega \times \Omega \rightarrow[0, \infty]$ is a function satisfying ( $\mathrm{i}^{\prime}$ ), (ii'), and (iii') then the balls defined by equation (5) satisfy conditions (i), (ii), and (iii). In particular this is true if $\varrho$ is actually a metric.

We next introduce a notion of equivalence of families of balls. We say that two functions $\varrho_{1}, \varrho_{2}: \Omega \times \Omega \rightarrow[0, \infty]$ are equivalent if for every compact set $K \subset \subset \Omega$ there is a constant $C$ so that if $X_{1}, X_{2} \in K$

$$
\begin{align*}
& \varrho_{1}\left(x_{1}, x_{2}\right) \leqslant C \varrho_{2}\left(x_{1}, x_{2}\right), \quad \text { and } \\
& \varrho_{2}\left(x_{1}, x_{2}\right) \leqslant C \varrho_{1}\left(x_{1}, x_{2}\right) . \tag{7}
\end{align*}
$$

We say that $\varrho_{1}$ and $\varrho_{2}$ are locally equivalent if for each $x_{0} \in \Omega$ there is an open neighborhood $U$ containing $x_{0}$ so that $\varrho_{1}$ and $\varrho_{2}$ are equivalent on $U$.

If $\varrho_{1}$ and $\varrho_{2}$ are quasi-distances, and $B_{1}, B_{2}$ are the corresponding families of balls, then equivalence means exactly that for every compact set $K \subset \subset \Omega$ there is a constant $C$ so that for $x \in K$

$$
\begin{align*}
& B_{1}(x, \delta) \subset B_{2}(x, C \delta), \quad \text { and }  \tag{8}\\
& B_{2}(x, \delta) \subset B_{1}(x, C \delta) .
\end{align*}
$$

It is clear that if a family of balls satisfies conditions (i), (ii), (iii), and (iv), so will any equivalent family of balls.

## §3. Volumes of balls

The function $\varrho$ defined in $\S 1$ is a metric, and so the corresponding family of balls $\{B(x, \delta)\}$ satisfies conditions (i), (ii), and (iii) of $\S 2$. One of the main goals of this paper is to show that the balls defined by the metric $\varrho$ also satisfy condition (iv), the "doubling property" for volume. In fact, we can give very explicit estimates for the volumes of the balls $B(x, \delta)$ in the following way:

For each $N$-tuple of integers $I=\left(i_{1}, \ldots, i_{N}\right)$ with $1 \leqslant i_{j} \leqslant q$, set

$$
\begin{equation*}
\lambda_{I}(x)=\operatorname{det}\left(Y_{i_{1}}, \ldots, Y_{i_{N}}\right)(x) . \tag{9}
\end{equation*}
$$

(If $Y_{i_{j}}=\Sigma_{k=1}^{N} a_{j k}(x)\left(\partial / \partial x_{k}\right)$, then $\operatorname{det}\left(Y_{i_{1}} \ldots Y_{i_{N}}\right)(x)=\operatorname{det}\left(a_{j k}(x)\right)$. We also set

$$
\begin{equation*}
d(I)=d_{i_{1}}+\ldots+d_{i_{N}} \tag{10}
\end{equation*}
$$

and then we define

$$
\begin{equation*}
\Lambda(x, \delta)=\sum_{I}\left|\lambda_{I}(x)\right| \delta^{d(\eta)} \tag{11}
\end{equation*}
$$

where the sum is over all $N$-tuples. With this notation we can now state our main result on the volumes of the balls $B(x, \delta)$.

THEOREM 1. For every compact set $K \subset \subset \Omega$ there are constants $C_{1}$ and $C_{2}$ so that for all $x \in K$

$$
0<C_{1} \leqslant \frac{|B(x, \delta)|}{\Lambda(x, \delta)} \leqslant C_{2}<+\infty .
$$

Since $\Lambda$ is a polynomial in $\delta$ of fixed degree, it follows immediately from Theorem 1 that there is a constant $C$ so that for $x \in K$

$$
|B(x, 2 \delta)| \leqslant C|B(x, \delta)|
$$

and thus condition (iv) is satisfied.

## §4. Equivalent pseudo-distances

It seems difficult to compute or estimate the distance $\varrho(x, y)$ directly from the definition. Thus a major ingredient in the proof of Theorem 1 , and another major object of the paper, is to understand the relationship between the metric $\varrho$ and various other metrics or quasi distances which may be easier to estimate.

Our first alternative pseudo-distance is similar to $\varrho$ except that we allow only constant linear combinations of the vectors $Y_{1}, \ldots, Y_{q}$. Thus for $\delta>0$ let $C_{2}(\delta)$ denote the class of smooth curves $\varphi:[0,1] \rightarrow \Omega$ such that

$$
\begin{equation*}
\varphi^{\prime}(t)=\sum_{j=1}^{q} a_{j} Y_{j}(\varphi(t)) \tag{12}
\end{equation*}
$$

with $\left|a_{j}\right|<\delta^{d_{j}}$.
Define

$$
\begin{equation*}
\varrho_{2}(x, y)=\inf \left\{\delta>0 \mid \exists \varphi \in C_{2}(\delta) \text { with } \varphi(0)=x, \varphi(1)=y\right\} . \tag{13}
\end{equation*}
$$

It is not necessarily true that $\varrho_{2}(x, y)$ is finite for every $(x, y) \in \Omega \times \Omega$. (For example, $\varrho_{2}(x, y)$ can be infinite if $\Omega$ is a non-convex subset of $\mathbf{R}^{2}$, and $Y_{1}=\partial / \partial x_{1}, Y_{2}=\partial / \partial x_{2}$.) We shall prove however:

THEOREM 2. $\varrho_{2}$ is locally equivalent to $\varrho$.
While the curves of class $C_{2}(\delta)$ are somewhat easier to study in that only constant linear combinations of $Y_{1}, \ldots, Y_{q}$ are allowed, there is still the disadvantage that the number $q$ is in general much larger than the dimension $N$. We would like to single out $N$ of the vector fields $Y_{1}, \ldots, Y_{q}$, say $Y_{i}, \ldots, Y_{i_{N}}$, so that the exponential mapping

$$
\begin{equation*}
\left(u_{1}, \ldots, u_{N}\right) \in \mathbf{R}^{N} \mapsto \exp \left(\sum_{j=1}^{N} u_{j} Y_{i_{j}}\right)\left(x_{0}\right) \tag{14}
\end{equation*}
$$

is appropriate for performing calculations. (The definition and basic properties of such exponential mappings are recalled in the appendix, Chapter 4.) Roughly, we would like the ball $B(x, \delta)$ to be essentially the image under the mapping (14) of the set

$$
\left\{\left(u_{1}, \ldots, u_{N}\right) \in \mathbf{R}^{N}| | u_{j} \mid<\delta^{d_{i}}\right\} .
$$

It turns out that one cannot make a single choice of vector fields which works for all $x$ and $\delta$, or even for a fixed $x$ and all $\delta$. Rather one must choose the $N$-tuple depending on both $x$ and $\delta$.

Thus for each $N$-tuple $I=\left(i_{1}, \ldots, i_{N}\right)$, let $C_{3}(\delta, I)$ denote the class of smooth curves $\varphi:[0,1] \rightarrow \Omega$ such that

$$
\begin{equation*}
\varphi^{\prime}(t)=\sum_{j=1}^{N} a_{j} Y_{i_{j}}(\varphi(t)) \tag{15}
\end{equation*}
$$

with $\left|a_{j}\right|<\delta^{d\left(Y_{i}\right)}$. Set $C_{3}(\delta)=\mathrm{U}_{I} C_{3}(\delta, I)$, and define

$$
\begin{equation*}
\varrho_{3}(x, y)=\inf \left\{\delta>0 \mid \exists \varphi \in C_{3}(\delta) \text { with } \varphi(0)=x, \varphi(1)=y\right\} \tag{16}
\end{equation*}
$$

In studying $\varrho_{3}$, we choose an $N$-tuple $I$ depending on both $x$ and $\delta$. Roughly, the idea is to choose $I$ so that

$$
\delta^{d(I)}\left|\lambda_{t}(x)\right|
$$

is as large as possible. Then (14) will be an appropriate exponential mapping. We will be able to prove

THEOREM 3. $\varrho_{3}$ is locally equivalent to $\varrho$ and $\varrho_{2}$.
We will also show that with the appropriate choice of $N$-tuple, the mapping (14) is one to one on a sufficiently large set, and this will finally enable us to obtain the volume estimates of Theorem 1.

In the case that the family of vector fields $Y_{1}, \ldots, Y_{q}$ is simply an enumeration of the commutators of $X_{0}, \ldots, X_{p}$ with the degree of $Y_{i}$ equaling the length of the commutator, there is another natural metric which we can define.

Thus let $C_{4}(\delta)$ denote the class of absolutely continuous mappings $\varphi:[0,1] \rightarrow \Omega$ which almost everywhere satisfy

$$
\begin{equation*}
\varphi^{\prime}(t)=\sum_{j=1}^{p} a_{j}(t) X_{j}(\varphi(t)) \quad \text { with }\left|a_{j}(t)\right|<\delta . \tag{17}
\end{equation*}
$$

Note that curves in the class $C_{4}(\delta)$ point only in the directions of the original vector fields $X_{0}, \ldots, X_{p}$. Define

$$
\begin{equation*}
\varrho_{4}(x, y)=\inf \left\{\delta>0 \mid \exists \varphi \in C_{2}(\delta) \text { with } \varphi(0)=x, \varphi(1)=y\right\} . \tag{18}
\end{equation*}
$$

$\varrho_{4}: \Omega \times \Omega \rightarrow[0, \infty)$ is again a metric, although it is not clear a priori that $\varrho_{4}(x, y)$ is finite for every $(x, y) \in \Omega \times \Omega$. The fact that $\varrho_{4}$ is finite follows because the commutators of the vector fields $X_{0}, \ldots, X_{p}$ span $\mathbf{R}^{N}$ at each $x \in \Omega$. This was first proved by Carathéodory. We shall prove:

THEOREM 4. $\varrho_{4}$ is equivalent to $\varrho$.

## § 5. Estimates for certain kernels

The balls and metrics we have defined can be used to estimate the sizes of certain kernels and their derivatives. These kernels were constructed by Rothschild and Stein in [RS]. Let us briefly describe the setting. Given vector fields $X_{0}, \ldots, X_{p}$ on $\Omega$ of type $m$, then according to [RS] we can add additional variables $\left(t_{1}, \ldots, t_{s}\right) \in \mathbf{R}^{s}$ and form new vector fields

$$
\begin{equation*}
\tilde{X}_{j}=X_{j}+\sum_{l=1}^{s} a_{j l}(x, t) \frac{\partial}{\partial t_{l}} . \tag{19}
\end{equation*}
$$

These vector fields will again be of type $m$ on an appropriate set in $\mathbf{R}^{\boldsymbol{N}} \times \mathbf{R}^{s}$, but in addition, they are 'free up to step $m$ '; i.e. their commutators of length at most $m$ satisfy no linear relations except those dictated by antisymmetry and the Jacobi identity.

The vector fields $\tilde{X}_{1}, \ldots, \tilde{X}_{p}$ give rise to a metric $\tilde{\varrho}$ and a family of balls $\tilde{B}((x, t), \delta)$. If $k(x, t ; y, s)$ is a kernel in $(x, t)$ space, we can form a kernel $R k(x, y)$ on $\Omega \times \Omega$ by setting

$$
\begin{equation*}
R k(x, y)=\int k(x, 0 ; y, s) \varphi(s) d s \tag{20}
\end{equation*}
$$

where $\varphi(s)$ is $C^{\infty}$, supported in $|s| \leqslant 1$, and identically 1 near the origin. We want to be able to make estimates on the size of $R k$ and its derivatives in terms of corresponding estimates on $k$. We have, for example

ThEOREM 5. Suppose

$$
|k(x, t ; y, s)| \leqslant C \frac{|\tilde{\varrho}(x, t ; y, s)|^{a}}{|\tilde{[ }[(x, t) ; \tilde{\varrho}(x, t ; y, s)]|} .
$$

Then

$$
|R k(x, y)| \leqslant C^{\prime} \int_{\varrho(x, y)}^{1} \frac{r^{\alpha-1}}{|B(x, r)|} d r .
$$

Moreover, if in addition

$$
\left|\tilde{X}_{i_{1}} \tilde{X}_{i_{2}} \ldots \tilde{X}_{i_{j}} k\right| \leqslant C \frac{|\tilde{\varrho}(x, t ; y, s)|^{a-j}}{\mid \tilde{B}[(x, t ; \tilde{\varrho}(x, t, y, s)] \mid}
$$

then

$$
\left|X_{i_{1}} \ldots X_{i_{j}} R k\right| \leqslant C \int_{\varrho(x, y)}^{1} \frac{r^{\alpha-j-1}}{B(x, r)} d r .
$$

The above estimates hold uniformly on compact subsets of $\Omega \times \Omega$. An interesting case arises when we consider

$$
\Delta=X_{0}^{2}+\ldots+X_{p}^{2}
$$

or

$$
\mathscr{H}=X_{0}+X_{1}^{2}+\ldots+X_{p}^{2}
$$

on $\Omega$. Let $D(x, y)$ and $H(x, y)$ denote the fundamental solutions of $\Delta$ and $\mathscr{H}$ respectively constructed in [RS]. We then have

COROLLARY. If $N \geqslant 3$

$$
|D(x, y)| \leqslant C \frac{\varrho^{2}(x, y)}{\mid B(x, \varrho(x, y) \mid}
$$

If $N \geqslant 2$

$$
\left|X_{i_{1}} \ldots X_{i_{j}} D\right| \leqslant C \frac{\varrho^{2-j}(x, y)}{|B(x, \varrho(x, y))|} .
$$

If $N \geqslant 2$

$$
|H(x, y)| \leqslant C \frac{\varrho^{2}(x, y)}{|B(x, \varrho(x, y))|}
$$

and if $i_{s} \neq 0,1 \leqslant s \leqslant j$,

$$
X_{i_{1}} \ldots X_{i_{j}} X_{0}^{l} H \leqslant C \frac{\varrho^{2-j-2 l}}{|B(x, \varrho(x, y))|} .
$$

The above estimates hold uniformly for $x, y$ in compact subsets of $\Omega \times \Omega$. The corollary follows from the estimates of [RS], where the estimates for $D$ and $H$ are derived in the case of the free vector fields.

Remark. The assumption $N \geqslant 3$ in the corollary is necessary as we can see by considering the ordinary Laplacian in $\mathbf{R}^{2}$.

## Chapter II. Structure of the balls

## § 1. Algebraic preliminaries

Our object in this section is to develop some algebraic machinery associated to a family of vector fields. Thus suppose $\Omega \subset \mathbf{R}^{N}$ is a connected open set, and suppose $\left\{Y_{j}\right\}$ is a (possibly infinite) collection of real $C^{\infty}$ vector fields on $\Omega$. We suppose that each vector field $Y_{j}$ in this list has associated a formal degree $d_{j} \geqslant 1$, so that $d_{j}$ is an integer. We also suppose that the number of vector fields with $d_{j} \leqslant M$ is finite for every $M$. Our fundamental hypothesis is that for all $j$ and $k$ we can write

$$
\begin{equation*}
\left[Y_{j}, Y_{k}\right]=\sum_{d_{k} \leqslant d_{j}+d_{k}} c_{j k}^{\prime}(x) Y_{l} \tag{1}
\end{equation*}
$$

where the sum, of course, is finite, and $c_{j k}^{l} \in C^{\infty}(\bar{\Omega})$.
For any $s$-tuple of positive integers $J=\left(j_{1}, \ldots, j_{s}\right)$ we let

$$
\begin{equation*}
d(J)=d_{j_{1}}+\ldots+d_{j_{s}} \tag{2}
\end{equation*}
$$

be the "degree" of $J$. We also let

$$
\begin{equation*}
Y_{J}=Y_{j_{1}} Y_{j_{2}} \ldots Y_{j_{s}} \tag{3}
\end{equation*}
$$

be the corresponding $s$ th-order differential operator, and we let

$$
\begin{equation*}
Y_{[J]}=\left[Y_{j_{1},},\left[Y_{j_{2}},\left[\ldots,\left[Y_{j_{s-1}}, Y_{j_{s}}\right] \ldots\right]\right.\right. \tag{4}
\end{equation*}
$$

be the corresponding commutator of length $s$. If $I=\left(i_{1}, \ldots, i_{N}\right)$ is an $N$-tuple of positive integers, we let

$$
\begin{equation*}
\lambda_{\Gamma}(x)=\operatorname{det}\left(Y_{i_{1}}, \ldots, Y_{i_{N}}\right)(x) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{I}=\left\{x \in \Omega \mid \lambda_{I}(x) \neq 0\right\} \tag{6}
\end{equation*}
$$

$\Omega_{I}$ is then a possibly empty open subset of $\Omega$, and on $\Omega_{I}$, the vectors $Y_{i_{1}}, \ldots, Y_{i_{N}}$ are a basis for the tangent space at every point.

LEMMA 2.1. For every s-tuple J of positive integers, we can write

$$
\begin{equation*}
Y_{[J]}=\sum_{d_{1} \leqslant d(J)} c_{[J]}^{l}(x) Y_{l} \tag{7}
\end{equation*}
$$

where the sum is finite, and $c_{[J]}^{l} \in C^{\infty}(\bar{\Omega})$.
Proof. This follows from (1) by induction, and the formula

$$
\left[X_{1}, f X_{2}\right]=\left(X_{1} f\right) X_{2}+f\left[X_{1}, X_{2}\right]
$$

if $X_{1}, X_{2}$ are vector fields, and $f \in C^{\infty}(\Omega)$.
Now let $I=\left(i_{1}, \ldots, i_{N}\right)$ be an $N$-tuple of positive integers, and suppose $\Omega_{I} \neq \varnothing$. Then since $Y_{i_{1}}, \ldots, Y_{i_{N}}$ form a basis, on $\Omega_{I}$ we can write for any $j$

$$
\begin{equation*}
Y_{j}=\sum_{l=1}^{N} a_{j, I}^{l}(x) Y_{i_{l}} \tag{8}
\end{equation*}
$$

where $a_{j, I}^{l} \in C^{\infty}\left(\Omega_{I}\right)$. Usually the $N$-tuple $I$ will be understood, and we will write

$$
Y_{j}=\sum_{l=1}^{N} a_{j}^{l}(x) Y_{i_{i}}
$$

More generally, for any $s$-tuple $J=\left(j_{1}, \ldots, j_{s}\right)$ of positive integers, we can write

$$
\begin{equation*}
Y_{[J]}=\sum_{l=1}^{N} a_{J, I}^{l}(x) Y_{i_{l}}=\sum_{l=1}^{N} a_{J}^{l}(x) Y_{i_{l}} \tag{9}
\end{equation*}
$$

where $a_{J}^{l} \in C^{\infty}\left(\Omega_{I}\right)$.
The coefficients $a_{j}^{l}$ can be expressed in terms of the determinants $\left\{\lambda_{j}\right\}$. In fact, if we solve equation (8) or ( $8^{\prime}$ ) for the $a_{j}^{l}$ by using Cramer's rule we obtain

Lemma 2.2. On the set $\Omega_{I}$ we have

$$
\begin{equation*}
a_{j}^{\prime}(x)=\lambda_{J}(x) / \lambda_{I}(x) \tag{10}
\end{equation*}
$$

where the $N$ tuple $J$ is obtained from $I$ by replacing $Y_{i_{l}}$ by $Y_{j}$.

We shall have to deal with sums of products of the coefficients $\left\{a_{j}^{l}\right\}$, and we formalize this by introducing certain finitely generated modules of functions. For each $N$-tuple $I$, we can regard $C^{\infty}\left(\Omega_{I}\right)$ as a module over the ring $C^{\infty}(\Omega)$. For every integer $p$ and every positive integer $s$, define: $A_{s, I}^{p}=A_{s}^{p}$ is the $C^{\infty}(\Omega)$ submodule of $C^{\infty}\left(\Omega_{J}\right)$ generated by all functions of the form

$$
a_{j_{1}}^{l_{1}} a_{j_{2} L_{2}} \ldots a_{j_{k}}^{l_{k}}
$$

where $k \leqslant s$, and

$$
p \leqslant\left(d_{i_{1}}+d_{i_{2}}+\ldots+d_{i_{k}}\right)-\left(d_{j_{1}}+d_{j_{2}}+\ldots+d_{j_{k}}\right) .
$$

There are clearly only finitely many such functions, so $A_{s}^{p}$ is finitely generated. We also have inclusions

$$
\begin{array}{ll}
A_{s}^{p_{1}} \supset A_{s}^{p_{2}} & \text { if } p_{1} \leqslant p_{2} \\
A_{s_{1}}^{p} \subset A_{s_{2}}^{p} & \text { if } s_{1} \leqslant s_{2} . \tag{12}
\end{array}
$$

Also note that $a_{j}^{l} \in A_{1}^{d_{i}-d_{j}}$, and since $a_{i,}^{l}=1,1 \in A_{1}^{0}$.
We will obtain estimates for various quantities by showing that they belong to the modules $A_{s, I}^{p}$. To obtain some idea of this, note that if $I$ is an $N$-tuple such that $\lambda_{I}\left(x_{0}\right) \delta^{d(I)} \geqslant \sup _{J} \lambda_{J}\left(x_{0}\right) \delta^{d(n)}$, then from (10) we see that

$$
\left|a_{j}^{\prime}\left(x_{0}\right)\right| \leqslant \delta^{d_{i}-d_{j}} .
$$

Lemma 2.3. If $f \in A_{s}^{p}$, then $Y_{i} f \in A_{s+1}^{p-d_{i}}$.
Proof. By Leibnitz's rule, it suffices to show that

$$
Y_{i}\left(a_{k}^{l}\right) \in A_{2}^{d_{i}-d_{k}-d_{i}}
$$

From equation (1) we have

$$
\begin{align*}
{\left[Y_{i}, Y_{k}\right] } & =\sum_{d_{l} \leqslant d_{i}+d_{k}} c_{i k}^{j}(x) Y_{j} \\
& =\sum_{l=1}^{N}\left(\sum_{d_{j} \delta_{l}+d_{k}} c_{i k}^{j}(x) a_{j}^{l}(x)\right) Y_{i_{i}} \tag{13}
\end{align*}
$$

On the other hand, we can also write

$$
\begin{align*}
{\left[Y_{i}, Y_{k}\right] } & =\left[Y_{i}, \sum_{l=1}^{N} a_{k}^{l}(x) Y_{i_{l}}\right] \\
& =\sum_{l=1}^{N}\left(Y_{i}\left(a_{k}^{l}\right) Y_{i_{l}}+a_{k}^{l}(x)\left[Y_{i}, Y_{i_{l}}\right]\right. \\
& =\sum_{l=1}^{N} Y_{i}\left(a_{k}^{l}\right) Y_{i_{l}}+\sum_{l=1}^{N} a_{k}^{l}(x) \sum_{d_{r} \leqslant d_{i}+d_{i}} c_{i_{i}, i_{l}}^{r}(x) Y_{r}  \tag{14}\\
& =\sum_{l=1}^{N} Y_{i}\left(a_{k}^{l}\right) Y_{i_{i}}+\sum_{l=1}^{N} \sum_{d_{r} \leqslant d_{i}+d_{i}} \sum_{s=1}^{N} a_{k}^{l}(x) c_{i, i_{l}}^{r}(x) a_{r}^{s}(x) Y_{i_{s}}
\end{align*}
$$

Since $Y_{i_{l}}, \ldots, Y_{i_{\mathrm{N}}}$ are a basis on $\Omega_{I}$ we can equate coefficients of $Y_{i_{l}}$ in (13) and (14), and obtain

$$
\begin{equation*}
Y_{i}\left(a_{k}^{l}\right)=\sum_{d_{j} \leqslant d_{i}+d_{k}} d_{i k}^{j}(x) a_{j}^{l}(x)-\sum_{s=1}^{N} \sum_{d_{1} \leq d_{i}+d_{i s}} a_{k}^{s}(x) c_{i, i_{s}}^{r}(x) a_{r}^{l}(x) \tag{15}
\end{equation*}
$$

In the sum on the right hand side of (15), we have

$$
d_{i_{i}}-d_{j} \geqslant d_{i_{i}}-d_{i}-d_{k}
$$

for the first sum, and

$$
\begin{aligned}
d_{i_{s}}+d_{i_{l}}-d_{k}-d_{r} & \geqslant d_{i_{s}}+d_{i_{i}}-d_{k}-d_{i}-d_{i_{s}} \\
& =d_{i_{l}}-d_{i}-d_{k}
\end{aligned}
$$

for the second sum. Thus the lemma is proved.
We can now use induction to prove:
Lemma 2.4. If $J=\left(j_{1}, \ldots, j_{k}\right)$ is a $k$-tuple of positive integers, then if $f \in A_{s}^{p}$, $Y_{J} f \in A_{s+k}^{p-d(I)}$.

We also can obtain information about the coefficients $a_{J}^{l}$ of the commutator $Y_{[\eta]}$ of equation (9).

Lemma 2.5. $a_{J}^{l} \in A_{1}^{d_{i}-d(I)}$.

Proof. According to Lemma 2.1,

$$
Y_{[J]}=\sum_{d_{j} \leqslant d(J)} c_{[J]}^{j}(x) Y_{j}
$$

with $c_{[n]}^{j} \in C^{\infty}(\Omega)$. Hence on $\Omega_{I}$ we can write

$$
Y_{[J]}=\sum_{l=1}^{N}\left(\sum_{d_{j} \leqslant d(\eta)} c_{[J]}^{j}(x) a_{j}^{l}(x)\right) Y_{i_{r}}
$$

and so

$$
a_{J}^{l}=\sum_{d_{j} \leq d(J)} c_{[J]}^{j}(x) a_{j}^{l}
$$

and since $d_{i_{i}}-d_{j} \geqslant d_{i_{l}}-d(J)$, the lemma is proved.
We shall also need to estimate derivatives of the determinants $\left\{\lambda_{J}\right\}$, and we begin with the following general formula. Let $Z_{j}=\sum_{k=1}^{N} \alpha_{j k}(x)\left(\partial / \partial x_{k}\right), j=1, \ldots, N$ be $N C^{1}$ vector fields, and let $T=\sum_{l=1}^{N} \beta_{l}(x)\left(\partial / \partial x_{l}\right)$ be another.

LEMMA 2.6.

$$
T\left(\operatorname{det}\left(Z_{1}, \ldots, Z_{N}\right)\right)=(\nabla \cdot T) \operatorname{det}\left(Z_{1}, \ldots, Z_{N}\right)+\sum_{j=1}^{N} \operatorname{det}\left(Z_{1}, \ldots, Z_{j-1},\left[T, Z_{j}\right], Z_{j+1}, \ldots, Z_{N}\right)
$$

where $\nabla \cdot T=\Sigma_{l=1}^{N} \partial \beta_{l} / \partial x_{l}$.
Proof.

$$
\begin{aligned}
{\left[T, Z_{j}\right] } & =\sum_{l=1}^{N} \sum_{k=1}^{N}\left[\beta_{l}(x) \frac{\partial}{\partial x_{l}}, \alpha_{j k}(x) \frac{\partial}{\partial x_{k}}\right] \\
& =\sum_{k=1}^{N}\left(\sum_{l=1}^{N} \beta_{l}(x) \frac{\partial \alpha_{j, k}}{\partial x_{l}}\right) \frac{\partial}{\partial x_{k}}-\sum_{l=1}^{N}\left(\sum_{k=1}^{N} \alpha_{j k}(x) \frac{\partial \beta_{l}}{\partial x_{k}}\right) \frac{\partial}{\partial x_{l}} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\operatorname{det}\left(Z_{1}, \ldots, Z_{j-1},\left[T, Z_{j}\right], Z_{j+1}, \ldots, Z_{N}\right)= & \operatorname{det}\left(Z_{1}, \ldots, Z_{j-1}, \sum_{k=1}^{N} T\left(\alpha_{j k}\right) \frac{\partial}{\partial x_{k}}, Z_{j+1}, \ldots, Z_{N}\right) \\
& -\operatorname{det}\left(Z_{1}, \ldots, Z_{j-1}, \sum_{k=1}^{N} \alpha_{j k} \frac{\partial \beta_{k}}{\partial x_{k}} \frac{\partial}{\partial x_{k}}, Z_{j+1}, \ldots, Z_{N}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\operatorname{det}\left(Z_{1}, \ldots, Z_{j-1}, \sum_{\substack{l=1 \\
l \neq k}}^{N} \alpha_{j k} \frac{\partial \beta_{l}}{\partial x_{k}} \frac{\partial}{\partial x_{l}}, Z_{j+1}, \ldots, Z_{N}\right) \\
= & A_{j}-B_{j}-C_{j} .
\end{aligned}
$$

Now $\Sigma_{j=1}^{N} A_{j}=T\left(\operatorname{det}\left(Z_{1}, \ldots, Z_{N}\right)\right)$, according to the standard formula for differentiating a determinant.

Next, by expanding by minors we see that

$$
B_{j}=\sum_{k=1}^{N}(-1)^{j+k} \alpha_{j k} \frac{\partial \beta_{k}}{\partial x_{k}} M_{j k}
$$

where $M_{j k}$ is the $(j, k)$ th minor of the matrix $\left(Z_{1}, \ldots, Z_{N}\right)$. Hence

$$
\begin{aligned}
\sum_{j=1}^{N} B_{j} & =\sum_{k=1}^{N} \frac{\partial \beta_{k}}{\partial x_{k}} \sum_{j=1}^{N}(-1)^{j+k} \alpha_{j k} M_{j k} \\
& =(\nabla \cdot T) \operatorname{det}\left(Z_{1}, \ldots, Z_{N}\right) .
\end{aligned}
$$

Similarly,

$$
C_{j}=\sum_{k=1}^{N}(-1)^{j+k} \sum_{\substack{l=1 \\ l \neq k}}^{N} \alpha_{j l} \frac{\partial \beta_{k}}{\partial x_{l}} M_{j k}
$$

So

$$
\begin{aligned}
\sum_{j=1}^{N} C_{j} & =\sum_{k=1}^{N} \sum_{\substack{l=1 \\
l \neq k}}^{N} \frac{\partial \beta_{k}}{\partial x_{l}} \sum_{j=1}^{N}(-1)^{j+k} \alpha_{j l} M_{j k} \\
& =\sum_{k=1}^{N} \sum_{\substack{l=1 \\
l \neq k}}^{N} \frac{\partial \beta_{k}}{\partial x_{l}} \operatorname{det}\left(Z_{1}, \ldots, Z_{k-1}, Z_{l}, Z_{k+1}, \ldots, Z_{N}\right) \\
& =0
\end{aligned}
$$

since each determinant has a repeated row. This proves the lemma.
Remark. The formula is just the Lie derivative of

$$
\operatorname{det}\left(Z_{1}, \ldots, Z_{N}\right)=\left(Z_{1} \wedge \ldots \wedge Z_{N}, d x_{1} \wedge \ldots \wedge d x_{N}\right)
$$

with respect to the vector field $T$.
We can now use Lemma 2.6 to obtain formulas for derivatives of $\lambda_{I}$ on the set $\Omega_{I}$.

Lemma 2.7. For every s-tuple $J=\left(j_{1}, \ldots, j_{s}\right)$ of positive integers, there exists $f_{J} \in A_{s}^{-d(\eta)}$ so that

$$
Y_{I} \lambda_{I}=f_{J} \cdot \lambda_{I} \quad \text { on } \Omega_{I} .
$$

Proof. If $s=1$, Lemma 2.6 shows

$$
Y_{j} \lambda_{I}=\left(\nabla \cdot Y_{j}\right) \lambda_{I}+\sum_{k=1}^{N} \operatorname{det}\left(Y_{i_{1}}, \ldots,\left[Y_{j}, Y_{i_{k}}\right], \ldots, Y_{i_{N}}\right) .
$$

On the other hand, Lemma 2.5 shows that

$$
\left[Y_{j}, Y_{i_{k}}\right]=\sum_{l=1}^{N} a_{j, i_{k}}^{l}(x) Y_{i_{l}}
$$

with

$$
a_{j, i_{k}}^{I} \in A_{1}^{d_{i}-d_{j}-d_{i_{k}}}
$$

Making the substitution, and noting that a determinant with repeated rows is zero, we obtain

$$
Y_{j} \lambda_{I}=\left(\nabla \cdot Y_{j}+\sum_{k=1}^{N} a_{j, i_{k}}^{k}\right) \lambda_{I}
$$

on $\Omega_{I}$, which proves the lemma in this case since 1 and hence $\nabla \cdot Y_{j}$ is an element of $A_{1}^{-d_{j}}$. We can now use induction, Leibnitz's rule, and Lemma 2.3 to complete the proof in general.

We also need formulas for derivatives of the determinants $\lambda_{J}$ when $J \neq I$.
Lemma 2.8. For every $N$ tuple $J=\left(j_{1}, \ldots, j_{N}\right)$ and every $s$-tuple $K=\left(k_{1}, \ldots, k_{s}\right)$ there exists $f_{K, J} \in A_{N+s}^{d(N)-d(\lambda) d(\Lambda)}$ so that

$$
Y_{K} \lambda_{J}=f_{K, J} \lambda_{I}
$$

on the set $\Omega_{I}$.
Proof. First note that

$$
\begin{aligned}
\lambda_{J} & =\operatorname{det}\left(Y_{j_{1}}, \ldots, Y_{j_{N}}\right) \\
& =\operatorname{det}\left(\sum_{l_{1}=1}^{N} a_{j_{1}}^{l_{1}} Y_{i_{1}}, \ldots, \sum_{l_{N}=1}^{N} a_{j_{N}}^{l_{N}} Y_{i_{N}}\right) .
\end{aligned}
$$

Expanding this determinant, we see that

$$
\lambda_{J}=f_{J} \lambda_{I}
$$

with $f_{J} \in A_{N}^{d(I)-d(I)}$. We now obtain the lemma by using Leibnitz's rule, and Lemmas 2.4 and 2.7.

## § 2. Estimates on the balls $\boldsymbol{B}_{\mathbf{2}}(\boldsymbol{x}, \boldsymbol{\delta})$

In §1, we made no hypothesis about the collections of vector fields $\left\{Y_{j}\right\}$ which guarantees that $\lambda_{I}(x) \neq 0$ for any $x \in \Omega$ and any $N$-tuple $I$. We now return to the basic hypotheses of Chapter 1, and assume that the family $\left\{Y_{j}\right\}$ is finite, say $Y_{1}, \ldots, Y_{q}$ and that for each $x \in \Omega Y_{1}(x), \ldots, Y_{q}(x)$ span $\mathbf{R}^{N}$. Then of course for each $x \in \Omega$ there is an $N$-tuple $I=\left(i_{1}, \ldots, i_{N}\right)$ so that $\lambda_{I}(x) \neq 0$.

Our first object is to obtain estimates on elements of the modules $A_{s}^{p}$ at a fixed point $x_{0} \in \Omega$. We have

Lemma 2.9. Let $E \subset \subset \Omega$ be a compact subset. Let $x_{0} \in E$ and let $I$ be an $N$ tuple satisfying

$$
\begin{equation*}
\left|\lambda_{I}\left(x_{0}\right)\right| \delta^{d(I)} \geqslant t \sup _{J}\left|\lambda_{J}\left(x_{0}\right)\right| \delta^{d(J)} \tag{16}
\end{equation*}
$$

where $0<t \leqslant 1, \delta>0$, and the supremum is over all $N$ tuples. Then:
(a) If $K$ and $L$ are $s$ - and r-tuples respectively, then

$$
\left|Y_{K} a_{L}^{l}\left(x_{0}\right)\right| \leqslant C t^{-s-1} \delta^{d_{i}-d(K)-d(L)}
$$

where $C$ depends on $K, L, l, I$, and the compact set $E$, but not on $t$ or $\delta$.
(b) If $K$ and $J$ are $s$ - and $N$-tuples respectively, then

$$
\left|Y_{K} \lambda_{J}\left(x_{0}\right)\right| \leqslant C t^{-s-N} \delta^{d(I)-d(J)-d(K)}\left|\lambda_{I}\left(x_{0}\right)\right|
$$

where $C$ depends on $K, J, I$ and $E$, but not on $t$ or $\delta$.
Proof. According to Lemma 2.2, $a_{j}^{l}\left(x_{0}\right)=\lambda_{J}\left(x_{0}\right) / \lambda_{I}\left(x_{0}\right)$ where $J$ is obtained from $I$ by replacing $i_{l}$ by $j$. But then (16) gives

$$
\left|a_{j}^{l}\left(x_{0}\right)\right| \leqslant t^{-1} \delta^{d_{i l}-d_{j}}
$$

Now Lemma 2.5 shows that

$$
a_{L}^{l} \in A_{1}^{d_{1}-\alpha(L)}
$$

and hence Lemma 2.4 shows that

$$
Y_{K} a_{L}^{l} \in A_{s+1}^{d_{i}-d(L)-d(K)}
$$

It follows that

$$
\left|Y_{K} a_{L}^{l}\left(x_{0}\right)\right| \leqslant C t^{-s-1} \delta^{d_{i}-d(K)-d(L)}
$$

where the constant $C$ depends on the supremum over $E$ of a finite number of elements of $C^{\infty}(\Omega)$. This gives (a).

Similarly, Lemma 2.8 shows that $Y_{K} \lambda_{J}\left(x_{0}\right)=f_{K, J}\left(x_{0}\right) \lambda_{l}\left(x_{0}\right)$ where $f_{K, J} \in A_{N+s}^{d(N) d(\mathcal{I})-d(K)}$, and in the same way, this yields (b).

Remark. Since there are only finitely many $N$-tuples, if we fix an integer $n_{0}$, and restrict $r$ and $s$ in Lemma 2.9 to be no bigger than $n_{0}$, we can then choose a constant $C$ in Lemma 9 which depends only on the compact set $E$, and is independent of the particular tuples we choose.

In Lemma 2.9 we obtained estimates for various functions at a fixed point $x_{0}$. We now want to obtain similar estimates holding on appropriate "balls". Recall from Chapter 1 that we defined a pseudo-distance $\varrho_{2}$, which gives rise to a family of "balls" $\left\{B_{2}(x, \delta)\right\}$. In terms of exponential mappings, the balls $B_{2}$ are given by

$$
B_{2}(x, \delta)=\left\{y \in \Omega \mid y=\exp \left(\sum_{1}^{q} u_{j} Y_{j}\right)(x) \quad \text { with }\left|u_{j}\right|<\delta^{d_{j}}\right\} .
$$

We begin by studying the behaviour of the function $\lambda_{I}(x)$ on the balls $B_{2}\left(x_{0}, \delta\right)$ if $I$ satisfies (16).

Lemma 2.10. Let $E \subset \subset \Omega$ be a compact set and let $t>0$. There exists $\varepsilon_{0}(t)>0$ so that if $x_{0} \in E$ and if $I$ is an $N$-tuple satisfying

$$
\begin{equation*}
\left|\lambda_{I}\left(x_{0}\right)\right| \delta^{d(I)} \geqslant t \sup _{J}\left|\lambda_{J}\left(x_{0}\right)\right| \delta^{d(J)} \tag{16}
\end{equation*}
$$

then if $y \in B_{2}\left(x_{0}, \varepsilon_{0}(t) \delta\right)$

$$
\left|\lambda_{I}\left(x_{0}\right)-\lambda_{I}(y)\right|<\frac{1}{2}\left|\lambda_{I}\left(x_{0}\right)\right| .
$$

In particular $\lambda_{1}(y) \neq 0$, so $B_{2}\left(x_{0}, \varepsilon_{0}(t) \delta\right) \subset \Omega_{I}$.
Proof. Set $F_{x}\left(u_{1}, \ldots, u_{q}\right)=\lambda_{I}\left(\exp \left(\Sigma_{j=1}^{q} u_{j} Y_{j}\right)(x)\right)$. Then $F_{x}$ is $C^{\infty}$ on the set $\left\{u \in \mathbf{R}^{N} \mid\right.$ $\left.|u|<\delta_{0}\right\}$, and $F_{x}$ also depends smoothly on $x$. In particular, given $E$ and an integer $n$, there is a constant $A_{n}$ so that for $|u|<\delta_{0}$

$$
\begin{equation*}
\left|F_{x}(u)-\sum_{|\alpha| \leqslant n} \frac{1}{\alpha!} \frac{\partial^{\alpha} F_{x}}{\partial u^{\alpha}}(0) u^{\alpha}\right| \leqslant A_{n}|u|^{n+1} \tag{17}
\end{equation*}
$$

Now $\inf _{x \in E} \sup _{J}\left|\lambda_{J}(x)\right|=\eta>0$, where the supremum is over all $N$-tuples $J=\left(j_{1}, \ldots, j_{N}\right)$ with $1 \leqslant j_{k} \leqslant q$, since the vectors $Y_{1}, \ldots, Y_{q}$ are assumed to span $\mathbf{R}^{N}$ at each point. If we let $n=\sup _{J, K}|d(J)-d(K)|$ where $J$ and $K$ run over all such $N$-tuples, it follows from (16) that

$$
\begin{equation*}
\left|\lambda_{r}\left(x_{0}\right)\right| \geqslant \eta t \delta^{n} \tag{18}
\end{equation*}
$$

If we use this choice of $n$ in (17), then if $\left|u_{j}\right|<\left(\varepsilon_{0}(t) \delta\right)^{d_{j}}$

$$
\begin{equation*}
A_{n}|u|^{n+1}<\frac{1}{4}\left|\lambda_{\Gamma}\left(x_{0}\right)\right| \tag{19}
\end{equation*}
$$

if $\varepsilon_{0}(t)$ is small enough, depending only on the compact set $E$. Thus in order to prove the lemma, it suffices to show

$$
\begin{equation*}
\left|\sum_{1 \leqslant|\alpha| \leqslant n} \frac{1}{\alpha!} u^{\alpha} \frac{\partial^{\alpha} F_{x_{0}}}{\partial u^{\alpha}}(0)\right| \leqslant \frac{1}{4}\left|\lambda_{I}\left(x_{0}\right)\right| . \tag{20}
\end{equation*}
$$

But (see the appendix, Proposition 4.2)

$$
\begin{equation*}
\sum_{|\alpha|=s} \frac{1}{\alpha!} u^{\alpha} \frac{\partial^{\alpha} F_{x_{0}}}{\partial u^{\alpha}}(0)=\frac{1}{s!}\left(\sum_{j=1}^{q} u_{j} Y_{j}\right)^{s} \lambda_{I}\left(x_{0}\right) . \tag{21}
\end{equation*}
$$

A typical term from the right hand side of (21) is

$$
\frac{1}{s!} u_{j_{1}} \ldots u_{j_{s}} Y_{j_{1}} \ldots Y_{j_{s}} \lambda_{I}\left(x_{0}\right)
$$

If $\left|u_{j}\right|<\left(\varepsilon_{0}(t) \delta\right)^{d_{j}}$, Lemma 2.9(b) gives the estimate

$$
C \frac{1}{s!} \varepsilon_{0}(t)^{d()_{t}-s-N}\left|\lambda_{I}\left(x_{0}\right)\right| .
$$

Thus we can choose $\varepsilon_{0}(t)$ sufficiently small, depending only on the compact set $E$, so that (20) is satisfied, and the lemma is proved.

A similar argument, again using Lemma 2.9 (b), shows that we can obtain estimates for $\left|\lambda_{J}(y)\right|$ if $y \in B_{2}\left(x_{0}, \varepsilon_{0}(t) \delta\right)$ if $J \neq I$. We do not repeat the proof.

Lemma 2.11. There is a constant $C$ depending only on the compact set $E \subset \subset \Omega$ so that if $\varepsilon_{0}(t)$ is sufficiently small, if $(16)$ is satisfied, and if $y \in B_{2}\left(x_{0}, \varepsilon_{0}(t) \delta\right)$ then

$$
\left|\lambda_{J}(y)\right| \leqslant C t^{-N} \delta^{d(I)-d(J)}\left|\lambda_{I}\left(x_{0}\right)\right|
$$

If we now use Lemma 2.2, and the estimates of Lemmas 2.10 and 2.11 we see that if $(16)$ is satisfied, if $\varepsilon_{0}(t)$ is sufficiently small, and if $y \in B_{2}\left(x_{0}, \varepsilon_{0}(t) \delta\right)$ then

$$
\left|a_{j}^{l}(y)\right| \leqslant C t^{-N} \delta^{d_{i}-d_{j}}
$$

where $C$ depends only on the compact set $E$. But then we can repeat the proof of Lemma 2.9 to obtain estimates on $B_{2}\left(x_{0}, \varepsilon_{0}(t) \delta\right)$.

THEOREM 6. Let $E \subset \subset \Omega$ be a compact set, $t>0$, and $n_{0}$ a fixed integer. There are constants $C$, and $\varepsilon(t)$ with the following properties: let $x_{0} \in E$ and let $I$ be an $N$-tuple satisfying

$$
\begin{equation*}
\left|\lambda_{I}\left(x_{0}\right)\right| \delta^{d(I)} \geqslant t \max _{J}\left|\lambda_{J}\left(x_{0}\right)\right| \delta^{d(I)} \tag{16}
\end{equation*}
$$

Then if $y \in B_{2}\left(x_{0}, \varepsilon(t) \delta\right)$
(a) If $K$ and $L$ are $s$ - and $r$-tuples with $s$ and $r$ at most $n_{0}$, then

$$
\left|Y_{K} a_{L}^{l}(y)\right| \leqslant C t^{-s-1} \delta^{d_{i}-d(K)-d(L)}
$$

(b) If $K$ and J are $s$ - and $N$-tuples with $s \leqslant n_{0}$ then

$$
\left|Y_{K} \lambda_{J}(y)\right| \leqslant C t^{-N-s} \delta^{d(I)-d(J)-d(K)}\left|\lambda_{I}\left(x_{0}\right)\right|
$$

## 83. The Main structure theorem

Before proceeding, we introduce a simplification of notation. If $x \in E$ and $I=\left(i_{1}, \ldots, i_{N}\right)$ are fixed, we shall relabel the vector fields $\left\{Y_{j}\right\}$ by setting $U_{j}=Y_{i j}, 1 \leqslant j \leqslant N$, and by letting $V_{j}, 1 \leqslant j \leqslant q-N$, be some enumeration of the remaining vector fields. If $u=\left(u_{1}, \ldots, u_{N}\right) \in \mathbf{R}^{N}$ and $v=\left(v_{1}, \ldots, v_{q-N}\right) \in \mathbf{R}^{q-N}$, we let

$$
\begin{equation*}
u \cdot U+v \cdot V=\sum_{j=1}^{N} u_{j} U_{j}+\sum_{j=1}^{q-N} v_{j} V_{j} \tag{22}
\end{equation*}
$$

and we set

$$
\begin{equation*}
\Phi_{v}(u)=\exp (u \cdot U+v \cdot V)(x) . \tag{23}
\end{equation*}
$$

For $v \in \mathbf{R}^{q-N}$, we let

$$
z=\exp (v \cdot V)(x)
$$

and we introduce one more family of balls

$$
\begin{equation*}
B_{I}(x, z, \delta)=\left\{y \in \Omega \mid y=\exp (u \cdot U+v \cdot V)(x), \text { with }\left|u_{j}\right|<\delta^{d\left(U_{j}\right)}\right\} \tag{24}
\end{equation*}
$$

Thus $B_{I}(x, z, \delta)$ is exactly the image, under the map $\Phi_{v}$ of the box $\left\{u \in \mathbf{R}^{N}| | u_{j} \mid<\delta^{d\left(U_{j}\right)}\right\}=Q(\delta)$.

We can now state our main result on the structure of the balls $\{B(x, \delta)\}$.
Theorem 7. Let $E \subset \subset \Omega$ be compact. There exist constants $0<\eta_{2}<\eta_{1}<1$ so that if $x \in E$ and $\delta>0$ there exists an $N$-tuple $I=\left(i_{1}, \ldots, i_{N}\right)$ with the following properties:
(1)

$$
\left|\lambda_{I}(x)\right| \delta^{d(I)} \geqslant \eta_{2} \max _{J}\left|\lambda_{J}(x)\right| \delta^{d(I)}
$$

(2) If $\left|v_{j}\right|<\eta_{2} \delta^{d\left(V_{j}\right)}, 1 \leqslant j \leqslant q-N$, $\Phi_{v}$ is one-to-one on the box $Q\left(\eta_{1} \delta\right)$.
(3) If $\left|v_{j}\right|<\eta_{2} \delta^{d\left(V_{j}\right)}, 1 \leqslant j \leqslant q-N, \Phi_{v}$ is nonsingular on the box $Q\left(\eta_{1} \delta\right)$, and if $\left|J \Phi_{v}\right|$ denotes the Jacobian, then on $Q\left(\eta_{1} \delta\right)$,

$$
{ }_{4}^{1}\left|\lambda_{I}(x)\right| \leqslant\left|J \Phi_{v}\right| \leqslant 4\left|\lambda_{I}(x)\right| .
$$

(4) If $\left|v_{j}\right|<\eta_{2} \delta^{d\left(V_{j}\right)}, 1 \leqslant j \leqslant q-N$, and $z=\exp (v \cdot V)(x)$

$$
B\left(x, \eta_{2} \delta\right) \subset B_{I}\left(x, z, \eta_{1} \delta\right) \subset B_{2}(x, \delta) \subset B(x, \delta)
$$

Our first goal is to establish (3). We show that if $x \in E$, and $I$ is an $N$-tuple with

$$
\begin{equation*}
\left|\lambda_{I}(x)\right| \delta^{d(I)} \geqslant t \max _{J}\left|\lambda_{J}(x)\right| \delta^{d(I)} \tag{16}
\end{equation*}
$$

then $\Phi_{v}$ is nonsingular, and hence locally one-to-one on the box

$$
\left\{u \in \mathbf{R}^{N}| | u_{j} \mid<(\varepsilon(t) \delta)^{d\left(U_{j}\right)}\right\}
$$

provided that $\left|v_{j}\right|<(\varepsilon(t) \delta)^{d\left(V_{j}\right)}, 1 \leqslant j \leqslant q-N$, and provided that $\varepsilon(t)$ is sufficiently small, depending only on the compact set $E \subset \subset \Omega$ and $t$. To do this, we must compute the Jacobian of $\Phi_{v}$.

More generally, let $W_{1}, \ldots, W_{q}$ be any $q$ vector fields on $\Omega$, and set

$$
\begin{equation*}
\theta_{x}(s)=\exp \left(\sum_{j=1}^{q} s_{j} W_{j}\right)(x) \tag{25}
\end{equation*}
$$

LEMMA 2.12. Let $E \subset \subset \Omega$ be compact. Then for any integer $n$ there are constants $\delta_{0}, \alpha_{2}, \ldots, \alpha_{n}$, and $C_{n}$ so that if $x_{0} \in E$

$$
\begin{equation*}
\left|d \theta_{x_{0}}\left(\frac{\partial}{\partial s_{j}}\right)\left(\theta_{x_{0}}(s)\right)-\left\{W_{j}+\sum_{k=2}^{n} \alpha_{k}\left[s \cdot W,\left[\cdots\left[s \cdot W, W_{j}\right] \cdots\right]\right]\right\}\right| \leqslant C_{n}|s|^{n+1} \quad \text { if }|s|<\delta_{0} \tag{26}
\end{equation*}
$$

where the commutators on the left hand side of (26) are of length $k$.
Proof. If we could write

$$
\exp \left(s \cdot W+t W_{j}\right)(x)=\exp \left(t Z_{j}\right) \circ \exp (s \cdot W)(x)
$$

the definition of the exponential map would give

$$
d \theta_{x}\left(\frac{\partial}{\partial s_{j}}\right)=Z_{j}
$$

To compute $Z_{j}$, we use the Campbell-Hausdorff formula, as in Proposition 4.3 of the appendix. For any positive integer $n$, and any $x \in E$ we have

$$
\left|\exp \left(s \cdot W+t W_{j}\right) \circ \exp (-s \cdot W)(x)-\exp R_{n}(x)\right| \leqslant C_{n}\left(|s|^{n+1} t+t^{2}\right)
$$

where $R_{n}=t W_{j}+\sum_{k=2}^{n} \alpha_{k}\left[s \cdot W,\left[s \cdot W, \ldots\left[s \cdot W, W_{j}\right] \ldots\right]\right]$. We now let $\left.x=\exp (s \cdot W) x_{0}\right)$, and the lemma is proved.

Now let $W_{i}=U_{i}$ for $i=1, \ldots, N$, and $W_{i}=V_{i-N}$ for $i=N+1, \ldots, q$. We can then prove

LEMMA 2.13. Let $E \subset \subset \Omega$ be compact, let $x>0$, and let $t>0$. There exists $\varepsilon(t)>0$ so that if $x_{0} \in E$ and if I is an $N$-tuple satisfying

$$
\begin{equation*}
\left|\lambda_{I}\left(x_{0}\right)\right| \delta^{d(I)} \geqslant t \sup _{J}\left|\lambda_{J}\left(x_{0}\right)\right| \delta^{d(J)} \tag{16}
\end{equation*}
$$

then if $\left|u_{j}\right|<(\varepsilon(t) \delta)^{d\left(U_{j}\right)}, 1 \leqslant j \leqslant N$, and $\left|v_{j}\right|<(\varepsilon(t) \delta)^{d\left(V_{j}\right)}, 1 \leqslant j \leqslant q-N$, then on $B\left(x_{0}, \varepsilon(t) \delta\right)$

$$
d \Phi_{v}\left(\frac{\partial}{\partial u_{j}}\right)\left(\Phi_{v}(u)\right)-U_{j}=\sum_{l=1}^{N} b_{j l} U_{l}
$$

where $\left|b_{j i}\right| \leqslant \varkappa \delta^{d\left(U_{l}\right)-d\left(U_{j}\right)}$.

Proof. According to Lemma 2.12, for any integer $n$

$$
d \Phi_{v}\left(\frac{\partial}{\partial u_{j}}\right)\left(\Phi_{v}(u)\right)-U_{j}=\sum_{k=2}^{n} a_{k}\left[u \cdot U+v \cdot V, \ldots,\left[u \cdot U+v \cdot V, U_{j}\right] \ldots\right]+O\left((|u|+|v|)^{n+1}\right)
$$

Arguing as in Lemma 2.10, we can choose $n$ so large that the term $O\left((|u|+|v|)^{n+1}\right)$ has the right form if $\varepsilon(t)$ is small enough. On the other hand, we can use Theorem 6(a) to estimate each term in the finite sum, and again the sum has the right form if $\varepsilon(t)$ is small enough.

We can now complete the proof of part (3) of Theorem 7.

LEMMA 2.14. Let Eєᄃ $\Omega$ be a compact subset and $t>0$. There exists $\varepsilon(t)>0$ so that if $x_{0} \in E$, if I is an $N$-tuple satisfying

$$
\begin{equation*}
\left|\lambda_{I}\left(x_{0}\right)\right| \delta^{d(I)} \geqslant t \sup _{J}\left|\lambda_{J}\left(x_{0}\right)\right| \delta^{d(J)} \tag{16}
\end{equation*}
$$

if $\left|u_{j}\right|<(\varepsilon(t) \delta)^{d\left(U_{j}\right)}, 1 \leqslant j \leqslant N$, and $\left|v_{j}\right|<(\varepsilon(t) \delta)^{d\left(V_{j}\right)}, 1 \leqslant j \leqslant q-N$, then

$$
\frac{1}{4}\left|\lambda_{I}\left(x_{0}\right)\right| \leqslant\left|J \Phi_{v}(u)\right| \leqslant 4\left|\lambda_{I}\left(x_{0}\right)\right| .
$$

Proof.

$$
J \Phi_{v}=\operatorname{det}\left(d \Phi_{v}\left(\frac{\partial}{\partial u_{1}}\right), \ldots, d \Phi_{v}\left(\frac{\partial}{\partial u_{N}}\right)\right)
$$

However

$$
\left|\operatorname{det}\left(U_{1}, \ldots, U_{N}\right)\left(\Phi_{v}(u)\right)\right|=\left|\lambda_{I}\left(\Phi_{v}(u)\right)\right|
$$

with $\frac{1}{2}\left|\lambda_{I}\left(x_{0}\right)\right| \leqslant\left|\lambda_{I}\left(\Phi_{v}(u)\right)\right| \leqslant 2\left|\lambda_{I}\left(x_{0}\right)\right|$ if $\varepsilon(t)$ is small by Lemma 2.10. But now Lemma 2.14 follows from Lemma 2.13 if we choose $\varkappa$ small enough.

If $\left|u_{j}\right|<(\varepsilon(t) \delta)^{d\left(U_{j}\right)}$ and if $y=\Phi_{v}(u)$, we have two $N$-tuples at $y$ : the set $\left(U_{1}, \ldots, U_{N}\right)$, and the set $d \Phi_{v}\left(\partial / \partial u_{1}\right), \ldots, d \Phi_{v}\left(\partial / \partial u_{N}\right)$. If we let $Z_{j}=d \Phi_{v}\left(\partial / \partial u_{j}\right)$, then Lemma 2.13 says

$$
\begin{equation*}
Z_{j}=U_{j}+\sum_{l=1}^{N} b_{j l} U_{l}=\sum_{l=1}^{N}\left(\delta_{j l}+b_{j l}\right) U_{l} \tag{27}
\end{equation*}
$$

where $\left|b_{j i}\right|<\chi \delta^{d\left(U_{l}\right)-d\left(U_{j}\right)}$. We can, of course, solve for the $U_{l}$ in terms of the $Z_{j}$. Let $M_{j l}$ be the $(j, l)$ th minor of the matrix $\left\{\delta_{j l}+b_{j l}\right\}$. If we set

$$
C_{l, k}=(-1)^{l+k} \frac{\operatorname{det} M_{k l}}{\operatorname{det}\left(\delta_{i j}+b_{i j}\right)}
$$

then

$$
\begin{equation*}
U_{l}=\sum_{k=1}^{N} C_{l k} Z_{k} \tag{28}
\end{equation*}
$$

But it is easy to see that if $x$ is sufficiently small, uniformly in $\delta$, then $\left|\operatorname{det}\left(\delta_{i j}+b_{i j}\right)\right| \geqslant \frac{1}{2}$, while $\left|\operatorname{det} M_{k l}\right| \leqslant C \delta^{d\left(U_{k}\right)-d\left(U_{l}\right)}$. Thus

$$
\begin{equation*}
\left|C_{l k}\right| \leqslant C \delta^{d\left(U_{k}\right)-d\left(U_{l}\right)} \tag{29}
\end{equation*}
$$

We can reinterpret equation (29). Since $J \Phi_{V}(u) \neq 0$, there is an open neighborhood of $y=\Phi_{V}(u)$ on which $\Phi_{V}$ has an inverse map $\Psi=\left(\psi_{1}, \ldots, \psi_{N}\right)$, so that locally

$$
\psi_{j}\left(\Phi_{V}(u)\right)=u_{j}
$$

We can regard $\psi_{1}, \ldots, \psi_{N}$ as coordinate functions near $y$, and relative to these coordinates, the coefficient $C_{l k}$ is just the $k$ th coordinate of $U_{l}$; i.e.

$$
\begin{equation*}
C_{l k}=U_{l}\left(\psi_{k}\right) \tag{30}
\end{equation*}
$$

Thus we have proved
LEMMA 2.15. Let $E \subset \Omega$ be compact, and let $t>0$. There are constants $C$ and $\varepsilon(t)$ so that if $x_{0} \in E$, if I is an $N$-tuple satisfying

$$
\begin{equation*}
\left|\lambda_{I}\left(x_{0}\right)\right| \delta^{d(I)} \geqslant t \max _{J}\left|\lambda_{J}\left(x_{0}\right)\right| \delta^{d(I)} \tag{16}
\end{equation*}
$$

if $\left|u_{j}\right|<(\varepsilon(t) \delta)^{d\left(U_{j}\right)}, 1 \leqslant j \leqslant N$, if $\left|v_{j}\right|<(\varepsilon(t) \delta)^{d\left(V_{j}\right)}, \quad 1 \leqslant j \leqslant q-N$, if $y=\exp (u \cdot U+v \cdot V)\left(x_{0}\right)$, and if $\Psi=\left(\psi_{1}, \ldots, \psi_{N}\right)$ is locally the inverse map to $\Phi_{V}$ then

$$
\left|U_{l}\left(\psi_{k}\right)\right| \leqslant C \delta^{d\left(U_{k}\right)-d\left(U_{l}\right)}
$$

We now turn to the proof of part (4) of Theorem 7. Let $E \subset \Omega$ be compact, let $x \in E$, let $\delta>0$, and suppose $I$ is an $N$-tuple such that

$$
\left|\lambda_{I}(x)\right| \delta^{d(I)} \geqslant t \max _{J}\left|\lambda_{J}(x)\right| \delta^{d(I)}
$$

It is obvious from the definitions that if $\left|v_{j}\right|<\delta^{d\left(V_{j}\right)}$ for $1 \leqslant j \leqslant q-N$ then we have the inclusions

$$
B_{I}(x, z, \delta) \subset B_{2}(x, \delta) \subset B(x, \delta)
$$

where $z=\exp (v \cdot V)(x)$. Thus the difficulty in part (4) is proving inclusions of the form $B\left(x, \eta_{2} \delta\right) \subset B_{I}\left(x, z, \eta_{1} \delta\right)$. We begin with the following result.

Lemma 2.16. There exists $\eta>0$ so that if $x_{0} \in E$, if I is an $N$-tuple for which

$$
\begin{equation*}
\left|\lambda_{I}\left(x_{0}\right)\right| \delta^{d(I)} \geqslant t \sup _{J}\left|\lambda_{J}\left(x_{0}\right)\right| \delta^{d(I)} \tag{16}
\end{equation*}
$$

if $\left|v_{j}\right|<(\varepsilon(t) \delta)^{d\left(V_{j}\right)}$, and if $z=\exp (v \cdot V)\left(x_{0}\right)$ then

$$
B(z, \eta \varepsilon(t) \delta) \subset B_{I}\left(x_{0}, z, \varepsilon(t) \delta\right)
$$

Proof. Let $y \in B(z, \eta \varepsilon(t) \delta)$. Then there is an absolutely continuous map $\varphi:[0,1] \rightarrow \Omega$ with $\varphi(0)=z, \varphi(1)=y$ and

$$
\begin{equation*}
\varphi^{\prime}(t)=\sum_{j=1}^{q} b_{j}(t) Y_{j}(\varphi(t)) \tag{31}
\end{equation*}
$$

with $\left|b_{j}(t)\right|<(\eta \varepsilon(t) \delta)^{d_{j}}$. We can also assume that the map $\varphi$ is one to one.
Let $\mathscr{S}$ be the set of numbers $s_{0} \in[0,1]$ such that there exists an absolutely continuous mapping $\theta:\left[0, s_{0}\right] \rightarrow \mathbf{R}^{N}$ such that $\left|\theta_{j}(s)\right| \leqslant\left(\frac{1}{2} \varepsilon(t) \delta\right)^{d\left(v_{j}\right)}$ and $\varphi(s)=\exp \left(\Sigma_{j=1}^{N} \theta_{j}(s) U_{j}+v \cdot V\right)\left(x_{0}\right), 0 \leqslant s \leqslant s_{0}$.

Since the mapping

$$
\left(u_{1}, \ldots, u_{N}\right) \mapsto \exp (u \cdot U+v \cdot V)\left(x_{0}\right)
$$

is locally one to one on $\left\{u \in \mathbf{R}^{N}| | u_{j} \mid<(\varepsilon(t) \delta)^{d\left(U_{j}\right)}\right\}$ it follows that the components $\theta_{j}$ are unique. In fact if we had two such $\theta$ 's, say $\theta^{1}$ and $\theta^{2}$, the set where $\theta^{1}=\theta^{2}$ would be open and closed, and would contain a small neighborhood of the origin. We let

$$
\bar{s}=\sup \left\{s_{0} \in \mathscr{F}\right\}
$$

We want to show that if $\eta$ is sufficiently small, $\bar{s}=1$, for then

$$
y=\varphi(1)=\exp \left(\sum_{j=1}^{N} \theta_{j}(1) U_{j}+v \cdot V\right)\left(x_{0}\right)
$$

with $\left|\theta_{j}(1)\right|<(\varepsilon(t) \delta)^{d\left(U_{j}\right)}$ and so $y \in B_{I}\left(x_{0}, z, \varepsilon(t) \delta\right)$.
The mapping $\Phi_{v}\left(u_{1}, \ldots, u_{N}\right)=\exp (u \cdot U+v \cdot V)\left(x_{0}\right)$ is locally one to one, and since the map $\varphi$ and $\theta$ are one to one on $[0, \bar{s}]$, and

$$
\varphi(s)=\Phi_{v}(\theta(s))
$$

it follows that $\Phi_{v}$ is actually globally one-to-one on some small neighborhood of the image $\theta[0, \bar{s}]$. Thus we can think of the components of the inverse map $\left(\psi_{1}, \ldots, \psi_{N}\right)$ as being well defined functions in some neighborhood of $\theta([0, \bar{s}])$.

If $\bar{s}<1$, for some $j_{0}$ we must have $\psi_{j_{0}}(\bar{s})=\left(\frac{1}{2} \varepsilon(t) \delta\right)^{d\left(U_{j_{0}}\right)}$. On the other hand, for any $j_{0}$ we have

$$
\begin{aligned}
\psi_{j_{0}}(\bar{s}) & =\psi_{j_{0}}(\bar{s})-\psi_{j_{0}}(0) \\
& =\int_{0}^{\bar{s}} \frac{d}{d s} \psi_{j_{0}}(s) d s \\
& =\int_{0}^{\bar{s}} \sum_{j=1}^{q} b_{j}(s) Y_{j}(\varphi(s))\left(\psi_{j_{0}}\right) d s \\
& =\int_{0}^{\bar{s}} \sum_{j=1}^{q} \sum_{l=1}^{N} b_{j}(s) a_{j}^{l}(\varphi(s)) U_{l}(\varphi(s))\left(\psi_{j_{0}}\right) d s
\end{aligned}
$$

But $\left|U_{l}\left(\psi_{j_{0}}\right)\right| \leqslant C \delta^{d\left(U_{j_{0}}\right)-d\left(U_{l}\right)}$ by Lemma 2.15. Thus

$$
\begin{aligned}
\mid \psi_{j_{0}}(\bar{s}) & \leqslant(\eta \varepsilon(t) \delta)^{d_{j}} C t^{-1} \delta^{d\left(U_{j}\right)-d_{j}} C \delta^{d\left(U_{j_{0}}\right)-d\left(U_{j}\right)} \\
& <\left(\frac{1}{2} \varepsilon(t) \delta\right)^{d\left(U_{j_{0}}\right)}
\end{aligned}
$$

if $\eta$ is small enough. Thus $\bar{s}=1$, and the proof is complete.

Note that if we choose $v=0$, we have shown that

$$
\begin{equation*}
B\left(x_{0}, \eta \varepsilon(t) \delta\right) \subset B_{I}\left(x_{0}, \varepsilon(t) \delta\right) \tag{32}
\end{equation*}
$$

We can easily take care of the case $v \neq 0$ if $v$ is sufficiently small. We have, with the notation of the previous lemma

Lemma 2.17. Suppose $\left|v_{j}\right|<\left(\frac{1}{3} \eta \varepsilon(t) \delta\right)^{d\left(V_{j}\right)}$. Then

$$
B\left(x_{0}, \frac{\eta}{3} \varepsilon(t) \delta\right) \subset B_{I}\left(x_{0}, z, \varepsilon(t) \delta\right)
$$

Proof. Let $y \in B\left(x_{0}, \frac{1}{3} \eta \varepsilon(t) \delta\right)$. Thus $\varrho\left(x_{0}, y\right)<\frac{1}{3} \eta \varepsilon(t) \delta$. But $\varrho\left(x_{0}, z\right)<\frac{1}{3} \eta \varepsilon(t) \delta$ by hypothesis, so $\varrho(y, z)<\frac{2}{3} \eta \varepsilon(t) \delta$. Hence $B\left(x_{0}, \frac{1}{3} \eta \varepsilon(t) \delta\right) \subset B\left(z, \frac{2}{3} \eta \varepsilon(t) \delta\right)$.

Finally, we turn to the proof of part (2) of Theorem 7. Let $E \subset \subset \Omega$ be compact and let $x_{0} \in E$. Let $I_{0}=I_{0}(x)$ be an $N$-tuple such that $d\left(I_{0}\right)$ is minimal among all $N$-tuples $I$ with $\lambda_{I}\left(x_{0}\right) \neq 0$, and such that

$$
\begin{equation*}
\left|\lambda_{I_{0}}\left(x_{0}\right)\right|=\max _{d(n)=d\left(I_{0}\right)}\left|\lambda_{I}\left(x_{0}\right)\right| . \tag{33}
\end{equation*}
$$

Then there exists $\delta_{0}$ depending on $x_{0}$ such that

$$
\begin{equation*}
\left|\lambda_{I_{0}}\left(x_{0}\right)\right| \delta^{d\left(I_{0}\right)} \geqslant\left|\lambda_{I}\left(x_{0}\right)\right| \delta^{d(I)} \tag{34}
\end{equation*}
$$

for all $\delta, 0<\delta \leqslant \delta_{0}$, and all $N$-tuples $I$. Also, by choosing a smaller $\delta_{0}$ if necessary, we can find an open set $W$ in $\Omega$ containing $x_{0}$ so that the mapping

$$
\left(u_{1}, \ldots, u_{N}\right) \mapsto \Phi_{v}\left(u_{1}, \ldots, u_{N}\right)=\exp (u \cdot U+v \cdot V)(x)
$$

is globally one to one on $|u|<\delta_{0}$ for all $x$ in $W,|v|<\delta_{0}$. This is true since the Jacobian of the exponential map is the identity at the origin. (See the appendix.) We may also assume

$$
\begin{equation*}
\left|\lambda_{I_{0}}(x)\right| \delta_{0}^{d\left(I_{0}\right)}>\frac{1}{2}\left|\lambda_{I}(x)\right| \delta_{0}^{d(I)} \tag{35}
\end{equation*}
$$

for all $N$-tuples $I$, and all $x \in W$.
Let $K$ be a compact subset of $W$ containing $x_{0}$. For $x \in K$, we can choose a sequence of $N$-tuples $I_{1}, \ldots, I_{n}$, and real numbers $\delta_{0}>\delta_{1}>\ldots>\delta_{n}>0$ so that for

$$
\begin{gather*}
\delta_{j+1} \leqslant \delta \leqslant \delta_{j}, \quad 0 \leqslant j \leqslant n-1 \\
\left|\lambda_{I_{j}}(x)\right| \delta^{d\left(I_{j}\right)} \geqslant \frac{1}{2} \sup _{J}\left|\lambda_{J}(x)\right| \delta^{d(I)} \tag{36}
\end{gather*}
$$

while for

$$
\begin{gather*}
0<\delta \leqslant \delta_{n} \\
\left|\lambda_{I_{n}}(x)\right| \delta^{d\left(I_{n}\right)} \geqslant \frac{1}{2} \sup _{J}\left|\lambda_{J}(x)\right| \delta^{d(J)} . \tag{37}
\end{gather*}
$$

We may clearly assume $d\left(I_{j+1}\right)<d\left(I_{j}\right)$. In particular, no $N$-tuple occurs twice, and $n$ is at most the total number of allowable $N$-tuples. The choice of the particular $N$-tuple of
course may depend on $x$. According to Lemma 2.17 there is a function $\varepsilon(t)$ so that if for some $x \in E, 0<\delta<\delta_{0}$, and $N$-tuple $I,\left|\lambda_{I}(x)\right| \delta^{d(I)} \geqslant t \sup _{J}\left|\lambda_{I}(x)\right| \delta^{d(I)}$, then if $\left|v_{j}\right|<(\varepsilon(t) \delta)^{d\left(V_{j}\right)}$, $B(x, \varepsilon(t) \delta) \subset B_{I}(x, v, \delta)$. We now prove:

Lemma 2.18. Suppose for some $\delta$

$$
\left|\lambda_{I_{j}}(x)\right| \delta^{d\left(I_{j}\right)} \geqslant \frac{1}{2} \sup _{J}\left|\lambda_{J}(x)\right| \delta^{d(I)}
$$

for $j=0,1$. Put $\eta_{1}=\varepsilon\left(\frac{1}{2}\right)$ and $\eta_{2}=\varepsilon\left(\frac{1}{2} \eta_{1}^{n_{0}}\right) \eta_{1}$ where $n_{0}=\sup _{I, J}|d(I)-d(J)|$. Then if $\left|v_{j}\right|<\left(\eta_{2} \delta\right)^{d\left(V_{j}\right)}$

$$
B_{I_{1}}\left(x, v, \eta_{2} \delta\right) \subset B_{I_{0}}\left(x, \eta_{1} \delta\right) \subset B_{I_{1}}(x, v, \delta) .
$$

Proof. $B_{l_{1}}(x, v, \delta) \supset B\left(x, \varepsilon\left(\frac{1}{2}\right) \delta\right) \supset B_{I_{0}}\left(x, \varepsilon\left(\frac{1}{2}\right) \delta\right)$ by the theorem, and the definition. On the other hand

$$
\begin{aligned}
\left|\lambda_{I_{0}}(x)\right|\left(\eta_{1} \delta\right)^{d\left(I_{0}\right)} & \geqslant \frac{1}{2} \eta_{1}^{d\left(I_{0}\right)-d(\eta)}\left|\lambda_{J}(x)\right|\left(\eta_{1} \delta\right)^{d(I)} \\
& \geqslant \frac{1}{2} \eta_{1}^{n_{0}}\left|\lambda_{J}(x)\right|\left(\eta_{1} \delta\right)^{d(\eta)}
\end{aligned}
$$

for any $N$-tuple $J$. Hence we can apply Lemma 2.17 again, with $t=\frac{1}{2} \eta_{1}^{n_{0}}$ and $\delta^{\prime}=\eta_{1} \delta$. We get

$$
B_{1_{0}}\left(x, \eta_{1} \delta\right) \supset B\left(x, \varepsilon\left(\frac{1}{2} \eta_{1}^{n_{0}}\right) \eta_{1} \delta\right) \supset B_{1_{1}}\left(x, v, \eta_{2} \delta\right)
$$

which proves the lemma.
Now we know that the mapping

$$
\left(u_{1}, \ldots, u_{N}\right) \mapsto \exp (u \cdot U+v \cdot V)(x)
$$

is globally one-to-one if $x \in K,|u|<\delta_{0},|v|<\delta_{0}$. In particular, it follows that the image of any simply connected set is simply connected. Let $\Phi_{v}^{(1)}$ be the mapping (23) associated to the $N$-tuple $I_{1}$. If $\Phi_{v}^{(1)}$ were not globally one-to-one on $\left|u_{i}\right|<\left(\eta_{2} \delta\right)^{d\left(U_{i}\right)}$, there would be a line segment $L$ in the box

$$
\left\{u \in \mathbf{R}^{N}| | u_{j} \mid<\left(\eta_{2} \delta\right)^{d\left(U_{j}\right)}\right\}
$$

which $\Phi_{v}^{(1)}$ maps to a closed curve in $B_{I_{1}}\left(x, z, \eta_{2} \delta\right)$, where $z=\exp (v \cdot V)(x)$. However, this curve can be deformed to a point in $B_{l_{0}}\left(x, \eta_{1} \delta\right)$ and hence it can be deformed to a point in $B_{I_{1}}(x, z, \delta)$, which is impossible. Thus $\Phi_{v}^{(1)}$ is globally one-to-one.

By repeating this argument $n$ times for successive series of $N$-tuples $I_{j+1}$ and $I_{j}$, we prove

Lemma 2.19. Let $E \subset \Omega$ be compact. There exist $0<\eta_{2}<\eta_{1}<1$ so that if $x \in E$ and $0<\delta<\delta_{0}$ there exists an $N$-tuple I so that

$$
\left|\lambda_{I}(x)\right| \delta^{d(I)} \geqslant \frac{1}{2} \max _{J}\left|\lambda_{J}(x)\right| \delta^{d(I)}
$$

and so that if $\left|v_{j}\right|<\left(\eta_{2} \delta\right)^{d\left(V_{j}\right)}, 1 \leqslant j \leqslant q-N$, the mapping

$$
\left(u_{1}, \ldots, u_{N}\right) \mapsto \exp (u \cdot U+v \cdot V)(x)
$$

is globally one-to-one for $\left|u_{j}\right|<\left(\eta_{1} \delta\right)^{d\left(U_{j}\right)}$.
We have now completely proved Theorem 7.

## §4. Proofs of Theorems 1, 2, and 3

As immediate corollaries, we can now prove Theorems 1,2 and 3 of Chapter 1. First, since $B_{I}\left(x, z, \eta_{1} \delta\right)$ is the image under the one to one mapping $\Phi_{v}$ of the box $Q\left(\eta_{1} \delta\right)$, and since the Jacobian of this mapping is bounded between two constant multiples of $\lambda_{I}(x)$, it follows that

$$
\begin{aligned}
\left|B_{I}\left(x, z, \eta_{1} \delta\right)\right| & \approx\left|\lambda_{I}(x)\right|\left|Q\left(\eta_{1} \delta\right)\right| \\
& \approx\left|\lambda_{I}(x)\right| \delta^{d(I)} .
\end{aligned}
$$

Moreover, since $B\left(x, \eta_{2} \delta\right) \subset B_{I}\left(x, z, \eta_{1} \delta\right) \subset B(x, \delta)$ it follows that

$$
|B(x, \delta)| \approx \sum_{I}\left|\lambda_{I}(x)\right| \delta^{d(I)}
$$

which proves Theorem 1.
Theorems 2 and 3 are immediate from part (4) of Theorem 7 since for $x \in E$ and all small $\delta$ there is an $I$ so that

$$
B\left(x, \eta_{2} \delta\right) \subset B_{I}\left(x, 0, \eta_{1} \delta\right) \subset B_{2}(x, \delta) \subset B(x, \delta)
$$

## §5. Proof of Theorem 5

In this section, we prove that $\varrho$ and $\varrho_{4}$ are locally equivalent. It is clear from the definitions that $\varrho \leqslant \varrho_{4}$. Thus we must show that for any $z$ in $\Omega$ there is an open set $U$
containing $z$ so that there exists a constant $C$ with

$$
\varrho_{4}(x, y) \leqslant C \varrho(x, y)
$$

for any $x, y$ in $U$.
Our proof is a modification of an argument of Hörmander [H]. The main work is to establish the following result:

Lemma 2.20. Let $w \in \Omega$ Then $w$ has a neighborhood $U$ so that if $x_{1}$ and $x_{\infty}$ are in $U$ with $\varrho\left(x_{1}, x_{\infty}\right)<\varepsilon$, then the following two conclusions hold:
(a) There exists $x_{2} \in U$ with $\varrho_{4}\left(x_{1}, x_{2}\right)<C \varepsilon$, and $\varrho\left(x_{2}, x_{\infty}\right)<C \varepsilon^{1+1 / m}$.
(b) Given $y \in U$ there is a number $\eta(y)>0$ so that if $|z-y|<\eta(y), \varrho_{4}(y, z)<$ $C|z-y|^{1 / m}$.

We first show that Lemma 2.20 implies that $\varrho$ and $\varrho_{4}$ are locally equivalent. Given $w \in \Omega$ choose $U$ a neighborhood so small that the preceding lemmas apply. Let $x=x_{1}$, and $y$ be in $U$ with $\varrho(x, y)=\delta$. We apply Lemma 2.20 with $x_{1}=x, x_{\infty}=y$ and obtain a point $x_{2}$ with

$$
\varrho_{4}\left(x_{1}, x_{2}\right)<C \delta \quad \text { and } \varrho\left(x_{2}, y\right)<C \delta^{1+1 / m}<\frac{1}{2} \delta
$$

if $C \delta^{1 / m}<\frac{1}{2}$. We can then apply Lemma 2.20 again with $\varepsilon=\frac{1}{2} \delta$ to obtain $x_{3}$ so that $\varrho\left(x_{2}, x_{3}\right)<\frac{1}{2} C \delta, \varrho\left(x_{3}, y\right)<\frac{1}{4} \delta$. In general, given $x=x_{1}, x_{2}, \ldots, x_{j}$ we can find $x_{j+1}$ so that $\varrho_{4}\left(x_{j}, x_{j+1}\right)<C\left(\delta / 2^{j-1}\right)$ and $\varrho\left(x_{j+1}, y\right)<\delta / 2^{j}$. Moreover $\varrho_{4}$ satisfies the triangle inequality so $\varrho_{4}\left(x, x_{j}\right)<C \delta$.

By part (b) of Lemma 2.20 we see that if $j$ is sufficiently large, $\varrho_{4}\left(x_{j}, y\right)<\delta$. Using the triangle inequality again for $\varrho_{4}$ completes the proof.

The main step in the proof of Lemma 2.20 is the following generalization of the Campbell-Hausdorff formula. Let $S_{1}, \ldots, S_{l}$ be $l$ vector fields. We define

$$
\begin{gathered}
C_{1}\left(a, S_{1}\right)=e^{a S_{1}} \\
C_{2}\left(a, S_{1}, S_{2}\right)=e^{a S_{1}} e^{a S_{2}} e^{-a S_{1}} e^{-a S_{2}},
\end{gathered}
$$

and in general

$$
C_{l}\left(a, S_{1}, \ldots, S_{l}\right)=e^{a S_{1}} C_{l-1}\left(a, S_{2}, \ldots, S_{l-1}\right) e^{-a S_{1}}\left(C_{l-1}\left(a, S_{2} \ldots S_{l}\right)\right)^{-1}
$$

Note that when $C_{l}$ or $C_{l}^{-1}$ is written out as a composition of mappings $\exp \pm a S_{j}$ there are $n_{l}=3 \cdot 2^{l-1}-2$ such terms. According to the Campbell-Hausdorff theorem, if $l=2$,

$$
\begin{aligned}
C_{2}\left(a, S_{1}, S_{2}\right) & =\exp \left(a^{2}\left[S_{1}, S_{2}\right]+R\right) \\
R & =\sum_{j=3}^{\infty} a^{j} S_{j}
\end{aligned}
$$

where $S_{j}$ is a commutator of length $j$. The above formula implies that if one replaces $R$ by $R_{k}=\Sigma_{3 \leqslant j \leqslant k} a^{j} S_{j}$

$$
\left|C_{2}\left(a, S_{1}, S_{2}\right) x-\exp \left(a^{2}\left[S_{1}, S_{2}\right]+R_{k}\right) x\right| \leqslant c|a|^{k+1}
$$

(See the appendix.) By induction on $l$ we obtain:
Lemma 2.21. $C_{l}\left(a, S_{1}, S_{2}, \ldots, S_{l}\right)=\exp \left\{a^{l}\left[S_{1},\left[S_{2},\left[\ldots S_{l}\right] \ldots\right]+R\right\}\right.$

$$
R=\sum_{k>l} c_{k} a^{k} \times \text { commutators of length } k
$$

Here $c_{k}$ are constants independent of $a, S_{1}, \ldots, S_{l}$.
We shall now use Lemma 2.21 to prove the second part of Lemma 2.20. Let $T_{1}, \ldots, T_{N}$ be commutators of the $X_{0}, \ldots, X_{p}$ spanning the tangent space of $\Omega$ at $y$. Let $d_{i}=\operatorname{deg} T_{i}$.

If

$$
T_{i}=\left[X_{j_{1}}^{(1)},\left[X_{j_{2}}^{(1)}, \ldots\left[X_{j_{d_{i}-1}}^{(1)}, X_{j_{d_{i}}}^{(1)}\right], \ldots\right]\right.
$$

set

$$
\begin{equation*}
C_{i}(t)=C_{d_{i}}\left(t^{1 / d_{i}}, X_{j_{i}}^{(1)}, \ldots, X_{j_{d_{i}}}^{(1)}\right) y \tag{38}
\end{equation*}
$$

Then by Lemma 2.21 and Proposition $1.1 C_{i}(t)$ is a $C^{1}$ map of an interval of $t$ 's containing the origin onto a curve in $\Omega$ through $y$, and

$$
\begin{equation*}
\left.\frac{d C_{i}(t)}{d t}\right|_{t=0} \text { is } T_{i} \tag{39}
\end{equation*}
$$

Now define

$$
C\left(t_{1}, \ldots, t_{N}\right) y=C_{1}\left(t_{1}\right) C_{2}\left(t_{2}\right) \ldots C_{N}\left(t_{N}\right) y
$$

Then from (39) we see that the Jacobian of $C$ is non-singular at $t=0$. So $C$ is locally a $C^{1}$ map from a neighborhood of the origin in $\mathbf{R}^{N}$ onto a neighborhood of $y$ in $\Omega$. In view of (38) and the definition of $\varrho_{4}$, the second part of Lemma 2.20 is proved. To prove the first part of Lemma 2.20 we need a further lemma. We let $\eta_{l}=$ dimension of the space of $l$ th order commutators and set

$$
\eta=\sum_{l=1}^{m} \eta_{l} n_{l} .
$$

( $n_{l}$ recall was the number of terms $e^{ \pm a S_{j}}$ in $C_{l}\left(a, S_{1}, \ldots, S_{l}\right.$ ).) $\eta$ is some fixed but unimportant number.

Lemma 2.22. Suppose $a^{(1)}, a^{(2)}, \ldots, a^{(m)}$ are given constant vectors with $\left|a^{(j)}\right|<\delta^{j}, j=1, \ldots, m$. Then there exists constants $c_{\mu}, \mu=1, \ldots, \eta$ with $\left|c_{\mu}\right| \leqslant c \delta$, so that

$$
\left|\exp \left(a^{(1)} \cdot X^{(1)}+\ldots+a^{(m)} \cdot X^{(m)}\right) x-\prod_{\mu=1}^{\eta} \exp \left(c_{\mu} X_{j(\mu)}^{(1)}\right) x\right| \leqslant C \delta^{m+1},
$$

Lemma 2.22 is implied by Lemma 2.21 as follows. First we take care of $a^{(1)} \cdot X^{(1)}$ by writing a product of $e^{a_{0}^{(1)} X_{0}} e^{a_{1}^{(1)} x_{1}} \ldots e^{a_{p}^{(1)} x_{p}}$. That is

$$
e^{a^{(1)} \cdot X^{(1)}+R}+e^{a_{0}^{(1)} X_{0}} e^{a_{1}^{(1)} X_{1}} \ldots e^{a_{p}^{(i)} X_{p}}
$$

where $R=\Sigma_{k \geqslant 2} O\left(\delta^{k}\right) \times$ commutators of length $k$. Next by using Lemma 2.21 when $l=2$, we can match up commutators of second order giving

$$
e^{a^{(1)} \cdot \boldsymbol{x}^{(1)}+a^{(2)} \cdot X^{(2)}+R}=e^{a_{0}^{(0)} X_{0}} \ldots e^{a_{p}^{(1)} X_{p}} e^{b_{1} X_{j_{1}}} \ldots e^{b_{n_{2} \eta_{2}} X_{j_{2} \eta_{2}}}
$$

where $R=\Sigma_{k \geqslant 3} O\left(\delta^{k}\right) \times$ commutators of length $k$, etc. This proves Lemma 2.22.
We now show that Lemma 2.22 implies the first part of Lemma 2.20: if $\varrho\left(x_{1}, x_{\infty}\right)<\varepsilon, \varrho_{2}\left(x_{1}, x_{\infty}\right)<C \varepsilon$. Thus there are $a^{(j)},\left|a^{(j)}\right|<(C \varepsilon)^{j}$ such that

$$
x_{\infty}=\exp \left(a^{(1)} \cdot X^{(1)}+\ldots+a^{(m)} \cdot X^{(m)}\right) x_{1} .
$$

By Lemma 2.22 we can find $x_{2}$ so that $\varrho_{4}\left(x_{1}, x_{2}\right)<C \varepsilon$ and $\left|x_{2}-x_{\infty}\right| \leqslant c \varepsilon^{m+1}$, so

$$
\varrho\left(x_{2}, x_{\infty}\right) \leqslant c \varepsilon^{1+1 / m}
$$

which concludes the proof of Lemma 2.20 and so of Theorem 4.

## Chapter 3. The estimation of certain kernels

We begin by studying the behavior of our families of balls under suitable mappings of the underlying space. The situation we study is motivated by the process of freeing of vector fields in Rothschild and Stein [RS].

Suppose as before that $\left\{Y_{j}\right\}, 1 \leqslant j \leqslant q$ is a family of $C^{\infty}$ vector fields on a connected open set $\Omega \subset \mathbf{R}^{N}$. Assume that the vector field $Y_{j}$ has formal degree $d_{j}$, that for any $j$ and $k$ we can write

$$
\begin{equation*}
\left[Y_{j}, Y_{k}\right]=\sum_{d_{l} \leqslant d_{j}+d_{k}} c_{j k}^{l}(x) Y_{l}, \quad c_{j k}^{l} \in C^{\infty}(\Omega) \tag{1}
\end{equation*}
$$

and that the vector fields span the tangent space at each point of $\Omega$.
Suppose in addition there is a connected open set $V \subset \mathbf{R}^{M}$ (with coordinates $\left.s_{1}, \ldots, s_{M}\right)$ and $C^{\infty}$ vector fields $\tilde{Y}_{1}, \ldots, \tilde{Y}_{q}$ on $\Omega \times V$ with the following properties
(1) For each $j, 1 \leqslant j \leqslant q$,

$$
\tilde{Y}_{f}(x, s)=Y_{j}(x)+\sum_{k=1}^{M} a_{j k}(x, s) \frac{\partial}{\partial s_{k}} .
$$

(2) The formal degree of $\tilde{Y}_{j}$ is $d_{j}$ and we can write for any $j$ and $k$

$$
\left[\tilde{Y}_{j}, \tilde{Y}_{k}\right]=\sum_{d_{1} \leqslant d_{j}+d_{k}} \tilde{c}_{j k}^{l}(x, s) \tilde{Y}_{l}
$$

where $\tilde{c}_{j k}^{l} \in C^{\infty}(\Omega \times V)$.
(3) The vector fields $\tilde{Y}_{1}, \ldots, \tilde{Y}_{q}$ are linearly independent, and span the tangent space at each point of $\Omega \times V$.

The vector fields $Y_{1}, \ldots, Y_{q}$ give rise to a metric $\varrho$ and a family of balls $\{B(x, \delta)\}$ on $\Omega$. In the same way, the vector fields $\tilde{Y}_{1}, \ldots, \tilde{Y}_{q}$ give rise to a metric $\varrho$ and a family of balls $\{\tilde{B}((x, s), \delta)\}$ on $\Omega \times V$. We want to study the relationship between these metrics.

Let $\pi$ and $\pi_{2}$ denote the projections from $\Omega \times V$ to $\Omega$ and $V$

$$
\begin{gathered}
\pi(x, s)=x \\
\pi_{2}(x, s)=s
\end{gathered}
$$

If $d \pi$ is the differential of this mapping, then condition (1) on the vector fields $\tilde{Y}_{1}, \ldots, \tilde{Y}_{q}$ is equivalent to

$$
d \pi\left(\tilde{Y}_{j}\right)=Y_{j}, \quad 1 \leqslant j \leqslant q .
$$

This implies that if $\bar{\varphi}:[0,1] \rightarrow \Omega \times V$ is a curve satisfying

$$
\tilde{\varphi}^{\prime}(t)=\sum_{j=1}^{q} a_{j}(t) \tilde{Y}_{j}(\tilde{\varphi}(t))
$$

and if we let $\varphi:[0,1] \rightarrow \Omega$ be the composite

$$
\varphi(t)=\pi(\tilde{\varphi}(t))
$$

then

$$
\varphi^{\prime}(t)=\sum_{j=1}^{q} a_{j}(t) Y_{j}(\varphi(t))
$$

This observation leads immediately to the following.

LEMMA 3.1. (a) $\pi: \bar{B}((x, s), \delta) \rightarrow B(x, \delta)$ and this mapping is onto.
(b) $\pi\left(\exp \left(\sum \alpha_{j} \bar{Y}_{j}\right)(x, s)\right)=\exp \left(\sum \alpha_{j} Y_{j}\right)(x)$.
(c) If $x_{1}, x_{2} \in \Omega$ and $s_{1}, s_{2} \in V$ then $\varrho\left(x_{1}, x_{2}\right) \leqslant \varrho\left(\left(x_{1}, s_{1}\right),\left(x_{2}, s_{2}\right)\right)$.

Now fix $\Phi \in C_{0}^{\infty}(V)$. As in Rothschild-Stein [RS], we can define a restriction mapping from functions on $\Omega \times V$ to functions on $\Omega$ by the formula

$$
R F(y)=\int_{V} F(y, s) \Phi(s) d s
$$

for $y \in \Omega, F(y, s)$ a function on $\Omega \times V$. In order to estimate these restrictions for suitable $F$ we need

LEMMA 3.2. Let $E \subset \subset \Omega$ be a compact set. There is a constant $C$ so that if $x \in E$ and if $y \in B(x, \delta)$ then

$$
\left|\int_{V} \chi_{\tilde{B}(x, 0), \delta)}(y, s) \Phi(s) d s\right| \leqslant C \frac{|\tilde{B}((x, 0), \delta)|}{|B(x, \delta)|}
$$

Proof. By Theorem 7, we can choose an $N$-tuple of vector fields $Y_{i_{1}}, \ldots, Y_{i_{N}}$ with the following properties: Let $U_{j}=Y_{i_{j}}$ for $1 \leqslant j \leqslant N$ and let $V_{1}, \ldots, V_{q-N}$ denote the remaining vector fields. For $u \in \mathbf{R}^{N}, v \in \mathbf{R}^{q-N}$, define

$$
\Phi_{v}(u)=\exp (u \cdot U+v \cdot V)(x)
$$

Then if $\left|v_{j}\right|<\eta_{2} \delta^{d\left(v_{j}\right)}, \quad 1 \leqslant j \leqslant q-N$ the mapping

$$
u \mapsto \Phi_{v}(u)
$$

is globally one to one for $\left|u_{j}\right|<\eta_{1} \delta^{d\left(U_{j}\right)}$, and the image of this map contains the ball $B\left(x, \eta_{2} \delta\right)$.

We also consider the map $\tilde{\Phi}: \mathbf{R}^{q} \rightarrow \mathbf{R}^{q}$ given by

$$
\tilde{\Phi}(u, v)=\exp (u \cdot U+v \cdot V)((x, 0))
$$

Note that

$$
\pi \circ \tilde{\Phi}(u, v)=\Phi_{v}(u)
$$

Let $y \in B(x, 0)$ and let

$$
\Sigma_{y}=\left\{(u, v) \in \mathbf{R}^{q}| | u_{j}\left|<\eta_{1} \delta^{d\left(U_{j}\right)},\left|v_{j}\right|<\eta_{2} \delta^{d\left(V_{j}\right)}, \text { and } \Phi_{v}(u)=y\right\}\right.
$$

Since the mapping $\Phi_{v}$ is globally one to one, for each $v$ there is a unique $\theta(v) \in \mathbf{R}^{N}$ so that

$$
(\theta(v), v)=\Sigma_{y}
$$

i.e. $\Phi_{v}(\theta(v))=y$.

If we differentiate this last equation with respect to $v_{j}$ and use the fact that the Jacobian of $\Phi_{v}$ is bounded between two positive multiples of $\lambda_{I}(x)$, it follows that

$$
|J \theta(v)| \leqslant C\left|\lambda_{T}(x)\right|^{-1}
$$

Next consider the map $\chi: \mathbf{R}^{q-N} \rightarrow \mathbf{R}^{q-N}$ given by

$$
\chi(v)=\pi_{2} \tilde{\Phi}(\theta(v), v)
$$

Since $\tilde{\Phi}$ is a diffeomorphism

$$
|J \chi| \leqslant C^{\prime}|J \theta| \leqslant C^{\prime \prime}\left|\lambda_{I}(x)\right|^{-1}
$$

Now in the integral

$$
\int_{V} \chi_{\bar{B}((x, 0), \eta \delta)}(y, s) \Phi(s) d s
$$

we are just integrating $\Phi$ over the image of the map $\chi$. The change of variables formula for multiple integrals now gives

$$
\begin{aligned}
\left|\int_{V} \chi\right| & \leqslant C\left|\lambda_{I}(x)\right|^{-1} \delta^{\Sigma d\left(V_{j}\right)} \left\lvert\, \leqslant C \frac{\delta^{\Sigma d\left(U_{j}\right)+d\left(V_{j}\right)}}{\left|\lambda_{I}(x)\right| \delta^{\Sigma d\left(U_{j}\right)}}\right. \\
& \leqslant C \frac{\tilde{B}((x, 0), \delta) \mid}{|B(x, \delta)|}
\end{aligned}
$$

We turn now to the proof of Theorem 5 .
Choose $\varepsilon$ so small that Lemma 3.2 holds. We then write

$$
k(x, 0 ; y, s)=\sum_{j} k(x, 0 ; y, s) \tilde{\chi}_{j}(x, 0 ; y, s)
$$

where

$$
\tilde{\chi}_{j}(x, 0 ; y, s)= \begin{cases}1 & \text { if } \varepsilon 2^{-j} \leqslant \varrho(x, 0 ; y, s)<2 \varepsilon \cdot 2^{-j} \\ 0 & \text { otherwise }\end{cases}
$$

Thus

$$
|k(x, 0 ; y, s)| \leqslant C \sum_{2^{-j} \geqslant \rho(x, y) / 2 \varepsilon} \frac{\left(2 \varepsilon 2^{-j}\right)^{\alpha}}{\operatorname{Vol} \tilde{B}\left(x, 0 ; \varepsilon 2^{-j}\right)} \chi_{\dot{B}\left(x, 0,2 \varepsilon \cdot 2^{-j}\right)}(y, s)
$$

where $\chi_{\tilde{B}}$ is the characteristic function of $\tilde{B}$. Now we apply Lemma 3.2 to obtain

$$
\left|\int k(x, 0 ; y, s) \varrho(s) d s\right| \leqslant C \sum_{\substack{j \\ 2^{-j} \geqslant \rho(x, y) / 2 \varepsilon}} \frac{2^{-j a}}{\operatorname{Vol}\left(B\left(x, 2^{-j}\right)\right)}
$$

We then obtain the estimate for $R k$ by comparing the sum to an integral. The estimation of $X_{i_{1}} \ldots X_{i_{j}} R k$ is similar. (See the discussion of $X_{i} R k-R \tilde{X}_{j} k$ in [RS] p. 302.)

## Appendix: Exponential mappings and the Campbell-Hausdorff formula

In this appendix we briefly recall the basic properties of exponential mappings induced by vector fields. Thus suppose that $\Omega \subset \mathbf{R}^{N}$ is an open set, and that $Y$ is a $C^{\infty}$ real vector field defined on $\Omega . Y$ then induces a local one parameter group of transformations on $\Omega$ as follows: for each $x \in \Omega$ let $E_{Y}(t, x)=E(t, x)$ be the unique solution to the initial value problem

$$
\begin{equation*}
\frac{\partial E}{\partial t}(t, x)=Y(E(t, x)), \quad E(0, x)=x \tag{1}
\end{equation*}
$$

This unique solution always exists for $|t|$ sufficiently small. In fact, if $K \subset \subset \Omega$ is compact, there is a number $\delta_{0}>0$ so that $E:\left(-\delta_{0}, \delta_{0}\right) \times K \rightarrow \Omega$ is a $C^{\infty}$ mapping. Moreover, if the vector field $Y=Y\left(u_{1}, \ldots, u_{p}\right)$ depends in a $C^{\infty}$ manner on a parameter $u=\left(u_{1}, \ldots, u_{p}\right) \in U \subset \mathbf{R}^{p}$ where $U$ is open, then if $K \subset \subset \Omega$ and $L \subset \subset U$ are compact, there is a constant $\delta_{0}>0$ so that the solution

$$
E\left(u_{1}, \ldots, u_{p}, t, x\right)=E: L \times\left(-\delta_{0}, \delta_{0}\right) \times K \rightarrow \Omega
$$

is a $C^{\infty}$ mapping. (A discussion of existence and uniqueness of solutions of (1), and of smoothness of dependence on parameters can be found in Dieudonné [D], Chapter X.)

The uniqueness of the solution to (1) shows that

$$
\begin{equation*}
E(s, E(t, x))=E(s+t, x) \quad \text { if } x \in K,|s|+|t|<\delta_{0} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{Y}(\lambda t, x)=E_{\lambda Y}(t, x) \quad \text { if } x \in K,|\lambda t|<\delta_{0} \tag{3}
\end{equation*}
$$

Equation (2) shows that the mapping

$$
x \mapsto E(t, x)
$$

is a diffeomorphism on compact subsets of $\Omega$ if $t$ is sufficiently small. Equation (3) shows that $E_{t y}(1, x)$ is well defined on compact subsets for all $t$ sufficiently small. We define

$$
\exp (Y)(x)=E_{y}(1, x)
$$

whenever the right hand side is defined. In particular, $\exp (t Y)(x)$ is always defined for small $|t|$.

If $f$ is a $C^{\infty}$ function defined near a point $x_{0} \in \Omega$ the function

$$
F(t)=f\left(\exp (t Y)\left(x_{0}\right)\right)
$$

is defined and $C^{\infty}$ near $t=0$, and the differential equation (1) shows that

$$
F^{\prime}(t)=(Y f)\left(\exp (t Y)\left(x_{0}\right)\right)
$$

This shows that the Taylor series expansion of $F$ at $t=0$ is given by

$$
\begin{equation*}
F(t) \sim \sum_{n=0}^{\infty} \frac{1}{n!}\left(Y^{n} f\right)\left(x_{0}\right) t^{n}=e^{t Y} f\left(x_{0}\right) \tag{4}
\end{equation*}
$$

where the last expression is thought of as a formal power series in $(t Y)$.

Now suppose that $Y_{1}, \ldots, Y_{P}$ are real $C^{\infty}$ vector fields on $\Omega$. If $u=\left(u_{1}, \ldots, u_{P}\right) \in \mathbf{R}^{P}$, then $\Sigma_{j=1}^{P} u_{j} Y_{j}$ is again a real $C^{\infty}$ vector field on $\Omega$, and we may consider $\exp \left(\sum_{j=1}^{P} u_{j} Y_{j}\right)(x)$ for $x \in \Omega, u \in \mathbf{R}^{P}$. It is clear that this is well defined for

$$
|u|=\left(\sum_{j=1}^{P}\left|u_{j}\right|^{2}\right)^{1 / 2}
$$

sufficiently small. In fact if $K \subset \subset \Omega$ is compact, there exists $\delta_{0}>0$ so that $\exp \left(\sum u_{j} Y_{j}\right)(x)$ exists for $x \in K$ and $|u|<\delta_{0}$. Moreover the mapping

$$
\left(u_{1}, \ldots, u_{P} ; x\right) \mapsto \exp \left(\sum u_{j} Y_{j}\right)(x)
$$

is infinitely differentiable. For $x \in \Omega$, we may define

$$
\exp _{x}\left(u_{1}, \ldots, u_{P}\right)=\exp \left(\sum u_{j} Y_{j}\right)(x)
$$

Then $\exp _{x}$ is a $C^{\infty}$ mapping of a neighborhood of 0 in $\mathbf{R}^{p}$ to $\Omega$ with $\exp _{x}(0)=x$. This induces the differential mapping $d\left(\exp _{x}\right): T_{0} \mathbf{R}^{P} \rightarrow T_{x} \Omega$ between tangent spaces. It follows easily from the differential equation (1) that

$$
d\left(\exp _{x}\right)\left(\frac{\partial}{\partial u_{j}}\right)=Y_{j}(x), \quad j=1, \ldots, P
$$

In particular, if $P=N$ and $Y_{1}, \ldots, Y_{N}$ is a basis for the tangent space $T_{x} \Omega$, this shows that $d\left(\exp _{x}\right)$ is a bijection. The inverse function theorem, together with the smoothness of the mapping $\left(u_{1}, \ldots, u_{N} ; x\right) \mapsto \exp \left(\sum u_{j} Y_{j}\right)(x)$, proves:

Proposition 4.1. Let $Y_{1}, \ldots, Y_{N}$ be $C^{\infty}$ real vector fields on an open set $\Omega \subset \mathbf{R}^{N}$. Suppose $Y_{1}, \ldots, Y_{N}$ are linearly independent at each point of $\Omega$. let $K \subset \subset \Omega$ be compact. Then there are finite positive constants $\delta_{1}, \delta_{2}$, and $C$ so that:
(a) For $x \in K$, $\exp _{x}$ is a diffeomorphism of $\left\{u \in \mathbf{R}^{N}| | u \mid<\delta_{1}\right\}$ onto a neighborhood $V_{x}$ of $x$ in $\Omega$.
(b) For $x \in K,\left\{y \in \mathbf{R}^{N}| | x-y \mid<\delta_{2}\right\} \subset V_{x}$.
(c) For $x \in K$, if $u_{j} \in \mathbf{R}^{N}$ with $\left|u_{j}\right|<\delta_{1}$ for $j=1,2$,

$$
\left|\exp _{x}\left(u_{1}\right)-\exp _{x}\left(u_{2}\right)\right| \leqslant C\left|u_{1}-u_{2}\right|
$$

COROLLARY 4.1. Let $x_{0} \in \Omega$. Then there is an open neighborhood $U$ of $x_{0}$ and constants $\delta_{0}>0, C<\infty$ so that
(a) If $x \in U, \exp _{x}$ is a diffeomorphism of $\left\{u \in \mathbf{R}^{N}| | u \mid<\delta_{0}\right\}$ onto an open set in $\Omega$ containing $U$.
(b) If $x, y \in U$ and $y=\exp _{x}(u)$ with $|u|<\delta_{0}$ then $\exp _{x}(t u) \in \Omega$ for $0 \leqslant t \leqslant 1$.
(c) If $x \in U, u_{j} \in \mathbf{R}^{N}$ with $\left|u_{j}\right|<\delta_{0}$ for $j=1,2$ then

$$
\left|\exp _{x} u_{1}-\exp _{x} u_{2}\right| \leqslant c\left|u_{1}-u_{2}\right|
$$

We shall need a generalization of (a) which is proved in the same way:
Corollary 4.2. Suppose $V_{1}, \ldots, V_{r}$ are some additional vector fields. Then if $v=\left(v_{1}, \ldots, v_{r}\right)$ with $\left|v_{j}\right|<\delta_{0}$

$$
\exp _{x}\left(u_{1} Y_{1}+\ldots+u_{N} Y_{N}+v_{1} V_{1}+\ldots+v_{r} V_{r}\right)
$$

is a diffeomorphism of $|u|<\delta_{0}$ onto an open subset of a neighborhood of

$$
\exp _{x}\left(v_{1} V_{1}+\ldots+v_{r} V_{r}\right)
$$

We shall call $U$ a normal neighborhood of $x_{0}$. If $U$ is a normal neighborhood of $x_{0}$ then for each $x \in U$ we can introduce coordinates in $U$ via the mapping $\left(\exp _{x}\right)^{-1}$ : $U \rightarrow \mathbf{R}^{N}$. We call these the canonical coordinates at $x$, relative to the linearly independent vector fields $Y_{1}, \ldots, Y_{N}$.

Next, we return to the more general situation of $P$ (not necessarily linearly independent) vector fields $Y_{1}, \ldots, Y_{P}$ on $\Omega$. If $x_{0} \in \Omega$ and $f$ is a $C^{\infty}$ function defined near $x_{0}$ the function

$$
F\left(u_{1}, \ldots, u_{P}\right)=f\left(\exp \left(\sum u_{j} Y_{j}\right)\left(x_{0}\right)\right)
$$

is defined and $C^{\infty}$ near $0 \in \mathbf{R}^{N}$. As a generalization of equation (4) we have
Proposition 4.2. The formal Taylor series of $F$ at $0 \in \mathbf{R}^{P}$ is given by

$$
F\left(u_{1}, \ldots, u_{P}\right) \sim \sum_{n=0}^{\infty} \frac{1}{n!}\left(\sum u_{j} Y_{j}\right)^{n} f\left(x_{0}\right) \equiv e^{\Sigma u_{j} Y_{j}} f\left(x_{0}\right)
$$

Proof. Define

$$
G\left(t, u_{1}, \ldots, u_{P}\right)=F\left(t u_{1}, \ldots, t u_{P}\right)
$$

Then $G\left(t, u_{1}, \ldots, u_{P}\right)=f\left(\exp t\left(\sum u_{j} Y_{j}\right)\left(x_{0}\right)\right)$, and from equation (4) we have

$$
\frac{\partial^{n} G}{\partial t^{n}}\left(0, u_{1}, \ldots, u_{P}\right)=\left(\sum u_{j} Y_{j}\right)^{n} f\left(x_{0}\right)
$$

On the other hand

$$
\frac{\partial^{n} G}{\partial t^{n}}\left(0, u_{1}, \ldots, u_{P}\right)=\sum_{|\alpha|=n} \frac{n!}{\alpha!} u^{\alpha} \frac{\partial^{\alpha} F}{\partial u^{\alpha}}(0)
$$

so

$$
\sum_{|\alpha|=n} \frac{u^{\alpha}}{\alpha!} \frac{\partial^{\alpha} F}{\partial u^{\alpha}}(0)=\frac{1}{n!}\left(\sum u_{j} Y_{j}\right)^{n} f\left(x_{0}\right)
$$

Q.E.D.

We have seen that if $K \subset \subset \Omega$ is compact, there exists $\delta_{0}>0$ so that the mapping $K \rightarrow \Omega$ given by

$$
x \mapsto \exp \left(\sum u_{j} Y_{j}\right)(x)
$$

is a diffeomorphism if $|u|<\delta_{0}$. We shall often have need to compose two such diffeomorphisms. Let $x_{0} \in \Omega$ and let $f$ be a $C^{\infty}$ function defined near $x_{0}$. Then the function

$$
F\left(s_{1}, \ldots, s_{P}, t_{1}, \ldots, t_{P}\right)=f\left(\exp \left(\sum s_{j} Y_{j}\right) \circ \exp \left(\sum t_{j} Y_{j}\right)\left(x_{0}\right)\right)
$$

is defined and $C^{\infty}$ near $0 \in \mathbf{R}^{2 P}$. According to Proposition 2, for $|t|$ sufficiently small

$$
\sum_{|\alpha|=n} \frac{s^{\alpha}}{\alpha!} \frac{\partial^{|a|} F}{\partial s^{\alpha}}(0, t)=\frac{1}{n!}\left(\left(\sum s_{j} Y_{j}\right)^{n} f\right)\left(\exp \left(\sum t_{j} Y_{j}\right)\left(x_{0}\right)\right)
$$

Applying the proposition again we have

$$
\sum_{\substack{|\alpha|=n \\|\beta|=m}} \frac{s^{\alpha} t^{\beta}}{\alpha!\beta!} \frac{\partial^{|a|+|\beta|} F}{\partial s^{\alpha} \partial t^{\beta}}(0,0)=\frac{1}{m!} \frac{1}{n!}\left(\sum t_{j} Y_{j}\right)^{m}\left(\sum s_{j} Y_{j}\right)^{n} f\left(x_{0}\right)
$$

Thus the formal power series of $F$ at $(0,0)$ is given by

$$
F\left(s_{1}, \ldots, s_{P}, t_{1}, \ldots, t_{P}\right) \sim \sum_{m, n=0}^{\infty} \frac{1}{m!n!}\left(\sum t_{j} Y_{j}\right)^{m}\left(\sum s_{j} Y_{j}\right)^{n} f\left(x_{0}\right)
$$

But the right hand side, viewed as a formal series in $t$ and $s$ is exactly $e^{\Sigma t_{j} Y_{j}} e^{\Sigma s_{j} Y_{j}} f\left(x_{0}\right)$. According to the Campbell-Hausdorff formula, the formal series $e^{\Sigma t_{j} Y_{j}} e^{\Sigma s_{j} Y_{j}}$ can be written as $e^{Z}$ where

$$
\begin{align*}
Z= & \sum_{n=1}^{\infty}(-1)^{n+1} n^{-1} \sum_{a_{i}+\beta_{i} \neq 0}(\alpha!\beta!(\alpha+\beta))^{-1}\left(\operatorname{ad}\left(\sum t_{j} Y_{j}\right)\right)^{\alpha_{1}}\left(\operatorname{ad}\left(\sum s_{j} Y_{j}\right)\right)^{\beta_{1}} \\
& \times \ldots\left(\operatorname{ad}\left(\sum s_{j} Y_{j}\right)^{\beta_{n}-1} S\right) \tag{5}
\end{align*}
$$

(see Hörmander [H], p. 160, or Hochschild [Ho], Chapter X). If $M$ is a positive integer, let $Z_{M}$ be the finite partial sum of the formal series for $Z$ so that $Z-Z_{M}=O\left(|s|^{M}+|t|^{M}\right)$. We now have

$$
f\left(\exp \left(\sum s_{j} Y_{j}\right) \circ \exp \left(\sum t_{j} Y_{j}\right)\left(x_{0}\right)\right)-f\left(\exp \left(Z_{M}\right)\left(x_{0}\right)\right)=O\left(|s|^{M}+|t|^{M}\right)
$$

Since $f$ is arbitary, we also have:
Proposition 4.3. Let $K \subset \subset \Omega$ be compact, and let $M$ be a positive integer. There exists a constant $C$ so that for $x \in K$

$$
\left|\exp \left(\sum s_{j} Y_{j}\right) \circ \exp \left(\sum t_{j} Y_{j}\right)(x)-\exp Z_{m}(x)\right| \leqslant C\left(|s|^{M}+|t|^{M}\right)
$$
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