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## 1. Introduction

It is a matter of general agreement that the $L_{p}(\mu)$ spaces ( $1 \leqslant p \leqslant \infty$ and $\mu$ a measure) and the $C(K)$ spaces ( $K$ compact Hausdorff) are among the most important Banach spaces. A central part of Banach space theory is devoted to the investigation of the special properties of these spaces and some closely related spaces. This part of Banach space theory is often called the theory of the classical Banach spaces. It is our feeling that in order to get a well rounded theory of the classical Banach spaces, in the framework of the isometric theory, it is worthwhile to take as the main objects of the investigation the class of Banach spaces $X$ for which $X^{*}=L_{p}(\mu)$ for some $1 \leqslant p \leqslant \infty$ and some measure $\mu$. Let us examine briefly the relation of this latter class of spaces to those mentioned in the first sentence. Since for $1<p<\infty$ the $L_{p}(\mu)$ spaces are reflexive it is clear that $X^{*}=L_{p}(\mu)$ if and only if $X=L_{q}(\mu)\left(p^{-1}+q^{-1}=1\right)$. Grothendieck [6] proved the non obvious fact that if $X^{*}=L_{\infty}(\mu)$ then $X=L_{1}(\mu)$. Well-known results of F. Riesz and Kakutani show that if $X=C(K)$ then $X^{*}=L_{1}(\mu)$ for a suitable $\mu$. There are, however, Banach spaces $X$ which are not isometric to $C(K)$ spaces while their duals are $L_{1}(\mu)$ spaces. These are thus the only spaces which should be included in the geometric theory of the classical Banach spaces and which are not "classical" in the strict sense.

The most important geometric properties of the Banach spaces $C(K)$ are shared exactly by the class of all spaces whose duals are $L_{1}(\mu)$ spaces. Examples of such properties are the extension properties for compact operators which were studied in [14]. The $C(K)$ spaces are singled out from all the spaces whose duals are $L_{1}(\mu)$ mainly by the fact that they have natural additional structure as algebras or vector lattices. (There is, though, also a pure Banach space theoretic property which singles out the $C(K)$ spaces among
the general preduals of $L_{1}$, cf. section 4 below.) Another fact which shows that the extension of the notion of classical spaces which we use, is a natural one, is the following (cf. [16] and [12] and their references): Let $X$ be a separable Banach space. Then $X^{*}$ is an $L_{p}(\mu)$ space if and only if $X$ can be represented as $X=\overline{\mathcal{U}_{n=1}^{\infty} E_{n}}$ where $E_{1} \subset E_{2} \subset E_{3} \ldots$ and for every $n, E_{n}$ is isometric to the $n$-dimensional $L_{q}$ space (i.e. $E_{n}=l_{q}^{n}$ in the usual notation) where $p^{-1}+q^{-1}=1$ ( $q=1$ resp. $\infty$ if $p=\infty$ resp. 1 ). Let us mention in passing that for the isomorphic (rather than isometric) theory of Banach spaces there is a different natural setting for the study of the classical Banach spaces namely that of the $\mathcal{L}_{p}$ spaces which were introduced in [16]. In the present paper we shall be concerned only with the isometric theory of the classical spaces and more precisely with the study of those spaces which are not strictly "classical" i.e. those whose duals are $L_{1}$ spaces.

Several subclasses of the class of spaces whose duals are $L_{1}$ spaces (besides the $C(K)$ spaces) have already been studied extensively in the literature and were found to be of importance in other areas of mathematical analysis. This in particular is the case for those spaces which can be ordered in a way compatible with the duality and the natural order of $L_{1}(\mu)$ i.e. the simplex spaces (see section 4 below for details). Most of the results which were proved for simplex spaces can be extended to the general case of spaces whose duals are $L_{1}$ spaces. In section 2 we extend the separation theorem of Edwards [3] and the selection theorem of the first named author [10] to this general setting. Among the corollaries of the selection theorem is the result that every separable Banach space $X$ whose dual is a nonseparable $L_{1}(\mu)$ space contains a subspace isometric to $C(K)$ with $K$ the Cantor set and hence contains a copy of every separable Banach space. It seems to us that the setting of section 2 is the natural one for the separation and selection theorems in Banach space theory. This setting is probably also the natural one in other contexts. For example the difficulties encountered in the theory of polytopes of Alfsen [1] and Phelps [20] seem to stem from the fact that their starting point was the Choquet simplexes instead of unit balls of $L_{1}(\mu)$ in a $w^{*}$ compact topology in which the positive cone is not necessarily closed. It is also very likely that general preduals of $L_{1}(\mu)$ will find a natural role in areas like potential theory or $C^{*}$ algebras which will generalize the present role of Choquet simplexes in these areas.

In section 3 the generalized separation theorem of section 2 is used in proving a theorem which characterizes preduals of $L_{1}(\mu)$ by the structure of their finite-dimensional subspaces. (A weaker version of this result was proved in [12].) For separable infinitedimensional preduals of $L_{1}(\mu)$ the characterization theorem implies easily the existence of a representation of the type mentioned already above. Every such space $X$ can be written as $\overline{\bigcup_{n=1}^{\infty} E_{n}}$ where $E_{n} \subset E_{n+1}$ and $E_{n}=l_{\infty}^{n}$ (the space of $n$-tuples $x=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ with
$\|x\|=\max \left|\lambda_{i}\right|$ ) for every $n$. We thus obtain a different and more transparent proof of the results of Michael and Pełczyński [19].

Section 4, which is to a large extent an introduction to section 5, is devoted to the question of functional representation of the preduals of $L_{1}(\mu)$. We give there the definitions of the main classes of spaces whose duals are $L_{1}$ spaces and recall some results of [17]. We also make there some comments on the relation between simplex spaces and the general preduals of $L_{1}(\mu)$.

Every representation of a space $X$ as $\bigcup_{n=1}^{\infty} E_{n}$ with $E_{n} \subset E_{n+1}$ and $E_{n}=l_{\infty}^{n}$ gives rise in a natural way to a triangular matrix $A=\left\{a_{i, n}\right\}_{n=1,2,3,}^{1 \leqslant i \leqslant n} \ldots$ with $\Sigma_{i=1}\left|a_{i, n}\right| \leqslant 1$ for every $n$. We can thus associate with every infinite-dimensional separable predual of an $L_{1}$ space a class of such traingular matrices called the representing matrices of $X$. Conversely every such matrix $A$ is a representing matrix for a uniquely defined space whose dual is an $L_{1}$ space. Section 5 is devoted to the study of some special examples, as well as the proof of some consequences, of this correspondence between preduals of $L_{1}(\mu)$ and their representing matrices. We show in particular that every metrizable infinite-dimensional Choquet simplex is an inverse limit of a system $\Delta_{1} \stackrel{\varphi_{1}}{\leftarrow} \Delta_{2} \stackrel{\varphi_{2}}{\leftarrow} \Delta_{3} \longleftarrow \ldots$ where for every $n, \Delta_{n}$ is an $n$ - dimensional simplex, and $\varphi_{n}$ is a surjective affine map. We also give a simple proof of the existence of a space constructed first by Gurariĭ [7].

## 2. Separation and selection theorems

Let us first introduce some definitions. The unit ball of a Banach space $X$ is denoted by $B(X)$. A face $F$ of $B\left(X^{*}\right)$ will be said to be essentially $w^{*}$-closed if conv $(F \cup-F)$ is $w^{*}$-closed. Obviously a $w^{*}$-closed face is essentially $w^{*}$-closed and simple examples show that the converse is false. A subset $H$ of $B\left(X^{*}\right)$ is called a facial section if there is a face $F$ of $B\left(X^{*}\right)$ such that $H=\operatorname{conv}(F \cup-F)$. A real or vector valued function $f$ defined on a symmetric (with respect to 0 ) set in a linear space is said to be symmetric if $f(-x)=-f(x)$ for every $x$ in the domain of definition of $f$. All the Banach spaces we consider in this paper will be over the reals.

Lemma 2.1. Let $X$ be a Banach space whose dual is an $L_{1}$ space. Let $F$ be an essentially $w^{*}$-closed face of $B\left(X^{*}\right)$. Then the linear subspace $V$ of $X^{*}$ algebraically spanned by $F$ is $w^{*}$-closed and $V \cap B\left(X^{*}\right)=\operatorname{conv}(F \cup-F)$.

Proof. By a classical result [cf. 2, p. 43] the first assertion is a consequence of the second. Clearly we have to prove only that $V \cap B\left(X^{*}\right)=\operatorname{conv}(F \cup-F)$.

Let $G$ be a maximal proper face of $B\left(X^{*}\right)$ containing $F$. We order $X^{*}$ by taking as
the positive cone the cone generated by $G$. With this order $X^{*}$ is an abstract $L$ space (i.e. order isomorphic and isometric to $L_{1}(\mu)$ for some $\left.\mu\right)$. Indeed, we assumed that $X^{*}$ is isometric to $L_{1}(\nu)$ for some measure $\nu$ defined on a measure space $\Omega$. We may assume that $\nu$ is well behaved in the sense that $X^{* *}=L_{\infty}(\nu)$. Since $G$ is a maximal face of $B\left(X^{*}\right)$ there is an extreme point $\psi$ of $B\left(X^{* *}\right)$ such that $G=B\left(X^{*}\right) \cap\left\{x^{*} ; \psi\left(x^{*}\right)=1\right\}$. Since $\psi \in \operatorname{ext} B\left(X^{* *}\right)$, $|\psi(t)|=1$ a.e. Define the measure $\mu$ on $\Omega$ by $d \mu=\psi d \nu$. It is clear that the positive cone of $L_{1}(\mu)$ is the cone generated by $G$. Let $x^{*} \in V \cap B\left(X^{*}\right), x^{*} \neq 0$. Then there are $x_{1}^{*}, x_{2}^{*} \in F$ and $\alpha_{1}, \alpha_{2} \geqslant 0$ such that $x^{*}=\alpha_{1} x_{1}^{*}-\alpha_{2} x_{2}^{*}$. The case $\alpha_{1} \cdot \alpha_{2}=0$ can be easily dealt with so we assume $\alpha_{1} \cdot \alpha_{2}>0$. It follows that $x^{*+}=x^{*} \vee 0 \leqslant \alpha_{1} x_{1}^{*}$ i.e. $\alpha_{1} x_{1}^{*}=x^{*+}+\alpha y^{*}$ with $y^{*} \in G$ and $\alpha \geqslant 0$. Suppose that $x^{*+} \neq 0$. Then $x^{*+} /\left\|x^{*+}\right\| \in G$ and $x_{1}^{*}=\left(\left\|x^{*+}\right\| / \alpha_{1}\right)\left(x^{*+} /\left\|x^{*+}\right\|\right)+\left(\alpha / \alpha_{1}\right) y^{*}$.

Since $X^{*}$ is an $L$ space, $\alpha_{1}=\alpha+\left\|x^{*+}\right\|$ and hence $x^{*+} /\left\|x^{*+}\right\| \in F$ (recall that $F$ is a face of $\left.B\left(X^{*}\right)\right)$. Similarly if $x^{*-}=-\left(x^{*} \wedge 0\right) \neq 0$ then $x^{*-} /\left\|x^{*-}\right\| \in F$. Thus if $x^{*+} \neq 0$ and $x^{*-}=0$ we have $x^{*}=\left\|x^{*+}\right\|\left(x^{*+} /\left\|x^{*+}\right\|\right)+\left\|x^{*-}\right\|\left(x^{*-} /\left\|x^{*-}\right\|\right) \in \operatorname{conv}(F \cup-F)$ (recall that $x^{*} \in B\left(X^{*}\right)$ i.e. $\left\|x^{*+}\right\|+\left\|x^{*-}\right\| \leqslant 1$ ). The inclusion relation obviously holds also if either $x^{*+}$ or $x^{*-}$ are 0 and this proves the lemma.

We shall now prove the generalization of Edwards separation theorem [3] to our present setting.

Theorem 2.1. Let $X$ be a Banach space with $X^{*}=L_{1}(\mu)$ for some $\mu$. Let $g: B\left(X^{*}\right) \rightarrow$ $(-\infty, \infty]$ be a concave $w^{*}$-lower semicontinuous function satisfying

$$
\begin{equation*}
g\left(x^{*}\right)+g\left(-x^{*}\right) \geqslant 0, \quad x^{*} \in B\left(X^{*}\right) . \tag{2.1}
\end{equation*}
$$

Let $F$ be an essentially $w^{*}$-closed face of $B\left(X^{*}\right)$ and assume that $f$ is a $w^{*}$-continuous affine symmetric real-valued function on $H=\operatorname{conv}(F \cup-F)$ such that $f \leqslant\left. g\right|_{H}$. Then there exists a $w^{*}$-continuous affine symmetric extension of $f$ to a function $h$ on $B\left(X^{*}\right)$ such that $h \leqslant g$.

Remark. Clearly, a function $h$ on $B\left(X^{*}\right)$ is $w^{*}$-continuous affine and symmetric if and only if $h\left(x^{*}\right)=x^{*}(x)$ for some $x \in X$.

Proof. It is easy to see that without loss of generality we may assume that $g$ is finite and bounded from above on $B\left(X^{*}\right)$. We shall prove first the existence of $h$ under the assumption that for some $\varepsilon>0$

$$
\begin{equation*}
g\left(x^{*}\right)+g\left(-x^{*}\right) \geqslant 2 \varepsilon, \quad x^{*} \in B\left(X^{*}\right) \quad \text { and } \quad g\left(x^{*}\right) \geqslant f\left(x^{*}\right)+\varepsilon, \quad x^{*} \in H . \tag{2.2}
\end{equation*}
$$

We may also assume that $g$ is continuous. Indeed, let $f^{\prime}$ be a continuous extension of $f$ to $B\left(X^{*}\right)$ with $g\left(x^{*}\right)>f^{\prime}\left(x^{*}\right)>-g\left(-x^{*}\right)$ and put $f_{1}\left(x^{*}\right)=\frac{1}{2}\left(f^{\prime}\left(x^{*}\right)-f^{\prime}\left(-x^{*}\right)\right)$. Then $f_{1}$ is continuous symmetric on $B\left(X^{*}\right)$ and $f_{1}\left(x^{*}\right)<g\left(x^{*}\right), x^{*} \in B\left(X^{*}\right)$. By a result of Mokobodzki
[5, Lemma 5.2] and a routine compactness argument we may find a continuous concave function $g_{1}$ on $B\left(X^{*}\right)$ such that $g_{1} \leqslant g$ and $f_{1}\left(x^{*}\right)<g_{1}\left(x^{*}\right), x^{*} \in B\left(X^{*}\right)$. Clearly $g_{1}$ satisfies (2.2) for some $\varepsilon^{\prime}$.

Thus, let $g$ be continuous concave and assume (2.2) holds for it. Let $G$ be a maximal proper face of $B\left(X^{*}\right)$ which contains $F$ and order $X^{*}$ by taking the cone generated by $G$ as the positive cone. Let $V$ be the subspace of $X^{*}$ spanned by $F$. The function $f$ admits a $w^{*}$-continuous linear extension to $V$ which we shall also denote by $f$. (Observe that $f$ can be represented by an element of space $X / V^{\perp}$ where $V^{\perp}$ is the subspace of $X$ orthogonal to $V$ ). Consider the following sets in $X^{*} \times R$ (topologized by the product topology with $X^{*}$ taken in the $w^{*}$-topology).

$$
\begin{gathered}
A_{1}=\left\{\left(x^{*}, g\left(x^{*}\right)\right) ; x^{*} \in B\left(X^{*}\right)\right\} \\
A_{2}=\left\{\left(x^{*}, f\left(x^{*}\right)\right) ; x^{*} \in V\right\} .
\end{gathered}
$$

We want to prove that the closed convex hull of $A_{1}$ is disjoint from $A_{2}$. From Lemma 9.6 in [21] it follows that for any $x^{*} \in B\left(X^{*}\right)$ one has

$$
\inf \left\{r:\left(x^{*}, r\right) \in \overline{\operatorname{con} v}\left(A_{1}\right)\right\}=\inf \left\{r:\left(x^{*}, r\right) \in \operatorname{conv}\left(A_{1}\right)\right\} .
$$

It is enough then to show that if $\left(x^{*}, r\right) \in \operatorname{conv}\left(A_{1}\right)$ and $x^{*} \in H$ then $r \geqslant \varepsilon+f\left(x^{*}\right)$.
Let $x^{*} \in H$ and $\left(x^{*}, r\right) \in \operatorname{conv}\left(A_{1}\right)$. Then there are $\left\{x^{*}\right\}_{i=1}^{n}$ in $B\left(X^{*}\right)$ and $\left\{\mu_{i}\right\}_{i-1}^{n}$ with $\mu_{i} \geqslant 0, \quad \Sigma \mu_{i}=1, x^{*}=\Sigma_{i=1}^{n} \mu_{i} x_{i}^{*}$ and $r=\Sigma_{i=1}^{n} \mu_{i} g\left(x_{i}^{*}\right)$. Since $B\left(X^{*}\right)=\operatorname{conv}(G \cup-G)$ and $H=\operatorname{conv}(F \cup-F)$ there are $y_{i}^{*}, z_{i}^{*} \in G, y^{*}, z^{*} \in F$ and $1 \geqslant \lambda_{i}, \lambda \geqslant 0$ such that $x_{i}^{*}=\lambda_{i} y_{i}^{*}+$ $\left(1-\lambda_{i}\right)\left(-z_{i}^{*}\right), i=1,2, \ldots n$, and $x^{*}=\lambda y^{*}+(1-\lambda)\left(-z^{*}\right)$. It follows that

$$
\begin{equation*}
\sum_{i=1}^{n} \mu_{i} \lambda_{i} y_{i}^{*}+(1-\lambda) z^{*}=\sum_{i=1}^{n} \mu_{i}\left(1-\lambda_{i}\right) z_{i}^{*}+\lambda y^{*} \tag{2.3}
\end{equation*}
$$

and by the fact that $g$ is concave,

$$
\begin{equation*}
\sum_{i=1}^{n} \mu_{i}\left(1-\lambda_{i}\right) g\left(-z_{i}^{*}\right)+\sum_{i=1}^{n} \mu_{i} \lambda_{i} g\left(y_{i}^{*}\right) \leqslant r . \tag{2.4}
\end{equation*}
$$

From (2.3) and the decomposition lemma for vector lattices (cf. e.g. [21, Lemma 9.1]) there are $u_{i, j}^{*} \in G$ and $\alpha_{i, j} \geqslant 0, i, j=1,2, \ldots, n+1$ such that

$$
\begin{gather*}
\mu_{i} \lambda_{i} y_{i}^{*}=\sum_{j=1}^{n+1} \alpha_{i, j} u_{i, j}^{*}, \quad 1 \leqslant i \leqslant n  \tag{2.5}\\
\mu_{j}\left(1-\lambda_{j}\right) z_{j}^{*}=\sum_{i=1}^{n+1} \alpha_{i, j} u_{i, j}^{*}, \quad 1 \leqslant j \leqslant n \tag{2.6}
\end{gather*}
$$

$$
\begin{equation*}
\lambda y^{*}=\sum_{i=1}^{n+1} \alpha_{i, n+1} u_{i, n+1}^{*}, \quad(1-\lambda) z^{*}=\sum_{j=1}^{n+1} \alpha_{n+1, j} u_{n+1, j}^{*} \tag{2.7}
\end{equation*}
$$

From these equations and the additivity of the norm on the non-negative elements in $X^{*}$ we get

$$
\begin{gather*}
\mu_{i} \lambda_{i}=\sum_{j=1}^{n+1} \alpha_{i, j}, \quad \mu_{j}\left(1-\lambda_{j}\right)=\sum_{i=1}^{n+1} \alpha_{i, j},  \tag{2.8}\\
\lambda=\sum_{i=1}^{n+1} \alpha_{i, n+1}, \quad l-\lambda=\sum_{j=1}^{n+1} \alpha_{n+1, j} \tag{2.9}
\end{gather*}
$$

From (2.5), (2.6) and (2.8) it follows that

$$
\begin{gathered}
\mu_{i} \lambda_{i} g\left(y_{i}^{*}\right) \geqslant \sum_{j=1}^{n+1} \alpha_{i, j} g\left(u_{i, j}^{*}\right), \quad 1 \leqslant i \leqslant n, \\
\mu_{j}\left(1-\lambda_{j}\right) g\left(-z_{j}^{*}\right) \geqslant \sum_{i=1}^{n+1} \alpha_{i, j} g\left(-u_{i, j}^{*}\right), \quad 1 \leqslant j \leqslant n .
\end{gathered}
$$

By (2.2) and (2.4)

$$
\begin{aligned}
& r \geqslant \sum_{i=1}^{n} \sum_{j=1}^{n+1} \alpha_{i, j} g\left(u_{i, j}^{*}\right)+\sum_{j=1}^{n} \sum_{i=1}^{n+1} \alpha_{i, j} g\left(-u_{i, j}^{*}\right) \geqslant 2 \varepsilon \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i, j}=\sum_{i=1}^{n} \alpha_{i, n+1} g\left(u_{i, n+1}^{*}\right)+\sum_{j=1}^{n} \alpha_{n+1, j} g\left(u_{n+1, j}^{*}\right) \\
& \geqslant 2 \varepsilon \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i, j}+\sum_{i=1}^{n+1} \alpha_{i, n+1} f\left(u_{i, n+1}^{*}\right)+\varepsilon \sum_{i+1}^{n} \alpha_{i, n+1}-\sum_{j=1}^{n+1} \alpha_{n+1, j} f\left(u_{n+1, j}^{*}\right)+\varepsilon \sum_{j=1}^{n} \alpha_{n+1, j}
\end{aligned}
$$

(We used in the last step also the fact that by (2.7) and the fact that $F$ is a face of $B\left(X^{*}\right)$, $u_{i, n+1}^{*}$ and $u_{n+1, j}^{*}$ belong to $F$ whenever $\alpha_{i, n+1} \neq 0$ resp. $\alpha_{n+1, j} \neq 0$.) Hence by (2.7), (2.8) and (2.9)

$$
r \geqslant \lambda f\left(y^{*}\right)-(1-\lambda) f\left(z^{*}\right)+\varepsilon\left(\sum_{i=1}^{n} \lambda_{i} \mu_{i}+\sum_{j=1}^{n}\left(1-\lambda_{j}\right) u_{j}\right)=f\left(x^{*}\right)+\varepsilon
$$

and this proves our assertion concerning conv $A_{1}$. The linear manifold $A_{2}$ is closed by Lemma 2.1 and conv $A_{1}$ is compact. Thus there is a closed hyperplane $C$ in $X^{*} \times R$ such that $C \cap \overline{\operatorname{conv} A_{1}}=\phi$ and $A_{2} \subset C$. We define now $h$ on $B\left(X^{*}\right)$ by the requirement that $\left(x^{*}, h\left(x^{*}\right)\right) \in C, x^{*} \in B\left(X^{*}\right)$. It is obvious that this $h$ has all the required properties.

We pass now to the proof of the theorem in the general case (i.e. if we do not assume (2.2)). The technique for doing this is similar to that used by Edwards in [3]. Let $f$ and $g$ be as in the statement of the theorem.

By the preceding argument there is a $w^{*}$-continuous $h_{1}$ on $X^{*}$ such that $\left.h_{1}\right|_{B\left(X^{*}\right)} \leqslant g+\frac{2}{3}$
and $\left.h_{1}\right|_{H}=f$. Assume that we have found $\left\{h_{i}\right\}_{i=1}^{n}$, all $w^{*}$-continuous linear extensions of $f$ so that

$$
\begin{array}{cl}
\left.h_{i}\right|_{B(X *)} \leqslant g+\left(\frac{2}{3}\right)^{i} & i=1,2, \ldots, n \\
\left\|h_{i}-h_{i-1}\right\| \leqslant\left(\frac{2}{3}\right)^{t+1} & i=2,3, \ldots, n
\end{array}
$$

Let $g_{n+1}=\min \left[h_{n}+\left(\frac{2}{3}\right)^{n+1}, g+\left(\frac{2}{3}\right)^{n+1}\right]$; then $g_{n+1}$ is concave, $w^{*}$-lower semicontinuous, and $g_{n+1} \geqslant f+\left(\frac{2}{3}\right)^{n+1}$ on $H$. Furthermore, $g_{n+1}\left(x^{*}\right)+g_{n+1}\left(-x^{*}\right) \geqslant \frac{1}{3}\left(\frac{2}{3}\right)^{n}$ for $x^{*}$ in $B\left(X^{*}\right)$. Indeed, if $h_{n}\left(x^{*}\right) \leqslant g\left(x^{*}\right)$ and $h_{n}\left(-x^{*}\right) \leqslant g\left(-x^{*}\right)$, then $g_{n+1}\left(x^{*}\right)+g_{n+1}\left(-x^{*}\right)=\left(\frac{2}{3}\right)^{n+1}$ while if $h_{n}\left(x^{*}\right)>$ $g\left(x^{*}\right)$, then $g\left(-x^{*}\right) \geqslant-g\left(x^{*}\right)$ and $\left|h_{n}\left(x^{*}\right)-g\left(x^{*}\right)\right| \leqslant\left(\frac{2}{3}\right)^{n}$, hence $g_{n+1}\left(x^{*}\right)+g_{n+1}\left(-x^{*}\right) \geqslant$ $\min \left[h_{n}\left(x^{*}\right), g\left(x^{*}\right)\right]-\max \left[h_{n}\left(x^{*}\right), g\left(x^{*}\right)\right]+2\left(\frac{2}{3}\right)^{n+1}=2\left(\frac{2}{3}\right)^{n+1}-\left|h_{n}\left(x^{*}\right)-g\left(x^{*}\right)\right| \geqslant \frac{1}{3}\left(\frac{2}{3}\right)^{n}$. A similar argument applies if $h_{n}\left(-x^{*}\right)>g\left(-x^{*}\right)$. Thus $g_{n+1}$ satisfies (2.2) for some $\varepsilon>0$ and hence there exists a $w^{*}$-continuous linear extension $h_{n+1}$ of $f$ such that $\left.h_{n+1}\right|_{B\left(X^{*}\right)} \leqslant g+\left(\frac{2}{3}\right)^{n+1}$ and, for $x^{*}$ in $B\left(X^{*}\right)$, we have $h_{n}\left(x^{*}\right)+\left(\frac{2}{3}\right)^{n+1} \geqslant h_{n+1}\left(x^{*}\right)=-h_{n+1}\left(-x^{*}\right) \geqslant h_{n}\left(x^{*}\right)-\left(\frac{2}{3}\right)^{n}$, i.e. $\left\|h_{n+1}-h_{n}\right\| \leqslant\left(\frac{2}{3}\right)^{n+1}$. The sequence $\left\{h_{i}\right\}_{i=1}^{\infty}$ converges in norm to an $h$ which has all the desired properties.

Remark. From the first part of the proof it follows that if $g$ satisfies (2.2) for a suitable $\varepsilon>0$ then $h$ can be chosen such that $g\left(x^{*}\right)>h\left(x^{*}\right)$ for every $x^{*} \in B\left(X^{*}\right)$.

We pass now to the proof of a selection theorem for certain set valued maps defined on $B\left(X^{*}\right)$. This theorem is a generalization of [10, Theorem 3.1] which in turn partially generalized a selection theorem of Michael [18]. The proof given here is a modification of Léger's [1.3] simpler proof of [10, Theorem 3.1]. First we need some additional notations. If $E$ is a locally convex space we denote by $c(E)$ the set of all convex non empty subsets of $E$ and by $\bar{c}(E)$ the set of all closed sets in $c(E)$. A map $\varphi$ from a convex subset $C$ of a linear space into $c(E)$ is called convex if

$$
\lambda \varphi\left(x_{1}\right)+(1-\lambda) \varphi\left(x_{2}\right) \subset \varphi\left(\lambda x_{1}+(1-\lambda) x_{2}\right), \quad 0 \leqslant \lambda \leqslant 1, \quad x_{1}, x_{2} \in C .
$$

The $\operatorname{map} \varphi$ is said to be lower semicontinuous if

$$
\{x ; \varphi(x) \cap U \neq \varnothing\} \text { is open for every open } U \text { in } E
$$

We say that $\varphi$ is symmetric if $-\varphi(x)=\varphi(-x)$ whenever $x,-x \in C$. By a selection for $\varphi$ we mean a map $f: C \rightarrow E$ such that $f(x) \in_{\varphi}(x)$ for every $x \in C$.

Theorem 2.2. Let $X$ be a Banach space such that $X^{*}$ is an $L_{1}(\mu)$ space and let $E$ be a Frechét space. Let $\varphi: B\left(X^{*}\right) \rightarrow \bar{c}(E)$ be a convex symmetric $w^{*}$-lower semicontinuous map. Then $\varphi$ admits a $w^{*}$-continuous affine symmetric selection $h$. Moreover, if $F$ is an essentially closed
face of $B\left(X^{*}\right), H=\operatorname{conv}(F \cup-F)$ and $f: H \rightarrow E$ a $w^{*}$-continuous affine symmetric selection of $\left.\varphi\right|_{H}$ then the selection $h$ can be chosen so that $\left.h\right|_{H}=f$.

The proof of Theorem 2.2 is based on the following result which ensures the existence of approximate selections.

Lemma 2.2. Let $X$ be a Banach space with $X^{*}=L_{1}(\mu)$, let $E$ be a locally convex space and let $\varphi: B\left(X^{*}\right) \rightarrow c(E)$ be convex symmetric and $w^{*}$-lower semicontinuous. Let $F, H$ and $f$ be as in the statement of Theorem 2.2. Then for every neighborhood $U$ of the origin in $E$ there is a $w^{*}$-continuous symmetric affine $h: B\left(X^{*}\right) \rightarrow E$ such that $h\left(x^{*}\right) \in \varphi\left(x^{*}\right)+U, x^{*} \in B\left(X^{*}\right)$ and $h\left(x^{*}\right)-f\left(x^{*}\right) \in U$ whenever $x^{*} \in H$.

Proof. We shall first prove the lemma if $\operatorname{dim} E<\infty$ by induction on the dimension. Assume that $E=R$ i.e. $\operatorname{dim} E=1$ and let $U$ be a symmetric open interval in $R$. Define

$$
g\left(x^{*}\right)=\sup \left(\varphi\left(x^{*}\right)+U\right), \quad x^{*} \in B\left(X^{*}\right)
$$

Then $g$ is a $w^{*}$-lower semicontinuous concave function which satisfies (2.2) for a suitable $\varepsilon>0$. The existence of a suitable $h$ follows from Theorem 2.1 and the remark following its proof.

Assume now that the lemma is valid for $R^{n}$. Let $E=R^{n+1}=R \times R^{n}$ and let $p, q$ be the canonic projections of $E$ onto $R$ and $R^{n}$ respectively. Let $U_{p}$ and $U_{q}$ be symmetric neighborhoods of the origin in $R$ and $R^{n}$ respectively so that $U_{p} \times U_{q}$ is contained in the given neighborhood $U$ in $E$. By Theorem 2.1 and the preceding argument there is a $w^{*}$ continuous affine symmetric function $k: B\left(X^{*}\right) \rightarrow R$ which extends $p \circ f$ and for which $k\left(x^{*}\right) \in p \circ \varphi\left(x^{*}\right)+\frac{1}{2} U_{p}$ for every $x^{*} \in B\left(X^{*}\right)$. The map $\tilde{\psi}: B\left(X^{*}\right) \rightarrow c(E)$ defined by $\tilde{\psi}\left(x^{*}\right)=$ $p^{-1}\left(k\left(x^{*}\right)+\frac{1}{2} U_{p}\right)$ is convex symmetric and $w^{*}$-lower semicontinuous. Moreover, its graph, that is the set $\left.\left\{x^{*}, p^{-1}\left(k\left(x^{*}\right)+\frac{1}{2} U_{p}\right)\right) ; x^{*} \in B\left(X^{*}\right)\right\}$ is open in $B\left(X^{*}\right) \times R^{n+1}$. It is easy to check (cf. [5, Lemma 8.2]) that the map $\psi: B\left(X^{*}\right) \rightarrow c(E)$, defined by

$$
\psi\left(x^{*}\right)=p^{-1}\left(k\left(x^{*}\right)+\frac{1}{2} U_{p}\right) \cap \varphi\left(x^{*}\right)
$$

is convex symmetric and $w^{*}$-lower semicontinuous. The same properties are shared by the map $q \circ \psi: B\left(X^{*}\right) \rightarrow c\left(R^{n}\right)$, and $q \circ f$ is a selection of $\left.q \circ \psi\right|_{H}$. From the induction hypothesis it follows that there exists a $w^{*}$-continuous affine symmetric selection $\tau$ of $x^{*} \rightarrow q \circ \psi\left(x^{*}\right)+U_{q}$ such that $\tau\left(x^{*}\right) \in q \circ f\left(x^{*}\right)+U_{q}$ for $x^{*} \in H$. It is easy to check that $h: B\left(X^{*}\right) \rightarrow E=R \times R^{n}$ defined by $h\left(x^{*}\right)=\left(k\left(x^{*}\right), \tau\left(x^{*}\right)\right)$ has all the desired properties.

We pass now to the general case. We assume as we clearly may that $U$ is an absolutely convex neighborhood of 0 in $E$. For $y \in E$ define

$$
\begin{gathered}
G_{y}=\left\{x^{*} \in B\left(X^{*}\right) ; y \in \varphi\left(x^{*}\right)+\frac{1}{2} U\right\} \\
G_{y}^{\prime}=\left\{x^{*} \in H ; y \in f\left(x^{*}\right)+\frac{1}{4} U\right\}
\end{gathered}
$$

Since $\varphi$ is $w^{*}$-lower semicontinuous and $f$ is $w^{*}$-continuous, $\left\{G_{y}\right\}_{y \in E}$ and $\left\{G_{y}^{\prime}\right\}_{y \in E}$ are open coverings of $B\left(X^{*}\right)$ and $H$ respectively. Hence there are $\left\{y_{i}\right\}_{i=1}^{n}$ in $E$ such that $B\left(X^{*}\right)=$ $\bigcup_{i=1}^{n} G_{y_{i}}$ and $H=\bigcup_{i=1}^{n} G_{y_{i}}$. Consider the maps $\psi_{1}: B\left(X^{*}\right) \rightarrow c\left(R^{n}\right)$ and $\psi_{2}: H \rightarrow c\left(R^{n}\right)$ defined by
and

$$
\begin{aligned}
\psi_{1}\left(x^{*}\right) & =\left\{\lambda=\left(\lambda_{i}\right) \in R^{n} ; \sum_{i=1}^{n} \lambda_{i} y_{i} \in \varphi\left(x^{*}\right)+\frac{1}{2} U\right\} \\
\psi_{2}\left(x^{*}\right) & =\left\{\lambda=\left(\lambda_{i}\right) \in R^{n} ; \sum_{i=1}^{n} \lambda_{i} y_{i} \in f\left(x^{*}\right)+\frac{1}{4} U\right\}
\end{aligned}
$$

It is easy to check that both maps are convex symmetric and $w^{*}$-lower semicontinuous. Let $W$ be an absolutely convex neighbourhood of the origin in $R^{n}$ such that $\left(\mu_{i}\right) \in W \rightarrow \sum_{i=1}^{n} \mu_{i} y_{i} \in$ $\frac{1}{4} U$. By the first part of the proof the map $x^{*} \rightarrow \psi_{2}\left(x^{*}\right)+W$ of $H$ into $c\left(R^{n}\right)$ admits a $w^{*}$ continuous affine symmetric selection $k$ (note that by Lemma 2.1 and elementary properties of $L_{1}$ spaces the subspace $V$ spanned by $H$ is a dual $L_{1}$ space). Clearly $k\left(x^{*}\right) \in \psi_{1}\left(x^{*}\right)$ for $x^{*} \in H$. Applying again the finite-dimensional case, which we already established, we get a $w^{*}$-continuous symmetric affine $h^{\prime}=\left(h_{1}^{\prime}, \ldots, h_{n}^{\prime}\right): B\left(X^{*}\right) \rightarrow R^{n}$ such that $h^{\prime}\left(x^{*}\right) \in \psi_{1}\left(x^{*}\right)+W$, $x^{*} \in B\left(X^{*}\right)$ and $h^{\prime}\left(x^{*}\right)-k\left(x^{*}\right) \in W$ for $x^{*} \in H$. It is easy to check that $h\left(x^{*}\right)=\sum_{i=1}^{n} h_{i}^{\prime}\left(x^{*}\right) y_{i}$ has all the desired properties.

Proof of Theorem 2.2. Clearly it suffices to prove only the second assertion of the theorem. Let $\left\{p_{n}\right\}_{n=1}^{\infty}$ be an increasing sequence of seminorms on $E$ which determines its topology. For $y \in E$ and $r>0$ put $B_{n}(y, r)=\left\{z \in E: p_{n}(y, z)<r\right\}$. By repeated use of Lemma 2.2 we construct a sequence $\left\{h_{n}\right\}_{n=1}^{\infty}$ of $w^{*}$-continuous affine symmetric functions from $B\left(X^{*}\right)$ to $E$ so that

$$
\begin{array}{ll}
h_{1}\left(x^{*}\right) \in \varphi\left(x^{*}\right)+B_{1}\left(0, \frac{1}{2}\right), & x^{*} \in B\left(X^{*}\right) ; \\
h_{1}\left(x^{*}\right)-f\left(x^{*}\right) \in B_{1}\left(0, \frac{1}{2}\right), & x^{*} \in H
\end{array}
$$

and for $n>1$

$$
\begin{aligned}
& h_{n}\left(x^{*}\right) \in \varphi\left(x^{*}\right) \cap B_{n-1}\left(h_{n-1}\left(x^{*}\right), 2^{-n+1}\right)+B_{n}\left(0,2^{-n}\right), x^{*} \in B\left(X^{*}\right) ; \\
& h_{n}\left(x^{*}\right)-f\left(x^{*}\right) \in B_{n}\left(0,2^{-n}\right) .
\end{aligned}
$$

The completeness of $E$ guarantees that the sequence $\left\{h_{n}\right\}_{n=1}^{\infty}$ converges uniformly to a function $h: B\left(X^{*}\right) \rightarrow E$ which has all the desired properties.

We state now without proof a few corollaries of Theorem 2.2. Their proofs are similar to those of the corresponding results for simplexes (cf. [10]).

Corollary 1. Let $X^{*}$ be an $L_{1}$ space. Let $H$ be a $w^{*}$-metrizable and closed facial section of $B\left(X^{*}\right)$. Then there is a $w^{*}$-continuous affine symmetric map of $B\left(X^{*}\right)$ onto $H$ whose restriction to $H$ is the identity.

Corollary 1 may be phrased also as follows. Let $X$ and $H$ be as above and let $V$ be the subspace of $X^{*}$ spanned by $H$. By Lemma $2.1 V=\left(X / V^{\perp}\right)^{*}$ where $V^{\perp}$ is the annihilator of $V$ in $X$. Denote by $\psi: X \rightarrow X / V^{\perp}$ the natural quotient map. With this notation Corollary 1 asserts that there is an isometry into $T: X / V^{\perp} \rightarrow X$ so that $\psi \circ T$ is the identity of $X / V^{\perp}$. It follows that $T \circ \psi$ is a projection of norm 1 from $X$ onto $T\left(X / V^{\perp}\right)$.

Corollary 2. Let $X$ be a Banach space such that $X^{*}=L_{1}(\mu)$ for some $\mu$. Let $Y \subset Z$ be Banach spaces so that every $y^{*} \in Y^{*}$ has a unique norm preserving extension to an element $\hat{y}^{*} \in Z^{*}$. Assume also that the map $y^{*} \rightarrow \hat{y}^{*}$ is continuous in the respective norm topologies. Then every compact operator from $Y$ to $X$ has a compact norm preserving extension to an operator from $Z$ to $X$.

Let us single out the following special case of Corollary 1 above.

Theorem 2.3. Let $X$ be a separable Banach space such that $X^{*}$ is a non-separable $L_{1}(\mu)$ space. Then $X$ contains a subspace isometric to $C(K) . K$ the Cantor set, on which there is a projection of norm 1 .

Proof. Since $X$ is separable and $X^{*}$ is not separable the set ext $B\left(X^{*}\right)$ is in its $w^{*}$ topology an uncountable complete metric space (cf. [15]). The map $x^{*} \rightarrow-x^{*}$ is a homeomorphism of ext $B\left(X^{*}\right)$ onto itself. Hence there is a relatively closed uncountable subset $K_{1}$ of ext $B\left(X^{*}\right)$ such that $K_{1} \cap\left(-K_{1}\right)=\varnothing$. By a classical result [9, p. 408, p. 445$] K_{1}$ has a subset $K$ homeomorphic to the Cantor set. By [24], $F=\overline{\operatorname{conv}(K)}$ (the closure in the $w^{*}$-topology) is a $w^{*}$-closed face of $B\left(X^{*}\right)$. Apply now Corollary 1 to the facial section $H=\mathrm{conv}\left(F^{\prime} \cup-F\right)$ of $B\left(X^{*}\right)$. It is easy to verify that (with the notation of the remark after the statement of the Corollary) $X / V^{\perp}$ is isometric to $C(K)$ and thus $X$ has a subspace isometric to $C(K)$ on which there is a projection of norm 1.

In connection with Theorem 2.3 let us mention two other recent results.

1. Zippin [23]. Every infinite-dimensional Banach space whose dual is an $L_{1}$ space has a subspace isometric to $c_{0}$ (the space of all sequences tending to 0 ).
2. Lazar [11]. Every infinite-dimensional Banach space whose dual is an $L_{1}$ space and which is not polyhedral (i.e. it has finite dimensional subspaces whose unit balls are not polytopes) has a subspace isometric to $c$ (the space of convergent sequences).

## 3. The structure theorem and the existence of representing matrices

An important property of Banach spaces whose duals are $L_{1}$ spaces is that they are rich with finite dimensional subspaces which are isometric to $l_{\infty}^{m}$ for some $m$ (recall that $l_{\infty}^{m}$ is the space of $n$ tuples $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right)$ with $\left.\|\lambda\|=\max _{1 \leqslant i \leqslant m}\left|\lambda_{i}\right|\right)$. A strong result in this direction is:

Theorem 3.1. Let $X$ be a Banach space such that $X^{*}$ is an $L_{1}$ space. Let $F_{1}$ and $F_{2}$ be finite-dimensional subspaces of $X$ such that the unit cell of $F_{1}$ is a polytope. Then for every $\varepsilon>0$ there exists a subspace $E$ of $X$ such that $E \supset F_{1}, E=l_{\infty}^{m}$ for some $m<\infty$ and $d(x, E) \leqslant \varepsilon$ for every $x \in F_{2}$ with $\|x\| \leqslant 1$.

By $d(x, E)$ we denote the distance of $x$ from $E$, i.e. $\inf \{\|x-y\| ; y \in E\}$. Before we prove the theorem let us make some remarks. Since the unit ball of every subspace of $l_{\infty}^{n}$ is a polytope the assumption we made on $F_{1}$ is clearly necessary. Theorem 3.1 is a simultaneous generalization of [14, Cor. 2 to Theorem 7.9] which is the special case $F_{2}=\{0\}$ of the theorem and the main result of [12] which is weaker than the case $\boldsymbol{F}_{1}=\{0\}$ of the theorem. Theorem 3.1 is actually a characterization of spaces whose duals are $L_{1}$ spaces. Even if we assume only that $X$ has the property expressed in the theorem with $F_{\mathbf{1}}=\{0\}$ it follows that $X^{*}$ is an $L_{1}$ space (cf. [12] and [14, Theorem 6.1]).

The proof of Theorem 3.1 is based on two lemmas. This first one is a generalization of Lemma 2.1 of [10].

Lemma 3.1. Let $X$ be a Banach space whose dual is an $L_{1}$ space. Let $\left\{f_{i}\right\}_{i=1}^{n},\left\{g_{i}\right\}_{i=1}^{n}$ and $\left\{u_{j}\right\}_{j=1}^{n}$ be realvalued functions on $B\left(X^{*}\right)$ with $\left\{f_{i}\right\}$ and $\left\{q_{i}\right\}$ affine and $w^{*}$-continuous. Let $\left\{x_{k}^{*}\right\}_{k=1}^{p}$ be extreme points of $B\left(X^{*}\right)$. Assume that

$$
\begin{equation*}
g_{i} \leqslant \sum_{j=1}^{m} \alpha_{i, j} u_{j} \leqslant f_{i}, \quad 1 \leqslant i \leqslant n \tag{3.1}
\end{equation*}
$$

for some scalars $\alpha_{i, j}$ and that

$$
\begin{equation*}
-u_{j}\left(x^{*}\right)=u_{j}\left(-x^{*}\right), \quad 1 \leqslant j \leqslant m, \quad x^{*} \in B\left(X^{*}\right) . \tag{3.2}
\end{equation*}
$$

Then there are $\left\{x_{i}\right\}_{j=1}^{m}$ in $X$ such that
and $\quad x_{k}^{*}\left(x_{j}\right)=u_{j}\left(x_{k}\right), \quad 1 \leqslant j \leqslant m, \quad 1 \leqslant k \leqslant p$.
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Proof. By induction on $m$. Let $m=1$ so (3.1) reduces to $g_{i} \leqslant \alpha_{i, 1} u_{1} \leqslant f_{i}, 1 \leqslant i \leqslant n$. There is no loss of generality to assume that $\alpha_{i, 1}=1$ for every $i$. Define $g: B\left(X^{*}\right) \rightarrow R$ by $g\left(x^{*}\right)=$ $\min \left\{f_{i}\left(x^{*}\right),-g_{i}\left(-x^{*}\right) ; 1 \leqslant i \leqslant n\right\}$. Then $g$ is $w^{*}$-continuous and concave on $B\left(X^{*}\right)$. We have also that $g\left(x^{*}\right) \geqslant u_{1}\left(x^{*}\right)$ for $x^{*} \in B\left(X^{*}\right)$ and hence by (3.2) $g\left(x^{*}\right)+g\left(-x^{*}\right) \geqslant 0, x^{*} \in B\left(X^{*}\right)$. By Theorem 2.1 (with $H=\operatorname{conv}\left\{ \pm x_{k}^{*} ; \mathrm{l} \leqslant k \leqslant p\right\}$ ) there is an $x_{1} \in X$ such that $x_{k}^{*}\left(x_{1}\right)=u_{1}\left(x_{k}^{*}\right)$ for every $k$ and $x_{1}\left(x^{*}\right) \leqslant g\left(x^{*}\right), x^{*} \in B\left(X^{*}\right)$. This proves the lemma for $m=1$.

Suppose now that the lemma holds for $m-1$. We may assume without loss of generality that $\alpha_{i, m}$ is either 0 or 1 for every $i$. We get from (3.1) that

$$
g_{i}-\sum_{j=1}^{m-1} \alpha_{i, j} u_{j} \leqslant u_{m} \leqslant t_{i}-\sum_{j=1}^{m-1} \alpha_{i, j} u_{j}
$$

if $\alpha_{i, m} \neq 0$. Hence the functions $\left\{u_{j}\right\}_{j=1}^{m-1}$ satisfy

$$
\begin{gathered}
g_{\tau}-f_{s} \leqslant \sum_{j=1}^{m-1}\left(\alpha_{r, j}-\alpha_{s, j}\right) u_{j} \leqslant f_{r}-g_{s}, \\
g_{r}\left(x^{*}\right)+g_{s}\left(-x^{*}\right) \leqslant \sum_{j=1}^{m-1}\left(\alpha_{r, j}-\alpha_{s, j}\right) u_{j}\left(x^{*}\right) \leqslant f_{r}\left(x^{*}\right)+f_{s}\left(-x^{*}\right), \quad x^{*} \in B\left(X^{*}\right)
\end{gathered}
$$

if $\alpha_{r, m}=\alpha_{s, m}=1$, and

$$
g_{i} \leqslant \sum_{j=1}^{m-1} \alpha_{i, j} u_{j} \leqslant f_{i}
$$

if $\alpha_{i, m}=0$. By the induction hypothesis we can find $\left\{x_{j}\right\}_{j=1}^{m-1}$ in $X$ such that

$$
\begin{gather*}
x_{k}^{*}\left(x_{j}\right)=u_{j}\left(x_{k}^{*}\right), \quad \mathrm{I} \leqslant j \leqslant m-\mathrm{l}, \mathrm{l} \leqslant k \leqslant p  \tag{3.3}\\
g_{r}\left(x^{*}\right)-\sum_{j=1}^{m-1} \alpha_{r, j} x^{*}\left(x_{j}\right) \leqslant f_{s}\left(x^{*}\right)-\sum_{j=1}^{m-1} \alpha_{s, j} x^{*}\left(x_{j}\right), \quad x^{*} \in B\left(X^{*}\right)  \tag{3.4}\\
g_{r}\left(x^{*}\right)+g_{s}\left(-x^{*}\right) \leqslant \sum_{j=1}^{m-1}\left(\alpha_{r, j}-\alpha_{s, j}\right) x^{*}\left(x_{j}\right) \leqslant f_{r}\left(x^{*}\right)+f_{s}\left(-x^{*}\right), \quad x^{*} \in B\left(X^{*}\right) \tag{3.5}
\end{gather*}
$$

whenever $\alpha_{r, m}=\alpha_{s, m}=1$, and

$$
\begin{equation*}
g_{i}\left(x^{*}\right) \leqslant \sum_{j=1}^{m-1} \alpha_{i, j} x^{*}\left(x_{j}\right) \leqslant f_{i}\left(x^{*}\right), \quad x^{*} \in B\left(X^{*}\right) \tag{3.6}
\end{equation*}
$$

if $\alpha_{i, m}=0$. Put now

$$
g\left(x^{*}\right)=\min _{\alpha_{r, m^{* 0}}}\left\{f_{r}\left(x^{*}\right)-\sum_{j=1}^{m-1} \alpha_{r, j} x^{*}\left(x_{j}\right),-g_{r}\left(-x^{*}\right)-\sum_{j=1}^{m-1} \alpha_{r, j} x^{*}\left(x_{j}\right)\right\} .
$$

Obviously $g$ is concave and $w^{*}$-continuous and by (3.4) and (3.5), $g\left(x^{*}\right)+g\left(-x^{*}\right) \geqslant 0$. By (3.1), (3.2) and (3.3) $g\left(x_{k}^{*}\right) \geqslant u_{m}\left(x_{k}^{*}\right), k=1,2, \ldots, p$. Applying once more Theorem 2.1 we find an $x_{m} \in X$ which together with $\left\{x_{j}\right\}_{j=1}^{m-1}$ satisfies all the requirements of the lemma.

Lemma 3.2. Let $W$ be a compact absolutely convex subset of $R^{n+1}=R \times R^{n}$ such that its canonical projection on $R^{n}$ is a polytope. Denote by $p$ and $q$ the canonical projections of $R^{n+1}$ onto $R$ and $R^{n}$ respectively. Then for every $\varepsilon>0$ there are distinct extreme points $\left\{e_{j}\right\}_{j=1}$ of $W$ and realvalued symmetric functions $\left\{\lambda_{j}\right\}_{j=1}^{m}$ defined on $W$ such that $\lambda_{j}\left(e_{j}\right)=1$ for every $j$ and, for every $w \in W$

$$
\sum_{j=1}^{m}\left|\lambda_{j}(w)\right| \leqslant 1, \quad\left|p(w)-\sum_{=1}^{m} \lambda_{i}(w) p\left(e_{j}\right)\right| \leqslant \varepsilon, \quad q(w)=\sum_{j=1}^{m} \lambda_{j}(w) q\left(e_{j}\right) .
$$

Proof. Let $W^{\prime}$ be a symmetric polytope whose vertices are extreme points of $W$, such that $q W=q W^{\prime}$ and for every $y \in q W$

$$
\{t ; t \in R,(t, y) \in W\} \subset\left\{t ; t \in R,(t, y) \in W^{\prime}\right\}+[-\varepsilon, \varepsilon] .
$$

Let $\left\{e_{j}\right\}_{j=1}^{m}$ be vertices of $W^{\prime}$ so that $W^{\prime}=\operatorname{conv}\left\{ \pm e_{j}, l \leqslant j \leqslant m\right\}$ and $e_{i} \pm e_{j} \neq 0$ for $i \neq j$. For $w \in W^{\prime}$ define real numbers $\left\{\lambda_{j}(w)\right\}_{i=1}^{m}$ so that, $\lambda_{j}\left(e_{j}\right)=1, \lambda_{j}(w)=-\lambda_{j}(-w), j=1, \ldots, m$, $\sum_{j=1}^{m}\left|\lambda_{j}(w)\right|=1$ and $w=\sum_{j=1}^{m} \lambda_{j}(w) e_{j}$. We extend the functions $\left\{\lambda_{j}\right\}_{j=1}$ to $W$ by defining for $w \in W \sim W^{\prime} \lambda_{j}(w)=\lambda_{j}\left(w^{\prime}\right), 1 \leqslant j \leqslant m$, where $w^{\prime} \in W^{\prime}$ is defined by

$$
q\left(w^{\prime}\right)=q(w) \quad \text { and } \quad\left|p(w)-p\left(w^{\prime}\right)\right|=\min \left\{\left|p(w)-p\left(w^{\prime \prime}\right)\right|, w^{\prime \prime} \in W^{\prime}, q\left(w^{\prime \prime}\right)=q(w)\right\}
$$

It is easy to check that the $\lambda_{j}$ have all the desired properties.
Proof of Theorem 3.1. Let $X, F_{1}, F_{2}$ and $\varepsilon>0$ be given. A simple inductive argument shows that without loss of generality we may assume that $\operatorname{dim} \boldsymbol{F}_{2}=1$. Let $\left\{y_{i}\right\}_{i=1}^{n}$ be a basis of $F_{1}$ and let $z$ be a unit vector in $F_{2^{\prime}}$. Consider the map $T: X^{*} \rightarrow R \times R^{n}$ defined by $T x^{*}=\left(x^{*}(z), x^{*}\left(y_{1}\right), x^{*}\left(y_{2}\right), \ldots, x^{*}\left(y_{n}\right)\right)$ and put $W=T B\left(X^{*}\right)$. By Lemma 3.2 there are $\left\{e_{j}\right\}_{j=1}^{m} \in \operatorname{ext} W$ and symmetric functions $\left\{\lambda_{i}\right\}_{j-1}^{m}$ defined on $W$ such that $\lambda_{j}\left(e_{j}\right)=1$ for every $j$ and

$$
\begin{gathered}
\sum_{j=1}^{m}\left|\lambda_{j}\left(T x^{*}\right)\right| \leqslant 1, \quad x^{*} \in B\left(X^{*}\right) \\
x^{*}\left(y_{j}\right)=\sum_{j=1}^{m} \lambda_{j}\left(T x^{*}\right) e_{j}^{i+1}, \quad 1 \leqslant i \leqslant n, x^{*} \in B\left(X^{*}\right),
\end{gathered}
$$

$$
\left|x^{*}(z)-\sum_{j=1}^{m} \lambda_{j}\left(T x^{*}\right) e_{j}^{1}\right| \leqslant \varepsilon, \quad x^{*} \in B\left(X^{*}\right) .
$$

Here we used the notation $e_{j}=\left(e_{j}^{1}, e_{j}^{2}, \ldots, e_{j}^{n+1}\right), 1 \leqslant j \leqslant m$. Let $u_{j}: B\left(X^{*}\right) \rightarrow R$ be defined by $u_{j}\left(x^{*}\right)=\lambda_{j}\left(T x^{*}\right)$ and choose $\left\{x_{j}^{*}\right\}_{j=1}^{m} \in \operatorname{ext} B\left(X^{*}\right)$ so that $e_{j}=T x_{j}^{*}$. Then for every $j, u_{j}\left(x_{j}^{*}\right)=1$ and for every $x^{*} \in B\left(X^{*}\right)$

$$
\begin{gathered}
x^{*}\left(y_{i}\right)=\sum_{j=1}^{m} u_{j}\left(x^{*}\right) e_{j}^{i+1}, \quad i=1, \ldots, n \\
-\varepsilon \leqslant x^{*}(z)-\sum_{j=1}^{m} u_{j}\left(x^{*}\right) e_{j}^{1} \leqslant \varepsilon \\
-1 \leqslant \sum_{j=1}^{m} \theta_{j} u_{j}\left(x^{*}\right) \leqslant 1, \quad \theta_{j}= \pm 1, \ldots, m
\end{gathered}
$$

By Lemma 3.1 there are $\left\{x_{j}\right\}_{j=1}^{m}$ in $X$ such that

$$
\begin{gather*}
y_{i}=\sum_{j=1}^{m} e_{j}^{i+1} x_{j}, \quad i=1,2, \ldots, n  \tag{3.7}\\
\left\|z-\sum_{j=1}^{m} e_{j}^{1} x_{j}\right\| \leqslant \varepsilon  \tag{3.8}\\
\left\|\sum_{j=1}^{m} \theta_{j} x_{j}\right\| \leqslant 1, \quad \theta_{j}= \pm 1, j=1, \ldots, m  \tag{3.9}\\
\left\|x_{j}\right\| \geqslant x_{j}^{*}\left(x_{j}\right)=1 \tag{3.10}
\end{gather*}
$$

and
Let $E$ be the subspace of $X$ spanned by $\left\{x_{i}\right\}_{j-1}^{m}$. By (3.7) $E \supset F_{1}$ and by $(3.8) d(x, E) \leqslant \varepsilon$ for every $x \in F_{2}$ with $\|x\| \leqslant 1$. By (3.9) and (3.10) $E=l_{\infty}^{m}$ and this concludes the proof of the theorem.

For separable spaces Theorem 3.1 yields easily a slightly stronger version of the main result of [19].

Theorem 3.2. Let $X$ be a separable infinite dimensional Banach space such that $X^{*}$ is an $L_{1}$ space. Let $F$ be a finite-dimensional space whose unit ball is a polytope. Then there exists a sequence $\left\{E_{n}\right\}_{n=1}^{\infty}$ of finite-dimensional subspaces of $X$ such that $E_{1} \supset F, E_{n+1} \supset E_{n}$ and $E_{n}=l_{\infty}^{m_{n}}$ for every $n$ and $X=\overline{\bigcup_{n=1}^{\infty} E_{n}}$.

Proof. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a dense sequence in the unit ball of $X$. By Theorem 3.1 we can construct inductively a sequence $\left\{E_{n}\right\}_{n=1}$ of finite-dimensional subspaces of $X$ such that
$E_{1} \supset F$ and for every $n E_{n+1} \supset E_{n}, E_{n}=l_{\infty}^{m_{n}}$ and $d\left(x_{n}, E_{n}\right) \leqslant 1 / n$. It is clear that $X=\overline{\bigcup_{n=1}^{\infty} E_{n}}$ and this concludes the proof.

The rest of this section is devoted to some simple facts concerning isometric embeddings of an $l_{\infty}^{n}$ space into an $l_{\infty}^{m}$ space with $n<m$. Let $\left\{e_{i}\right\}_{i=1}$ be the usual unit vector basis in $l_{\infty}^{n}$, i.e. $e_{i}=(0,0, \ldots, 0,1,0, \ldots)$ with 1 only in the $i$ 'th place. By an admissible basis in $l_{\infty}^{n}$ we mean a basis of the form $\left\{\psi e_{i}\right\}_{i=1}^{n}$ where $\psi$ is an isometry of $l_{\infty}^{n}$, i.e. a basis of the form $\left\{\theta_{i} e_{\pi(i)}\right\}_{i=1}^{n}$ where $\theta_{i}= \pm 1$ and $\pi$ a permutation of $\{1,2, \ldots, n\}$. It is easy to see (cf. [19]) that if $\left\{u_{i}\right\}_{i-1}^{n}$ is an admissible basis in $l_{\infty}^{n}$ and $T: l_{\infty}^{n} \rightarrow l_{\infty}^{m}$ is a linear isometry then there exists an admissible basis $\left\{v_{i}\right\}_{i=1}^{m}$ in $l_{\infty}^{m}$ such that $T u_{i}=v_{i}+\sum_{j=n+1}^{m} a_{i, j} v_{j}$ with $\sum_{i=1}^{n}\left|a_{i, j}\right| \leqslant 1$ for every $n+1 \leqslant j \leqslant m$. Conversely, for every such $\left\{v_{i}\right\}_{\}_{m=1}^{m}}^{m}$ and $\left\{a_{i, j}\right\}^{n+1 \leqslant 1 \leqslant m}$ the equation above defines an isometric embedding of $l_{\infty}^{n}$ into $l_{\infty}^{m}$. It follows in particular that if $F_{j}=$ $\operatorname{Span}\left\{\left\{T u_{i}\right\}_{i=1}^{n}, v_{n+1}, v_{n+2}, \ldots, v_{j}\right\} \subset l_{\infty}^{m}$ then $F_{j}$ is isometric to $l_{\infty}^{j}(n+1 \leqslant j \leqslant m)$. Thus (as observed in [19]) whenever $F \subset E$ with $F=l_{\infty}^{n}$ and $E=l_{\infty}^{m}$, there exist $\left\{F_{j}\right\}_{j=n+1}^{m-1}$ such that $F \subset F_{n+1} \subset \ldots \subset F_{m-1} \subset E$ with $F_{j}=l_{\infty}^{j}$. Hence if in the statement of Theorem $3.2 \operatorname{dim} F=0$ or I we can take the $E_{n}$ given by the theorem so that $\operatorname{dim} E_{n}=n$ (i.e. $E_{n}=l_{\infty}^{n}$ ).

Let now $X=\overline{\bigcup_{n=1}^{\infty} E_{n}}$ with $E_{n} \subset E_{n+1}$ and $E_{n}=l_{\infty}^{n}$ for every $n$. Choose a unit vector $e_{1,1}$ in $E_{1}$ (this is just a choice of direction). By the description made above of the general form of an isometry from $l_{\infty}^{n}$ into $l_{\infty}^{n+1}$ we can choose inductively for every $n \geqslant 2$ admissible bases $\left\{e_{i, n}\right\}_{i=1}$ in $E_{n}$ so that

$$
\begin{gather*}
e_{i, n}=e_{i, n+1}+a_{i, n} e_{n+1, n+1}, \quad 1 \leqslant i \leqslant n, n=1,2,3, \ldots  \tag{3.11}\\
\sum_{i=1}^{n}\left|a_{i, n}\right| \leqslant 1 \quad n=1,2,3, \ldots \tag{3.12}
\end{gather*}
$$

and

The triangular matrix $A=\left\{a_{i, n}\right\}_{n=1,2, \ldots,}^{\substack{1 \leqslant 1 \leqslant n}}$, which we associate with $X$ in this manner is called a representing matrix of $X$.

The matrix $A$ is not determined uniquely by the representation $X=\overline{\bigcup_{n=1}^{\infty} E_{n}}$. Indeed, in every step of the inductive construction of the bases $\left\{e_{i, n}\right\}_{i=1}^{n}$ we have a choice of sign in the definition of $e_{n, n}$. If for one fixed $n$ we replace $e_{n, n}$ by $-e_{n, n}$ then in order to preserve the validity of (3.11) we have to replace $e_{n, m}$ by $-e_{n, m}$ for every $m>n$. The effect this operation has on the matrix $A$ is to replace $a_{i, n-1}$ by $-a_{i, n-1}$ for $1 \leqslant i \leqslant n-1$ and $a_{n, m}$ by $-a_{n, m}$ for $m \geqslant n$. It is easy to see that up to this operation of changing suitable signs the matrix $A$ is determined uniquely by the representation $X=\overline{\mathrm{U}_{n=1}^{\infty} E_{n}}$. In particular to every such representation there corresponds one and only one matrix $A$ which satisfies for every $n$

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i, n} \geqslant 0 \quad \text { and if } \quad \sum_{i=1}^{n} a_{i, n}=0 \quad \text { then } \quad a_{i 0, n}>0 \tag{3.13}
\end{equation*}
$$

provided that $a_{i, n}=0$ for $i \leqslant i_{0}$ and $\left|a_{i_{0}, n}\right|>0$. A separable infinite-dimensional Banach space $X$ with $X^{*}=L_{1}$ does not have a unique representation as $X=\overline{\bigcup_{n=1}^{\infty} E_{n}}$ with $E_{n} \subset E_{n+1}$ and $E_{n}=l_{\infty}^{n}$. Different representations of the same space give rise, in general, to entirely different matrices $A$. This leads to some difficult problems which will be mentioned in Section 5.

Every triangular matrix $A$ satisfying (3.12) is a representing matrix of a uniquely defined Banach space whose dual is $L_{1}$. Indeed, if $\left\{e_{i, n}\right\}_{i=1}^{n}$ denotes the unit vector basis of $l_{\infty}^{n}$ then (3.11) defines for every $n$ an isometric embedding of $l_{\infty}^{n-1}$ in $l_{\infty}^{n}$ and with identification of $l_{\infty}^{n-1}$ as a subspace of $l_{\infty}^{n}, n=2,3, \ldots$ the Banach space $X=\overline{\bigcup_{n=1}^{\infty} l_{\infty}}$ has an $L_{1}$ dual and $A$ is a matrix representing this $X$. It follows that there is a one to one correspondence between all representations of all separable infinite dimensional $X$ with $L_{1}$ duals as $X=\overline{\mathrm{U}_{n=1}^{\infty} E_{n}}$ with $E_{n} \subset E_{n+1}$ and $E_{n}=l_{\infty}^{n}$, and all triangular matrices $A$ satisfying (3.12) and (3.13).

## 4. Functional representations

In this section we introduce some special classes of spaces whose duals are $L_{1}$ spaces and give some orientation on the relation between these classes. The section is essentially a summary of [17] with some additions. Facts brought in this section without a reference or a comment concerning their proof may be either found explicitely in [17] or follow easily from the results of [17]. First the definitions. In cases where there can be no confusion we shall use the same notations for a class of Banach spaces and a general representative of this class. In all the function spaces we take the supremum norm.
$C(K)$ spaces: The spaces of continuous functions on compact Hausdorff spaces $K$.
$C_{0}(K)$ spaces: The spaces of continuous functions on compact Hausdorff spaces $K$ which vanish at a fixed point of $K$. Or, equivalently, the spaces of continuous functions on locally compact Hausdorff spaces which vanish at infinity.
$C_{\sigma}(K)$ spaces: The spaces of all continuous functions $f$ on compact Hausdorff spaces $K$ which satisfy $f(\sigma k)=-f(k)$ for all $k \in K$, where $\sigma: K \rightarrow K$ is a homeomorphism of period 2 (i.e. $\sigma^{2}=$ identity).
$C_{\Sigma}(K)$ spaces: Those $C_{\sigma}(K)$ spaces in which the homeomorphism $\sigma$ has no fixed points.
$M$ spaces: Sublattices of $C(K)$ spaces or, equivalently (by [8]) spaces $X$ which can be represented as follows: there is a compact Hausdorff space $K$ and a set $A$ of triples $\left\{k_{\alpha}^{1}, k_{\alpha}^{2}, \lambda_{\alpha}\right\}_{\alpha \in A}$ with $k_{\alpha}^{1}, k_{\alpha}^{2} \in K$ and $\lambda_{\alpha} \geqslant 0$ such that $X$ is the set of all $f \in C(K)$ which satisfy $f\left(k_{\alpha}^{1}\right)=\lambda_{\alpha} f\left(k_{\alpha}^{2}\right)$ for all $\alpha \in A$.
$G$ spaces: Spaces defined like the explicit definition of $M$ spaces only that now the $\lambda_{\alpha}$ are allowed to be arbitrary real numbers (i.e. may also be negative).
$A(S)$ spaces: Spaces of affine continuous functions on compact Choquet simplexes $S$. (For information on simplexes cf. e.g. [21].)
$A_{0}(S)$ spaces: Spaces of affine continuous functions on compact Choquet simplexes $S$ which vanish at one fixed extreme point of $S$ (these are the simplex spaces in the terminology of [4]).

For all these classes of Banach spaces the duals are $L_{1}$ spaces. The relations between those classes are clarified by the following diagram


Here $A \rightarrow B$ means that every space of class $A$ is also of class $B$. From the diagram it is possible also to read the intersection of two classes. It is the common "source" of these classes in the diagram. For example

$$
A_{0}(S) \cap G=M, \quad C_{\sigma}(K) \cap A(S)=C(K), \quad \text { etc. }
$$

Here are properties which characterize some of the classes above among all Banach spaces whose duals are $L_{1}$ spaces. Let $X$ be a Banach space such that $X^{*}=L_{1}(\mu)$ for some $\mu$. Then
(i) $X$ is an $A(S)$ space if and only if ext $B(X) \neq \varnothing$.
(ii) $X$ is a $C_{\Sigma}(K)$ space if and only if ext $B\left(X^{*}\right)$ is $w^{*}$-closed.
(iii) $X$ is a $C(K)$ space if and only if ext $B(X) \neq \varnothing$ and ext $B\left(X^{*}\right)$ is $w^{*}$-closed.
(iv) $X$ is an $A_{0}(S)$ space if and only if $X$ can be ordered so that $X^{*}$ is an $L_{1}(\mu)$ as an ordered Banach space. Stated otherwise: $X=A_{0}(S)$ if and only if $X^{*}$ is isometric to $L_{1}(\mu)$ in such a way that the positive cone of $L_{1}(\mu)$ is the image of a $w^{*}$-closed set. (This assertion is an immediate consequence of the definition.)

The class of spaces whose duals are $L_{1}$ spaces is closed under some natural operations: direct sums with the supremum norm, tensor products with the smallest cross norm and projections of norm 1 which are of particular interest. Let $\mathcal{B}$ be a class of Banach spaces. We denote by $\pi(\mathcal{B})$ the class of all Banach spaces $Y$ for which there is an $X \supset Y$ with $X \in \mathcal{B}$ and a projection of norm 1 from $X$ onto $Y$. Then

$$
\begin{gathered}
\pi(C(K))=\pi\left(C_{0}(K)\right)=\pi\left(C_{\Sigma}(K)\right)=\pi\left(C_{\sigma}(K)\right)=C_{\sigma}(K) \\
\pi(M)=\pi(G)=G .
\end{gathered}
$$

It is likely that $\pi(A(S))=\pi\left(A_{0}(S)\right)=\left\{X ; X^{*}=L_{1}(\mu)\right\}$. The next proposition shows that $\pi(A(S))=\pi\left(A_{0}(S)\right)$ and in the next section we show that $\pi(A(S))$ contains all the separable spaces whose dual is an $L_{1}$ space.

Proposition 4.1. Let $X$ be a simplex space. Then there is a simplex $S$ so that $X$ is isometric to a subspace of $Y=A(S)$ on which there is a projection of norm 1.

Proof. By our assumption $X=A_{0}(\tilde{S})$ for some simplex $\tilde{S}$. We may clearly assume that the extreme point of $\tilde{S}$ on which all the functions of $X$ vanish is the origin of the linear space $V$ which contains $\tilde{S}$. Let $V_{1}$ be a linear space isomorphic to $V$ by a (topological) isomorphism $\psi$. Let $S$ be the convex hull of $\{(v, 0), v \in \tilde{S}\} \cup\{(0, \psi v), v \in \tilde{S}\}$ in the direct sum $V \oplus V_{1}$. It is easy to verify that $S$ is a simplex, and that for every $f \in A_{0}(S)$ there is one and only one function $F=T f$ in $A(S)$ which satisfies $F(v, 0)=f(v)$ and $F(0, \psi v)=-f(v)$ for every $v \in S$. This map $T: X \rightarrow Y=A(S)$ is an isometry. Let $P$ be the operator from $Y$ to $X$ defined by $P F(v)=(F(v, 0)-F(0, \psi v)) / 2, v \in \tilde{S}$. Then $T P$ is a projection of norm 1 from $Y$ onto $T^{T} X$.

As mentioned above, a Banach space $X$ with $X^{*}=L_{1}$ is an $A(S)$ space if and only if the unit ball of $X$ has at least one extreme point. It thus looks as if the relation between general preduals of $L_{1}(\mu)$ and $A(S)$ spaces is similar to the relation between general Banach algebras and Banach algebras with identity. I.e. that by suitably adjoining an extreme point to a predual of an $L_{1}$ space we get an $A(S)$ space. This is obviously the case if $X$ is a simplex space $A_{0}(S)$ - we have just to add to $X$ the constant functions. However, in general the situation is not as simple, and it seems that the natural way to reduce (if possible) questions on general preduals of $L_{1}$ to $A(S)$ spaces is by using projections of norm 1 (in the sense of Theorem 5.5 below). As an example of the fact that a simple "adjoining of an extreme point" is not possible we take the subspace $X$ of $C(0,1)$ consisting of all the functions which satisfy $2 f(0)=-f(1 / 3)$ and $2 f(1)=-f(2 / 3)$. Clearly $X$ is a $G$ space of codimension 2 in $C(0,1)$. There does not exist a Choquet simplex $S$ such that $X$ is isometric to a subspace of codimension one in $A(S)$. Our proof of this fact is not short and instead of presenting here the (quite boring) detailed proof we just state (also without proof) the main proposition on which it is based.

Proposition 4.2. Let $S$ be a Choquet simplex and let $X$ be a subspace of codimension one in $A(S)$ so that ext $B(X)=\varnothing$. Then there is a subset $K$ of ext $B\left(X^{*}\right)$ such that
(1) $K \cup(-K)=\operatorname{ext} B\left(X^{*}\right)$.
(2) $S$ is affinely homeomorphic either to the $w^{*}$ closure of conv $K$ or to the $w^{*}$ closure of conv ( $K \cup\left\{x^{*}\right\}$ ) for some $x^{*} \in B\left(X^{*}\right)$.
(3) If $S$ is homeomorphic to $\overline{\text { conv } K}$ then $K=\operatorname{ext} \overline{\text { conv } K}$. If the other possibility of 2 ) holds then $K \cup\left\{x^{*}\right\}=$ ext conv $\left(K \cup\left\{x^{*}\right\}\right)$.

We are convinced (though we did not check it in detail) that there are $G$ spaces which are not isometric even to subspaces of finite codimension in $A(S)$ spaces.

## 5. Representing matrices-examples and applications

As mentioned at the end of Section 3 every separable infinite dimensional predual $X$ of $L_{1}(\mu)$ has many representations $X=\overline{\bigcup_{n=1}^{\infty} E_{n}}$ and thus many representing matrices. (In this section whenever we mention such a representation we shall assume that $E_{n} \subset E_{n+1}$ and $E_{n}=l_{\infty}^{n}$ for every integer $n$.) In particular it is clear that $X$ is not affected if we change a finite number of the isometric embeddings $E_{n} \rightarrow E_{n+1}$. Thus $X$ depends only on the assymptotic behaviour of $A=\left\{a_{i, n}\right\}$ as $n \rightarrow \infty$. We shall give now two simple examples to illustrate this point.

Example 5.1. Let $\left\{t_{n}\right\}_{n=1}^{\infty}$ be a sequence of numbers in the interval [0, 1]. Let $A$ be the matrix defined by $a_{n, n}=t_{n}$ and $a_{i, n}=0$ for $i<n$. Then
(i) If the infinite product $\Pi_{n=1}^{\infty} t_{n}$ converges, A represents the space cof convergent sequences.
(ii) If the infinite product $\Pi_{n=1}^{\infty} t_{n}$ diverges, $A$ represents the space $c_{0}$ of sequences converging to 0 .

Proof. Case (i). Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be the sequence in $c$ defined by

$$
\begin{aligned}
& x_{1}=\left(1, t_{1}, t_{1} t_{2}, t_{1} t_{2} t_{3}, \ldots\right) \\
& x_{2}=\left(0,1, t_{2}, t_{2} t_{3}, \ldots\right) \\
& \ldots \ldots \ldots \\
& x_{n}=\left(0,0, \ldots, 0,1, t_{n}, t_{n} t_{n+1}, \ldots\right) \\
& \ldots \ldots \ldots
\end{aligned}
$$

It is clear that for every $n, E_{n}=\operatorname{span}\left\{x_{i}\right\}_{i=1}^{n}$ is isometric to $l_{\infty}^{n}$ with $\left\{e_{i}\right\}_{i=1}^{n-1} \cup\left\{x_{n}\right\}$ as an admissible basis ( $e_{i}$ is the sequence in $c_{0}$ whose $i$ 'th coordinate is 1 while all the rest are 0 ). Since $x_{n}=e_{n}+t_{n} x_{n+1}, n=1,2, \ldots, A$ is a representing matrix of $X=\overline{\mathrm{U}_{n-1}^{\infty} E_{n}}$. Since
$e_{i} \in X$ for every $i$ it follows that $c_{0} \subset X$. The fact that $\Pi_{n-i}^{\infty} t_{n} \neq 0$ for sufficiently large $i$ implies that $X \nsubseteq c_{0}$ and hence $X=c$.

The proof of case (ii) is similar. In this case $\left\{x_{n}\right\}_{n=1}^{\infty} \subset c_{0}$ and thus $X=c_{0}$.

Example 5.2. Let $\left\{t_{n}\right\}_{n=1}^{\infty}$ be a sequence of numbers in $[0,1]$. Let $A$ be the matrix defined by $a_{1, n}=t_{n}$ and $a_{i, n}=0, i>1$. Then the isometric type of the space which $A$ represents determines and is determined by the set of limiting points of the sequence $\left\{t_{n}\right\}_{n=1}^{\infty}$.

Proof. It is easy to check that $A$ represents the subspace $X$ of the space $m$ of bounded sequences, spanned by the unit vectors $\left\{e_{i}\right\}_{i=2}^{\infty}$ and the vector $u=\left(1, t_{1}, t_{2}, t_{3}, \ldots\right)$. The extreme points of $B\left(X^{*}\right)$ are the functionals $\left\{ \pm x_{i}^{*}\right\}_{i=1}^{\infty}$ defined by $x_{i}^{*}\left(\lambda_{1}, \lambda_{2}, \ldots\right)=\lambda_{i}$. It follows that $\lambda$ is a limiting point of $\left\{t_{n}\right\}_{n=1}^{\infty}$ if and only if there is a sequence in ext $B\left(X^{*}\right)$ which converges in the $w^{*}$ topology to a functional of norm $\lambda$. Thus the set of limiting points of $\left\{t_{n}\right\}_{n=1}^{\infty}$ is determined by the isometric type of $X$. Conversely, if $\left\{t_{n}\right\}_{n=1}^{\infty}$ and $\left\{s_{n}\right\}_{n=1}^{\infty}$ have the same set of limiting points then by a well-known elementary fact there is a permutation $\pi$ of the set of positive integers such that $t_{n}-s_{\pi(n)} \rightarrow 0$ as $n \rightarrow \infty$. This permutation $\pi$ induces in a natural way an isometry of $m$ which maps the span of $\left(1, s_{1}, s_{2}, \ldots\right) \cup\left\{e_{i}\right\}_{i=2}^{\infty}$ onto the span of $\left\{\left(1, t_{1}, t_{2}, \ldots\right)\right\} \cup\left\{e_{i}\right\}_{i=2}^{\infty}$.

The reader should note the essential difference between Examples 5.1 and 5.2. While in 5.2 the rate in which $t_{n} \rightarrow 1$ (if at all $t_{n} \rightarrow 1$ ) is of crucial importance we have that in 5.2 only the set of limiting points itself matters.

It seems to be a very difficult problem to determine the set of all representing matrices of a given separable infinite-dimensional predual of $L_{1}(\mu)$. We know the answer to this question only for one such space, namely the space of Gurariĭ [7] and even here the situation is not entirely clear. We shall come back to this space at the end of the paper.

The situation is somewhat simpler if we ask the following question. Given a class $\mathcal{B}$ of separable Banach spaces whose duals are $L_{1}$ spaces, find a class of matrices $\mathcal{A}$ so that every matrix of $\mathcal{A}$ represents a space in $\mathcal{B}$ and that every space in $\mathcal{B}$ has a representing matrix belonging to $\mathcal{A}$. Our next three theorems give answers to some particular cases of this question.

The set of all representing matrices, i.e. all triangular matrices satisfying (3.12) form a convex set. Its extreme points are easily determined. These are the matrices $\left\{a_{i, n}\right\}$ such that for every $n$ there is an $i(n)$ such that $\left|a_{i(n), n}\right|=1$ and $a_{i, n}=0$ for $i \neq i(n)$. The spaces which admit extreme representing matrices are also easily determined. By the discussion at the end of Section 3 we may assume that (3.13) holds, i.e. that $a_{t(n), n}=1$ for every $n$.

Theorem 5.1. A Banach space $X$ has a representation by an extreme representing matrix if and only if $X=C(K)$ for some compact metric totally disconnected $K$.

Proof. Let $K$ be a totally disconnected compact metric space. There exists a sequence $\left\{\Pi_{n}\right\}_{n=1}^{\infty}$ of partitions of $K$ into disjoint closed sets so that for every $n, \Pi_{n}$ has $n$ elements, $\Pi_{n+1}$ is a refinement of $\Pi_{n}$ and

$$
\varrho_{n}=\max _{A \in \Pi_{n}} d(A) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

(where $d(A)$ denotes the diameter of $A$ ). Let $E_{n}$ be the linear span of the characteristic functions of the sets belonging to $\Pi_{n}$. Then $E_{n}=l_{\infty}^{n}, E_{n} \subset E_{n+1}$ and $C(K)=\overline{\mathrm{U}_{n=1}^{\infty} E_{n}}$. It is clear that the matrix $A$ corresponding to this representation of $C(K)$ is extreme.

Conversely let $A$ be an extreme matrix i.e. $a_{i(n) . n}=1$ and $a_{i, n}=0$ for $i \neq i(n)$. Let $K$ be the set of all sequences of integers ( $k_{1}, k_{2}, k_{3}, \ldots$ ) with $k_{1}=1$,

$$
k_{n+1}=k_{n}, \quad \text { if } \quad k_{n} \neq i(n), \quad n=1,2, \ldots
$$

and

$$
k_{n+1}=\text { either } k_{n} \text { or } n+1 \text { if } k_{n}=i(n), n=1,2, \ldots
$$

Clearly $K \subset \Pi_{n=1}^{\infty} Z_{n}$ where $Z_{n}=\{1,2, \ldots, n\}$. We take on each $Z_{n}$ the discrete topology and on $K$ the topology induced by the product topology. With this topology $K$ is a compact metric totally disconnected space. Let $\Pi_{n}=\left(A_{n}^{1}, A_{n}^{2}, \ldots, A_{n}^{n}\right)$ be the partition of $K$ defined by $\left(k_{1}, k_{2}, k_{3}, \ldots\right) \in A_{n}^{i} \rightleftarrows k_{n}=i$. The $\left\{\Pi_{n}\right\}_{n=1}^{\infty}$ have all properties required of the partitions in the first part of the proof. It is clear that the matrix representing $C(K)$ which was constructed above out of the sequence of partitions $\left\{\Pi_{n}\right\}_{n=1}^{\infty}$ is the matrix $A$ with which we started.

Theorem 5.2. A separable infinite-dimensional Banach space $X$ has a representing matrix $A=\left\{a_{i, n}\right\}$ with

$$
\begin{equation*}
\sum_{i} a_{i, n}=1, \quad n=1,2,3, \ldots \tag{5.1}
\end{equation*}
$$

if and only if $X=A(S)$ for some simplex $S$.
Proof. Assume that $X=\overline{\mathrm{U}_{n} E_{n}}$ is a representation of $X$ corresponding to a matrix $A$ satisfying (5.1). Let $e=e_{1,1}$ be (the positively oriented) unit vector of $E_{1}$. It follows from (3.11) by using induction on $n$ that

$$
\begin{equation*}
e=\sum_{i=1}^{n} e_{i, n} \tag{5.2}
\end{equation*}
$$

It follows that $e \in \operatorname{ext} B\left(E_{n}\right)$ for every $n$ and thus for every $x \in B\left(E_{n}\right)$

$$
\begin{equation*}
\max (\|e+x\|,\|e-x\|)=\|e\|+\|x\| \tag{5.3}
\end{equation*}
$$

Since $\mathrm{U}_{n} E_{n}$ is dense in $X$, (5.3) holds for every $x \in B(X)$ and hence $e \in \operatorname{ext} B(X)$. By the characterization of $A(S)$ which was mentioned in Section 4 we deduce that $X=A(S)$ for a suitable simplex $S$.

Conversely, assume that $X=A(S)$ and let $e$ be an extreme point in the unit ball of $X$ (e.g. the function identically equal to 1 ). By Theorem 3.2 there exists a representation $X=\overline{\mathrm{U}_{n=1}^{\infty} E_{n}}$ with $E_{1}=\{\lambda e ; \lambda \in R\}$. Since $e \in \operatorname{ext} B(X)$ it follows that $e \in \operatorname{ext} B\left(E_{n}\right)$ for every $n$. We show now by induction on $n$ that with a suitable choice of signs (of $e_{n, n}$, $n=1,2, \ldots$ ) (5.2) and (5.1) hold. Indeed assume that (5.2) holds for some $n$. Then by (3.11)

$$
e=\sum_{i=1}^{n} e_{i, n}=\sum_{i=1}^{n} e_{i, n+1}+\left(\sum_{i=1}^{n} a_{i, n}\right) e_{n+1, n+1}
$$

Since $e \in \operatorname{ext} B\left(E_{n+1}\right)$ we get that $\left|\sum_{i=1}^{n} a_{i, n}\right|=1$ and hence after a change of sign of $e_{n+1, n+1}$ if necessary $\sum_{i=1}^{n} a_{i, n}=1$. Thus (5.1) holds for $n$ and (5.2) holds for $n+1$. This concludes the proof.

Corollary. Let $S$ be a compact metrizable infinite-dimensional Choquet simplex. Then there exists a sequence of affine surjective maps $\psi_{n}: \Delta_{n+1} \rightarrow \Delta_{n}$ where $\Delta_{n}$ is an $n$-dimensional simplex such that $S$ is the inverse limit of the system

$$
\Delta_{1} \stackrel{\varphi_{1}}{\Delta_{2}} \stackrel{\varphi_{2}}{\Delta_{3}} \Delta_{3} \ldots
$$

Proof. This is just a restatement of Theorem 5.2 in terms of the dual space. If $T_{n}: l_{\infty}^{n} \rightarrow l_{\infty}^{n+1}$ is given by $T_{n} e_{i, n}=e_{i, n+1}+a_{i, n} e_{n+1, n+1}$ with $a_{i, n} \geqslant 0$ and $\sum_{i=1}^{n} a_{i, n}=1$ then $T_{n}^{*}$ maps the positive face of $B\left(l_{\infty}^{n+1}\right)$ affinely onto the positive face of $B\left(l_{\infty}^{n}\right)$.

Remark. Theorem 5.2 can be given also a probabilistic interpretation. Consider a random walk on the integers $1,2,3, \ldots$ in which it is impossible to advance. Denote the probability to go from a state $n$ to a state $i$ with $i \leqslant n$ by $a_{i, n}$. The matrix $A=\left\{a_{i, n}\right\}$ gives rise to a unique Choquet simplex $S$. Conversely every metrizable Choquet simplex gives rise to a family of such random walks. This correspondence gives probabilistic meaning to some quantities which arise naturally in the study of $A(S)$ as a Banach space. We did not, however, find any substantial application of the existence of this relation between Choquet simplexes and random walks.

Theorem 5.3. A separable infinite-dimensional Banach space $X$ has a non-negative representing matrix if and only if $X$ can be ordered so that $X^{*}=L_{1}(\mu)$ as an ordered Banach space (i.e. $X$ is a simplex space).

Proof. Assume that the matrix $A=\left\{a_{i, n}\right\}$ corresponding to the representation $X=\overline{\mathrm{U}_{n=1}^{\infty} E_{n}}$ is non negative. In each $E_{n}$ we introduce an order by taking as the positive cone the set $C_{n}=\left\{\sum_{i=1}^{n} \lambda_{i} e_{i, n} ; \lambda_{i} \geqslant 0,1 \leqslant i \leqslant n\right\}$. Since $A$ is non negative $C_{n} \subset C_{n+1}$ for every $n$. We order $X$ by taking as the positive cone the set $\overline{\bar{U}_{n-1}^{\infty} C_{n}}$. It can be proved directly that this defines a suitable order on $X$. We find it however simpler to present an indirect proof of this. Let $B=\left\{b_{i, n}\right\}$ be the triangular matrix defined by

$$
\begin{gathered}
b_{1,1}=1, \quad b_{1, n}=1-\sum_{i=1}^{n-1} a_{i, n-1}, \quad n=2,3, \ldots \\
b_{i, n}=a_{i-1, n-1}, \quad 2 \leqslant i \leqslant n, \quad n=2,3, \ldots
\end{gathered}
$$

By Theorem 5.2 the space $Y=\overline{\mathrm{U}_{n=1} F_{n}}$ represented by $B$ is an $A(S)$ space for some simplex $S$. We assume that $A(S)$ is ordered so that the vector $e$ used in the proof of Theorem 5.2 corresponds to the function identically equal to 1 on $S$ (i.e. we take

$$
\left.S=\left\{y^{*} \in Y^{*} ;\left\|y^{*}\right\|=y^{*}(e)=\mathbf{1}\right\}\right)
$$

Define the functional $y_{0}^{*}$ on $\bigcup_{n} F_{n}$ by $y_{0}^{*}(y)=\lambda_{1}$ if $y=\sum_{i=1}^{n} \lambda_{i} f_{i, n} \in F_{n}$ where $\left\{f_{i, n}\right\}_{i=1}^{n}$ is the canonical basis of $F_{n}$ which is associated to the matrix $B$. By (3.11) $y_{0}^{*}$ is well defined on $\bigcup_{n} \boldsymbol{F}_{n}$ and thus defines a unique element of $S$. Moreover, since $y_{0}^{*} \mid F_{n}$ is an extreme point of $B\left(F_{n}^{*}\right)$ for every $n$ it follows that $y_{0}^{*} \in \operatorname{ext} S$ (this fact was exploited in [23]). By the definition of $B$ the subspace $X$ of $A(S)$ consisting of all the vectors which annihilate $y_{0}^{*}$ has the given matrix $A$ as a representing matrix. Hence $A$ represents a simplex space $A_{0}(S)$. Observe also that the order induced by $A(S)$ on $X$ coincides with the order we defined in the beginning of the proof.

Conversely, assume that $X$ is a simplex space. The fact that $X$ has a non-negative representing matrix can be proved by following the proofs of Theorems 3.1 and 3.2, taking care at each step that the embedding constructed in those proofs are in addition nonnegative (in $l_{\infty}^{n}$ we take always the natural order). In the proof of Theorem 3.1 we have only to replace Lemma 3.1 by Lemma 2.1 of [10] and replace Lemma 3.2 by its following variant: Let $W$ be a compact convex subset of $R^{n+1}=R \times R^{n}$. Let $p$ and $q$ denote the canonical projections of $R^{n+1}$ onto $R$ and $R^{n}$ respectively, and assume that $q W$ is a polytope. Then for every $\varepsilon>0$ there exist distinct extreme points $\left\{e_{j}\right\}_{j=1}^{m}$ of $W$ and non-negative functions $\left\{\lambda_{j}\right\}_{j=1}^{m}$ defined on $W$ such that $\sum_{j=1}^{m} \lambda_{j}(w)=1,\left|p(w)-\sum_{j=1}^{m} \lambda_{j}(w) p\left(e_{j}\right)\right|<\varepsilon, q(w)=$ $\sum_{j=1}^{m} \lambda_{j}(w) q\left(e_{j}\right)$ for all $w \in W$ and $\lambda_{j}\left(e_{j}\right)=1$ for every $j$.

Let $A$ be a representing matrix which satisfies (5.1). By Theorem $5.2 A$ represents an $A(S)$ space $X$. There is a simple necessary (though not sufficient) condition which $A$ has to satisfy in order that $X=C(K)$ for some compact metric $K$.

THEOREM 5.4. Let $A=\left\{a_{i, n}\right\}$ be a non-negative triangular matrix such that $\sum_{i=1}^{n} a_{i, n}=1$ for every $n$. Assume that $A$ represents a $C(K)$ space. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\sum_{i=1}^{k} a_{i, n}-\max _{1 \leqslant i \leqslant k} a_{i, n}\right)=0 \tag{5.4}
\end{equation*}
$$

for every integer $k$.
Proof. As mentioned in Section $4 A(S) \cap M=C(K)$. More precisely: Let $X$ be an $A(S)$ space. Then $X$ is a $C(K)$ space if and only if whenever $X$ is ordered so that $X^{*}$ is order isometric to an $L_{1}$ space, then $X$ is a lattice in this order. Let $X=\overline{\bigcup_{n=1}^{\infty} E_{n}}$ be the representation induced by $A$. If we take in each $E_{n}$ its natural order then, as pointed out in the proof of Theorem 5.3, these orders are mutually compatible and induce an order on $X$ such that $X^{*}$ is order isometric to $L_{1}(\mu)$ for some $\mu$. Let $x, y \in E_{n}$ for some $n$ and let $(x \vee y)_{m}, m>n$ be the supremum of $x$ and $y$ in the (lattice) ordering in $E_{m}$. Clearly ( $\left.x \vee y\right)_{m+1} \leqslant$ $(x \vee y)_{m}$ for every $m>n$ and since $U_{m} E_{m}$ is dense in $X$ it followsthat $x \vee y$ (maximum in $X$ ) exists if and only if $\lim _{m \rightarrow \infty}(x \vee y)_{m}$ exists. Consequently, $X$ is a $C(K)$ space if and only if for every $x, y \in \overline{\mathbf{U}_{n=1}^{\infty} E_{n}}, \lim _{m \rightarrow \infty}(x \vee y)_{m}$ exists.

Assume now that (5.4) does not hold. It follows that there exist an $\varepsilon>0$, integers $i<j$ and a sequence of integers $\left\{m_{n}\right\}_{n=1}^{\infty}$ such that $a_{i, m_{n}} \geqslant \varepsilon$ and $a_{j, m_{n}} \geqslant \varepsilon$ for every $n$. Take any such $m_{n}$ and let

$$
e_{i, j}=\sum_{k=1}^{m_{n}} \lambda_{k} e_{k, m_{n}}, \quad e_{j, j}=\sum_{k=1}^{m_{n}} \mu_{k} e_{k, m_{n}},
$$

where $\left\{e_{i, n}\right\}_{i=1}^{n}$ denote, as usual, the canonical basis of $E_{n}$ which corresponds to $A$. By (3.11) and the fact that $A$ is non-negative we get that

Hence

$$
\begin{array}{ll}
\lambda_{i}=1 ; & \lambda_{k}=0, \mathbf{1} \leqslant k \leqslant j, k \neq i ; \\
\mu_{j}=1 ; & \lambda_{k} \geqslant 0, j+1 \leqslant k \leqslant m_{n}, \\
\end{array}
$$

Hence

$$
\left(e_{i, j} \vee e_{j, j}\right) m_{n}=e_{i, m_{n}}+e_{j, m_{n}}+\sum_{k=j+1}^{m_{n}} \max \left(\lambda_{k}, \mu_{k}\right) e_{k, m_{n}}
$$

By (3.11),

$$
\begin{align*}
& e_{i, j}=e_{i, m_{n}+1}+\sum_{k=j+1}^{m_{n}} \lambda_{k} e_{k, m_{n}+1}+\left(a_{i, m_{n}}+\sum_{k=j+1}^{m_{n}} \lambda_{k} a_{k, m_{n}}\right) e_{m_{n}+1, m_{n}+1}  \tag{5.5}\\
& e_{j, j}=e_{j, m_{n}+1}+\sum_{k=j+1}^{m_{n}} \mu_{k} e_{k, m_{n}+1}+\left(a_{j, m_{n}}+\sum_{k=j+1}^{m_{n}} \lambda_{k} a_{k, m_{n}}\right) e_{m_{n}+1, m_{n}+1} \tag{5.6}
\end{align*}
$$

$$
\begin{align*}
\left(e_{i, j} \vee e_{j, j}\right)_{m_{n}}=e_{i, m_{n}+1} & +e_{j, m_{n}+1}+\sum_{k=j+1}^{m_{n}} \max \left(\lambda_{k}, \mu_{k}\right) e_{k, m_{n}+1} \\
& +\left(a_{i, m_{n}}+a_{j, m_{n}}+\sum_{k=j+1}^{m_{n}} \max \left(\lambda_{k}, \mu_{k}\right) a_{k, m_{n}}\right) e_{m_{n}+1 . m_{n+1}} \tag{5.7}
\end{align*}
$$

Hence by (5.5) and (5.6)

$$
\begin{aligned}
\left(e_{i, j} \vee e_{j, j}\right)_{m_{n}+1}=e_{i, m_{n}+1} & +e_{j, m_{n}+1}+\sum_{k=j+1}^{m_{n}} \max \left(\lambda_{k}, \mu_{k}\right) e_{k, m_{n}+1} \\
& +\max \left(a_{i, m_{n}}+\sum_{k=j+1}^{m_{n}} \lambda_{k} a_{k, m_{n}}, a_{j, m_{n}}+\sum_{k=j+1}^{m_{n}} \mu_{k} a_{k, m_{n}}\right) e_{m_{n}+1, m_{n}+1}
\end{aligned}
$$

Comparing the coefficients in (5.7) and (5.8) and recalling that all the numbers involved are non-negative we get that

$$
\left\|\left(e_{i, j} \vee e_{j, j}\right)_{m_{n}}-\left(e_{i, j} \vee e_{j, j}\right)_{m_{n}+1}\right\| \geqslant \min \left(a_{i, m_{n}}, a_{j, m_{n}}\right) \geqslant \varepsilon
$$

and this contradicts the assumption that $A$ represents a $C(K)$ space.
Remarks. 1. (5.4) is not a sufficient condition for $A$ to represent a $C(K)$ space. By using similar ideas to those used in the proof above it is possible to give a (complicated) necessary and sufficient condition for $A$ (assuming that (5.1) holds) to represent a $C(K)$ space.
2. (5.4) is also a necessary condition for a non-negative matrix $A$ to represent an $M$ space.

We shall now use Theorem 5.3 to settle a question, mentioned in Section 4, in the separable case.

Theorem 5.5. Let $X$ be a separable infinite-dimensional Banach space whose dual is an $L_{1}$ space. Then there is a metrizable Choquet simplex $S$ so that $X$ is isometric to a subspace of $A(S)$ on which there is a projection of norm 1.

Proof. Let $X=\overline{\bigcup_{n=1}^{\infty} E_{n}}$ and let $A=\left\{a_{i, n}\right\}$ be a matrix corresponding to this representation. For every integer $n$ let $F_{n}=l_{\infty}^{2 n}$ and let $\left\{f_{i, n}\right\}_{i=1}^{2 n}$ be the unit vector basis of $F_{n}$. We embed $F_{n}$ isometrically into $F_{n+1}$ by the operator $T_{n}$ defined as follows

$$
\begin{aligned}
& T_{n} f_{2 i-1, n}=\left\{\begin{array}{ll}
f_{2 i-1, n+1}+a_{i, n} f_{2 n+1, n+1} & \text { if } a_{i, n} \geqslant 0 \\
f_{2 i-1, n+1}-a_{i, n} f_{2 n+2, n+1} & \text { if } a_{i, n}<0
\end{array} \quad i=1, \ldots, n\right. \\
& T_{n} f_{2 i, n}=\left\{\begin{array}{ll}
f_{2 i, n+1}+a_{i, n} f_{2 n+2, n+1} & \text { if } a_{i, n} \geqslant 0 \\
f_{2 i, n+1}-a_{i, n} f_{2 n+1, n+1} & \text { if } a_{i, n}<0
\end{array} \quad i=1,2, \ldots, n\right.
\end{aligned}
$$

Since each $T_{n}$ is positive (in the natural orders in $F_{n}$ and $F_{n+1}$ ) a slight modification of the first part of the proof of Theorem 5.3 shows that $Y=\overline{\bigcup_{n=1}^{\infty} F_{n}}$ is a simplex space.

For every integer $n$ define the isometry $R_{n}: E_{n} \rightarrow \boldsymbol{F}_{n}$ by $R_{n} e_{i, n}=f_{2 i-1, n}-f_{2 i, n}, 1 \leqslant i \leqslant n$, where $\left\{e_{i, n}\right\}_{i=1}^{n}$ is the basis of $E_{n}$ which corresponds to the matrix $A$. It is easy to check that the $\left\{R_{n}\right\}_{n=1}^{\infty}$ are consistent with the embeddings of $E_{n}$ in $E_{n+1}$ and $F_{n}$ in $F_{n+1}$ (i.e. that $R_{n+1} E_{n}=T_{n} R_{n}$ ) for all $n$. Thus the $\left\{R_{n}\right\}_{n=1}^{\infty}$ define a unique isometry $R$ : $X \rightarrow Y$. For every $n$, let $P_{n}$ be the projection of norm 1 in $F_{n}$ defined by $P_{n} f_{2 i-1, n}=-P_{n} f_{2 i . n}=$ $\left(f_{2 i-1, n}-f_{2 i, n}\right) / 2$ for $1 \leqslant i \leqslant n$. Clearly $P_{n} F_{n}=R_{n} E_{n}$ and $T_{n+1} P_{n}=P_{n+1} T_{n}$ for every integer $n$. Hence the $\left\{P_{n}\right\}_{n=1}^{\infty}$ define a unique projection of norm 1 from $Y$ onto $R X$. The proof of Theorem 5.5 is completed now by applying Proposition 4.1.

We conclude the paper by a discussion of the space(s) constructed by Gurarir [7]. Gurariĭ proved that there is a separable Banach space $X$ which has the following property:
$\left(^{*}\right)$ For every finite dimensional Banach spaces $F \supset E$, every isometry $T: E \rightarrow X$ and every $\varepsilon>0$ there is an operator $\tilde{T}: F^{\prime} \rightarrow X$ such that $\left.\tilde{T}\right|_{E}=T$ and $(1-\varepsilon)\|x\| \leqslant\|\tilde{T} x\| \leqslant$ $(1+\varepsilon)\|x\|$ for every $x \in F$.

It is clear (cf. e.g. [14]) that the dual of every space which satisfies ( ${ }^{*}$ ) is an $L_{1}$ space. Gurariĭ observed that there is no separable $X$ which satisfies ( ${ }^{*}$ ) with $\varepsilon=0$ (For a stronger result cf. [14, Theorem 7.8].) He observed also that a space satisfying (*) is essentially unique in the following sense. Let $X$ and $Y$ be two separable spaces satisfying (*). Then for every $\varepsilon>0$ there is an operator $U=U(\varepsilon)$ from $X$ onto $Y$ such that

$$
(1-\varepsilon)\|x\| \leqslant\|U x\| \leqslant(1+\varepsilon)\|x\|
$$

for every $x \in X$. We do not know whether the Gurariĭ space is strictly unique (i.e. whether any two separable spaces satisfying (*) are isometric). A functional representation of the Gurariǐ space(s) is not known. It turns out, however, that it is possible to characterize all the representing matrices of this space(s). We shall restrict ourselves here in giving a simple sufficient (but not necessary) condition for a matrix to represent a Gurariĭ space. This will give in particular a much simpler proof of the existence of a Gurariĭ space. (Observe that for this proof of the existence of a Gurariĭ space we do not use the results of Section 3 on the existence of a representing matrix for every separable predual of $L_{1}$.)

Theorem 5.6. Let $A=\left\{a_{i, n}\right\}$ be a triangular matrix with $\sum_{i=1}^{n}\left|a_{i, n}\right| \leqslant 1$ for every $n$. Assume that the vectors

$$
a^{\pi}=\left(a_{1, n}, a_{2, n}, a_{3, n} \ldots, a_{n, n}, 0,0, \ldots\right), n=1,2, \ldots
$$

are dense in the unit ball of $l_{1}$. Then $A$ represents $a$ Guraria space.

Proof. Let $X=\overline{\bigcup_{n-1}^{\infty} E_{n}}$ have $A$ as a representing matrix. By a routine approximation argument it is clear that in order to prove that $X$ has property $\left({ }^{*}\right)$ it is enough to consider only spaces $F$ such that $B(F)$ (and therefore also $B(E)$ ) is a polytope and isometries $T$ such that $T E \subset E_{n}$ for some $n$. Let $Y$ be the quotient space of $F \oplus E_{n}$ (normed by $\|(f, x)\|=\|f\|+\|x\|)$ modulo the subspace $\{(e,-T e) ; e \in E\}$. Denote by $\psi$ the quotient $\operatorname{map} F \oplus E_{n} \rightarrow Y$. Clearly $\psi$ is an isometry on $\hat{E}_{n}=\left\{(0, x) ; x \in E_{n}\right\}$ and on $\hat{E}=\{(e, 0) ; e \in E\}$ and $\psi \hat{E} \subset \psi \hat{E}_{n}$. Define $\hat{T}: \psi E_{n} \rightarrow E_{n}$ by $\hat{T} \psi(0, x)=x$. Then $\hat{T}$ is an isometry and $\hat{T} \psi(e, 0)=T e$ for every $e \in E$. Thus in order to show that ( ${ }^{*}$ ) holds it is enough to prove that given $\varepsilon>0$ there is a $\tilde{T}: Y \rightarrow X$ such that $\tilde{T}_{\psi\left(\hat{E}_{n}\right)}=\tilde{T}$ and $(1-\varepsilon)\|y\| \leqslant\|\tilde{T} y\| \leqslant(1+\varepsilon)\|y\|$ for $y \in Y$. In other words, it is no loss of generality to assume that $E=E_{n}$ and $T$ is the identity. Finally, since $B(Y)$ is a polytope $Y \subset l_{\infty}^{m}$ for some $m$ and so we may assume that $F=l_{\infty}^{n+r}$ for some positive integer $r$. Denote the embedding of $E=E_{n}$ into $F$ by $U$. As remarked at the end of Section 3 there is an admissible basis $\left\{f_{i}\right\}_{i-1}^{n+r}$ in $F$ so that
with

$$
U e_{i, n}=f_{i}+\sum_{j=1}^{r} \alpha_{i, j} f_{n+j}, \quad i=1,2, \ldots, n
$$

$$
\sum_{j=1}^{n}\left|\alpha_{i, j}\right| \leqslant 1, \quad 1 \leqslant j \leqslant r
$$

Let $\varepsilon>0$. Choose $\delta>0$ so that if $\left|\beta_{i, j}-\alpha_{i, j}\right| \leqslant \delta, 1 \leqslant i \leqslant n, l \leqslant j \leqslant r$ then there is an operator $V$ from $F$ into itself for which

$$
V\left(f_{i}+\sum_{j=1}^{r} \alpha_{i, j} f_{n+j}\right)=f_{i}+\sum_{j=1}^{r} \beta_{i, j} f_{n+j}, 1 \leqslant i \leqslant n
$$

and $(1-\varepsilon)\|f\| \leqslant\|V f\| \leqslant(1+\varepsilon)\|f\|$ for every $f \in F$. By our assumption on the matrix $A$ there are $k_{r}>k_{r-1}>\ldots>k_{1}>n$ so that for every $\mathrm{l} \leqslant j \leqslant r$

$$
\left|\alpha_{i, j}-a_{i, k_{j}}\right| \leqslant \delta / 2, \quad 1 \leqslant i \leqslant n, \sum_{i>n}\left|a_{i, k_{j}}\right| \leqslant \delta / 2
$$

By (3.11) it follows easily that

$$
e_{i, n}=e_{i, k_{r}+1}+\sum_{m=n+1}^{k_{r}+1} \gamma_{i, m} e_{m, k_{r}+1}, \quad 1 \leqslant i \leqslant n
$$

with $\left|\gamma_{i, k_{j}+1}-\alpha_{i, j}\right| \leqslant \delta, 1 \leqslant i \leqslant n$ and $l \leqslant j \leqslant r$. Choose an operator $V$ in $F$ as above where we take $\beta_{i, j}=\gamma_{i, k_{j}+1}$. Let $T_{0}$ be the isometry from $F$ into $E_{k_{r}+1} \subset X$ defined by

$$
T_{0} f_{i}=e_{i, n}-\sum_{j=1}^{r} \gamma_{i, k_{j}+1} e_{k j, k_{r}+1}, \quad 1 \leqslant i \leqslant n
$$
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$$
T_{0} f_{n+j}=e_{k_{j}+1, k_{r}+1}, \quad 1 \leqslant j \leqslant r .
$$

The operator $\tilde{T}=T_{0} V: F \rightarrow X$ satisfies $\left.\tilde{T}\right|_{E}=T$ (i.e. $\tilde{T} U=T$ ) and

$$
(1-\varepsilon)\|f\| \leqslant\|\tilde{T} f\| \leqslant(1+\varepsilon)\|f\|
$$

for all $f \in F$, as desired.
Remark. As A. Pełczyński pointed out to one of the authors it is not hard to see that if $A$ is as in the statement of Theorem 5.6 then the space $X$ which is represented by $A$ satisfies that ext $B\left(X^{*}\right)$ is $w^{*}$ dense in $B\left(X^{*}\right)$. Similarly, if $A=\left\{a_{i, n}\right\}$ is non-negative, $\sum_{i=1}^{n} a_{i, n}=1$ for every $n$ and $a^{n}=\left(a_{1, n}, \ldots, a_{n, n}, 0, \ldots\right)$ are dense in the positive face of the unit ball of $l_{1}$ then $A$ represents a space $A(S)$ with $S$ a Choquet simplex for which ext $S$ is dense in $S$ (i.e. a simplex of the type constructed by Poulsen [22]).
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