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Bandwidth-Efficient Turbo Trellis-Coded
Modulation Using Punctured Component Codes

Patrick RobertsonMember, IEEE and Thomas \Wrz, Member, IEEE

Abstract—We present a bandwidth-efficient channel coding they can be decoded with the Viterbi or the Bahl-Jelinek
scheme that has an overall structure similar to binary turbo  (symbol-by-symbol MAP) algorithm [9]. Multidimensional

codes, but employs trellis-coded modulation (TCM) codes (includ- ¢ gjlows even higher bandwidth efficiency than traditional
ing multidimensional codes) as component codes. The combina-

tion of turbo codes with powerful bandwidth-efficient component Ung_erboecl_§ TCM by assigning more than one Sym.b_0| .per
codes leads to a straightforward encoder structure, and allows trellis transition or step [10]. In this case, the set partitioning

iterative decoding in analogy to the binary turbo decoder. How- takes into account the union of more than one two-dimensional
ever, certain special conditions may need to be met at the encoder, signal set.

and the iterative decoder needs to be adapted to the decoding of : T : :
the component TCM codes. The scheme has been investigated for The basic principle of turbo codes is applied to TCM by

8-PSK, 16-QAM, and 64-QAM modulation schemes with varying '€taining the important properties and advantages of both
overall bandwidth efficiencies. A simple code choice based on the Of their structures. Essentially, TCM codes can be seen as
minimal distance of the punctured component code has also been systematic feedback convolutional codes followed by one (or
perfgrme]f_"- Trf]‘e interzet difstangez of t(;re partciltic()jnig_g ”‘\3/3 can be more for multidimensional codes) signal mapper(s). Just as
tth: Syﬁbéﬁ_éyi;#]?ole,\rﬂgp Cc%nfpoﬁgnt L(er(]ei%dir o;l)tc'esr'atinz inem/ee binary_turbo codes_ use a parallel concatenation of two binary
log domain, and apply methods of reducing decoder complexity. f€cursive convolutional encoders, we have concatenated two
Simulation results are presented and compare the scheme with recursive TCM encoders, and adapted the interleaving and

traditional TCM as well as turbo codes with Gray mapping. The  puncturing. Naturally, this has consequences at the decoding
results show that the novel scheme is very powerful, yet of modest gjqe.

complexity since simple component codes are used. In this paper, we also extend the basic concept of TTCM to

Index Terms—Decoding, iterative methods, trellis-coded mod- incorporate multidimensional component codes which allows
ulation. a higher overall bandwidth efficiency for a given signal
constellation than ordinary TTCM. As a further possibility of

|. INTRODUCTION increasing the bandwidth efficiency, we employ higher order

N 1993, powerful so-called turbo codes were introduced [ odulation const_ellations (for_ example, 64'Q.A.M)' These tWO.

proaches require us to retain parallel transitions in the trellis

which achieve good blt.-error raf[es (BER s) (10 107°) for complexity reasons; in other words, some of the informa-
at low SNR. They are of interest in a wide range of telecorrtll—

munications applications, and comprise two binary compon T‘ vl\)/lés d?;encocirgﬁ)lfjvelyaﬂgﬁgldﬁgrzgigg:; ?g:ng_%nsegt;:r?gelsé_ln
codes and an interleaver. They were originally proposed fQr; P

binary modulation (BPSK). Successful attempts were so M modulatlon_wnh two, respectlvgly three, |nfor_mat|on
‘Is per symbol since the corresponding uncoded bits would

undertaken to combine binary turbo codes with higher ord ¢ benefit f the interl d th el tenati
modulation (e.g., 8-PSK, 16-QAM) using Gray mapping [z]r,]o enefit from the interleaver and the parallel concatenation.

and alternatively as component codes within multilevel cod wever, dug .to the higher operating SNR fpr very high
[3]. In contrast, in our approach—called turbo trellis-code andwidth-efficient schemes and _the Iargg Euclidean distance
modulation (TTCM)—we have employed two Ungerboeclg- at separates the su_bs_ets of signal points that carry_these
type codes [4] in combination with trellis-coded moduIatioHnCOded bits, the restrlctpn of not allowing parallel transmon.s
(TCM) in their recursive systematic form as component cod TTCM can be broken wnhqu.t loss Of. performance_ atleastin
in an overall structure rather similar to binary turbo code%Chemes with %-3-PSK.transm|tt|ng _2'5 mformahon.blts/symbol
[5], [6]. A different approach for bandwidth-efficient codingand 64-QAM with 5 b|ts/symbol which were investigated here.
using recursive parallel concatenation was proposed in [7] ancBY @PPlying the technique to 8-PSK, 16-QAM, and 64-
[8] where there is no puncturing of coded bits or symboIQAM modulation formats, we _have shown its V|ab|I|t_y over a
TCM codes by themselves combine modulation and codirl@'ge range of bandwidth efficiency and signal-to-noise ratios.

by optimizing the Euclidean distance between codeword: @ll cases, low BER's (10 - - 19_5,) could be achieved
within 1 dB or less from Shannon’s limit—a finding that, in the

Manuscript received September 1, 1996; revised April 22, 1997. This WoﬁpnteXt of blnary turbo codes, was responS|bIe for the interest
was presented in part at IEEE ICC'96, Dallas, TX, June 1996, and at IEEREY generated.

ICC'97, Montreal, P.Q., Canada, June 1997. The paper begins by describing the generic encoder (be-
The authors are with the Institute for Communications Technology, German . . L . . .

Aerospace Center (DLR), D-82230 Wessling, Germany. ginning with a motivation for its structure); an encoder with
Publisher Item Identifier S 0733-8716(98)00229-7. 8-PSK signaling will serve as a salient example. We then
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Fig. 1. Generic encoder that treats uncoded bits as coded bits from a structural point of view.

3t

present the results of a search for component codes for 8-P§iace) through signal set expansion. The encoder can be repre-
and Z? signal sets, taking into consideration the puncturingented as combination of a systematic recursive convolutional
at the encoder. This is followed by a section on the iterativencoder and symbol mapper.7} out of /» bits are encoded,
decoder using symbol-by-symbol MAP component decodetse resulting trellis diagram consists &t branches per state,
whose structures are derived for our case of nonbinary trelliggst counting parallel transitions. This results in more than two
and special metric calculation. Finally, we present simulatidsranches per state fai > 1—we call this a nonbinary trellis.
results of the new scheme with two- and four-dimensional We have employed Ungerboeck codes (and multidimen-
8-PSK, as well as two-dimensional 16-QAM and 64-QAMsional TCM codes) as building blocks in a turbo coding
The influence of varying the block size—of important practicalcheme in a similar way as binary codes were used [1]. The
relevance—is also a subject of investigation. For reference, wjor differences are: 1) the interleaving now operates on short
judge the new schemes against classical TCM and binary tu@ups ofm bits (e.g., pairs for 8-PSK with two-dimensional
codes with Gray mapping, as well as their BER performanqecy schemes) instead of single bits; 2) to achieve the desired
with respect to channel capacity. spectral efficiency, puncturing the parity information is not
quite as straightforward as in the binary turbo coding case;
and 3) there are special constraints on both the component
encoders as well as the structure of the interleaver.

Let the size of the interleaver b&/. The number of
A. Motivation for the Structure modulated symbols per block 1§ -n, with n = D/2, whereD

Let us recall that two important characteristics of turbts the signal set dimensionality. The number of information bits
codes are their simple use of recursive systematic componéansmitted per block i$v -m. The encoder is clocked in steps
codes in a parallel concatenation scheme. Pseudorandom ®jitn - 7" where 1" is the symbol duration of each transmitted
wise interleaving between encoders ensures a small bit-er26f+1)/™-ary symbol. In each stepyp information bits are
probability [11]. What is crucial to their practical suitability isinput and » symbols are transmitted, yielding a spectral
the fact that they can be decoded iteratively with good perfaefficiency of m/n bits per symbol usage. Fig. 1 shows the
mance [1]. It is well known that Ungerboeck codes combirgeneric encoder, comprising two TCM encoders linked by the
coding and modulation by optimizing the Euclidean distandsterleaver. A signal mapper follows each recursive systematic
between codewords and achieve high spectral efficiency €onvolutional encoder where the latter each produce one parity
bits per 2™ tl-ary symbol from the two-dimensional signalbit in addition to retaining then information bits at their

Il. THE ENCODER
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Fig. 2. Encoder shown for 8-PSK with two-dimensional component codes memory 3. An example of interleaviny witlé is shown. Bold letters
indicate that symbols or pairs of bits correspond to the upper encoder.

inputs. For clarity, we have not depicted any special treatménterleaved—on a pairwise basis—and encoded again into
of the m — 7 uncoded bits as opposed to the bits to be the sequence (6, 7, 0, 3, 0, 4). We deinterleave the second
encoded: in practice, uncoded bits would not need to be pass#doder’s output symbols to ensure that the ordering of the
through the interleaver but would be simply used to choose ttveo information bits partly defining each symbol corresponds
final signal point from a subset of points after the selector. We that of the first encoder, i.e., we now have the sequence (0,
will return to the problem of parallel transitions shortly. FoB, 6, 4, 0, 7). Finally, we transmit the first symbol of the first
the moment, the interleaver is restricted to keeping each gragipcoder, the second symbol of the second encoder, the third of
of m bits unchanged within itself (as visualized by the dashdfe first encoder, the fourth symbol of the second encoder, etc.,
lines passing through the interleaver in Fig. 1). The output 693, 7,4,1,7). Thus, the parity bit is alternately chosen from
the bottom encoder/mapper is deinterleaved according to thé first and second encoder (bold, notbold, bold, etc.). Also,
inverse operation of the interleaver. This ensures that at € /th information bit pair exactly determines two of the three
input of the selector, then information bits partly defining Pits of thekth symbolz;. This ensures that each information
each group ofa symbols of both the upper and lower inpuplt pair defines part of the constellation of an 8-PSK symbol
are identical. Therefore, if the selector is switched such tH&actly once.

a group ofn symbols is chosen alternately from the upper

and lower inputs, then the sequenceféf n symbols at the B. Interleaver and Code Constraints

output has the important property that each of fiegroups By deinterleaving the output of the second decoder, each
of m information bits defines part of each groupbutput sympol indexk before the selector in Fig. 1 has the property
symbols. The remaining bit which is needed to define eagh peing associated with input information bit group index
group ofn symbols is the parity bit taken alternatively fronyegardless of the actual interleaving rule. However, from the
the upper and lower encoder. standpoint of the second componefgcoder it will become

A simple example will now serve to clarify the operatiorevident (see Section ) that with the alternate selection
of the encoder for the case = 1, m = 2, N = 6, and chosen, the interleaver must map even positions to even
8-PSK signaling: it is illustrated in Fig. 2. The set partitioningositions and odd ones to odd ones (or even—odd, odd—even).
is shown in Fig. 3. The 6-long sequenté,ds,---,ds) = Other than this constraint, the interleaver can be chosen to be
(00,01,11,10,00,11) of information bit pairs 2 = 2) pseudorandom or modified to avoid low distance error events.
is encoded in an Ungerboeck style encoder to yield theA constraint on the component code was made in [5] such
8-PSK sequenc€0,2,7,5,1,6). The information bits are that the corresponding trellis diagram of the convolutional
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Fig. 3. Set partitioning for 8-PSK. Dotted ovals denote subsets corresponding to the different combinatidriseadistances\; are relevant for code design.

encoders should have no parallel transitions. This ensures thiaé transmission of uncoded bits has been proposed for the
each information bit benefits from the parallel concatenationultilevel approach of [3] where channel capacity arguments
and interleaving. This condition can be relaxed under a numishrow that these two bits theoretically need only minimal (if
of conditions. The first, proposed in [12], applies if th&ny) coding protection when five information bits are sent
interleaver no longer keeps each groupnefbits unchanged Using one 64-QAM symbol.

during interleaving. Remember that we have so far assumedn the following, a heuristic rule is given in order to
that the interleaver keeps the input unchanged within ea@@termine the number of uncoded bits per symbol. It is based
group of information bits, and the corresponding symb&" the experience that the BER of TTCM schemes (yvith large
deinterleaver does not modify its symbol inputs (except fGHOCK lengths) reaches a value &} ~ 107 at a signal-

the actual re-ordering of their positions, of course). In [12{0-N0iS€ ratio£,/Ng which is approximately 1 dB above
the above condition was relaxed for 8-PSK with= 2 where he correspo_ndlng c_han_nel capaC|_ty [5]. Let us conS|_der the
the interleaver swapped the two information bits and the Coagquence of increasing inner-set distanaesvhen following

allowed two parallel transitions per state. For 8-PSK wit own the partltlomr_wg O.f the corresponding S|g_nal set (for
an example of partitioning an 8-PSK constellation, refer to

m = 2, this ensures that each information bit influences eithErg 3). For each distance, we can evaluate a rough approx-

the states of the upper or lower encoder—but never both.i ation of the BER in the uncoded case, by applying the
slight advantage for a small number of decoding iterations WaRS\I-known formula '

reported. Unless otherwise stated, the examples in this paper

assume a nonmodifying interleaver. The second case in which 1 E.A,;

we allow parallel transitions is when we desire a very high By(Ai) = 5 erf AN (1)
bandwidth efficiency. Due to the higher operating SNR and

the large Euclidean distance that separates the subsets of sigyalising the above formula to approximate the BER of the
points that define parallel transitions (assuming sensible swicoded bits withP,(A;), two approximations are included.
partitioning and mapping), uncoded information bits receive « The error propagation from the partition levels which
ample protection at least in the cases of 8-PSK transmitting include coded bits into the partition levels with uncoded

2.5 information bits/symbol and 64-QAM with 5 bits/symbol. bits is neglected.
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* Moreover, the number of nearest neighbors is not includéashion. It tries to maximize the minimal distance between
in the calculation, only the pure distance is used toodewords whose corresponding information difference vec-
evaluate (1). tors have a small weight (typically, 1-5). The algorithm is

As a result, we can identify at which level of the partitiorPased on the distance properties of the component codes, and

chain the corresponding uncoded bits have enough protectig@rks by attempting to break interleaver patterns leading to

based on the distana®; and the given SNRE, /N to bring small codeword distances. In principle, the algorithm can be
the BER belowP, = 10~5. Two examples are given in theused for TTCM interleaver optimization as well, even though

following. the interleaver no longer maps single bits. Modifying the
+ Example 1: interleaver might be especially useful for very small block
sizes where a random interleaver is likely not to be the best

— Signal set: four-dimensional 8-PSK.

— Desired information rate: 2.5 bits/symbol.

— The two 8-PSK symbols are generated by the ru
[10] (32) = 2°(3) +#4 () +2° (5) +27 () +2 (1) +
2°() modulo 8. The parity bit ig°; the information
bits are z!—z°.

— Corresponding channel capacity: 8.8 dB [4f

E;/Ng = 9.8 dB. each second symbol.

— Sequence of distances; for the partition chain |4 14 eq. (15b)], it is stated that the minimal distance is
of the signal set [10] and corresponding uncodeg,;nded by

BER'’s shown in (a), at the bottom of the page.

choice.

@. Component Code Design

In an initial attempt to find good component codes, we
have used an exhaustive computer search similar to [4] that
maximizes the minimal distance of each component code
under consideration of randomly selecting the parity bits of

. . . . . k+L
— Conclusion: three encoded bits (including the parity 2 . 2 _ . 2
bit) are necessary to reach the desired BER for the iree 2 Dfree = MmiN 2_: Age,) =min Ae(D)] (2
uncoded bits (henceq = 2). =k
« Example 2: minimizing over all nonzero code sequene£®)). The vari-
; ) ; . able g(e;) is the number of trailing zeros in;. The values
— Signal set: two-dimensional 64-QAM. * - v i
9 Q A% A2 A3, ..., are the squared minimal Euclidean distances

— Desired qurmaﬂon rate: 5 blt§/symbol. between signals of each subset, and must be replaced by
— Corresponding channel capacity: 16.2 dB A2 A2 A2 ... when the corresponding transmitted sym-
E,[/Ng = 17'2_dB' - ] bol was “punctured”; the distances are shown in Fig. 3.
— Sequence of distances; for the partition chain of These new distances can be calculated by assuming that the
the signal set [4] and corresponding uncoded BER'$3ndom” parity bit takes its worst case value and minimizes
given in (b), found at the bottom of the page.  the distance between elements of the subsets. We obtained the
— Conclusion: again, three encoded bits are necessaggults of Table |, where the parity check polynomials in octal
to reach the desired BER for the uncoded bitgotation are given as in [4]. Note that in the case of 8-PSK,
(m = 2). the punctured code has a loss compared to uncoded QPSK
A further condition on the code, which has its origins at thelf.../dgpsk = d3../2 = 0.878), but we must not forget that
decoder [(8) in Section IlI-B], is that the information bits inwe are able to transmit aadditional (parity) bit every2 - n
stepk do not affect the value of the parity bits at stepthis 8-PSK symbols, albeit with little protection within the signal
condition was also proposed for good TCM codes in [4]. constellation.
In [13], an algorithm was presented that modifies an in- It should be noted that better results might be obtained if the
terleaver for binary turbo codes in a controlled, but randooode search maximizes the smallest distance between subsets

Part. Level 0 1 2 3 4 5 6

A; 0.58 1.172 2 4 4 8 00 (@

Py(A;)  0.05 0.009 0001 6.5-107% 6.5-107¢ 3.5.10710 —

Part. level 0 1 2 3 4 5 6

A, 0.095 0.19  0.38 0.76 1.52 3.05 00 (b)

Py(A;)) 006 0013 8-107* 4.1076 1.3-1071° 1.8.1071 —
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TABLE |
“PuncTurRED’ TCM CoDES WITH BEST MINIMAL DISTANCE FOR 8-PSK AND QAM (IN OcTAaL NOTATION)
Code m HY(D) | H'(D) | H*(D) | H¥D) | d2.. /A2
2-dim. 8-PSK, 8 states 2 11 02 04 3
4-dim. 8-PSK, 8 states 2 11 06 04 3
2-dim. 8-PSK, 16 states 2 23 02 10 3
4-dim. 8-PSK, 16 states 2 23 14 06 3
2-dim. Z2, 8 states 3 11 02 04 10 2
2-dim. Z?, 16 states 3 21 02 04 10 3
2-dim. Z?, 8 states 2 11 04 02 3
2-dim. Z?, 16 states 2 21 04 10 4

of the component code corresponding to small input Hammidg Extrinsic, A Priori, and Systematic Components

weights. Because we will now take a close look at the way the

iterative decoder works, we have decided to write logarithms
IIl. THE DECODER of probabilities, denoted by.( ), for brevity and clarity. We
The iterative decoder is similar to that used to decode binamad stated above that we wish to pass the component (extrinsic
turbo codes, except that there is a difference in the natureastd systematic) to the next decoder in which it is usea as
the information passed from one decoder to the other, andg¥iori information. We shall define the component (extrinsic
the treatment of the very first decoding step (half iterationdnd systematic) as that part of the MAP output that does not
A major novelty is the fact that each decoder alternately se@gpend on tha priori information P{d;, = ¢}. In other words,
its corresponding encoder’s noisy output symbol(s), and the@ must subtract tha priori term (A4)
the other encoder’s noisy output symbol(s). The information . ) p
bits, i.e., systematic bits that partly resulted in the mapping La(dy, = i) = log Pridy = i} (3)
of each of these symbols, are correct—in the sense of bef@m the logarithm of (A10) to obtain a term independent of
identical to the corresponding encoder output—in both casege a priori information P{dj, = i}
However, this is not so for the parity bits since these belong
to the other encoder every other groupnofymbol—we have — Lews(di = i) = log P{dy = ily} — log PH{dy =i} (4)
indexed these symbols with “*" and will call these symbolsw € {0,---,2™ — 1}. This can be done since P, = i} is

“punctured” for brevity. Note that in the following, the at-, ¢ ctor in-; that does not depend ah or M’ and can be
g'bUtg i olr punctured” refers to the pertinent Componen{/vritten outside the summations in (A10). We will abbreviate
ecoder only. ﬁle&s(dk = ¢) in diagrams and when written in text by&s).

In the binary turbo coding scheme, it cgn_be shown that_t. eHowever, the decoder must be formulated in such a way
component decoder’s output can be split into three addItIYﬁat it correctly uses the channel observatignand thea
parts (when in the logarithmic or log-likelihood ratio domai

. . . ) I’briori information P{d; = ¢} at each stegk. This is best

[14]) for ea(_:h information b”k: the systemat|c Compon_entillustrated in a diagl{ram: se}e Fig. 4. Shown on the left is
(corresp_on_dlng to the recew_ed syst_emau_c value for it the interrelation of both MAP decoders for one information
the a priori component (the information given by the Othe[)it in a binary turbo coding scheme. We have denoted the

decoder for bitk), and the extrinsic component (that Partytrinsic component—omitting the indéx—by ¢, thea priori

that depends on all other inputs). Only the so-called extrip 8mponent bys, and the systematic and parity ones bgnd

_compon_ent may be given to the next (_Jlecoder; OtherW'SE?’Bold letters indicate that the variables correspond directly
information will be used more than once in the next decod

. the upper decoder, not bold ones correspond directly to
[1]’.[15]' Furthermo_re, these three components are d|sturb[%% lower decoder. Of course, the decoders have memory
byl_;ndep(ter?der!: ntzlse._ licated by the fact that t indicated by inputsy and /), so each input will affect many
ere, the situation 1s compiicated by the fact that t eighboring outputs; we have only shown the relationships for
systematlc compqnent cannot be separatgd from the extringl% bit. Both decoders are symmetrical as they only pass the
one since the noise _that affects the parlty co_mponent_ aﬁé’wly generated extrinsic information to the next decoder.
affects the systematic one because—unlike in the blna.ryThe right side shows the decoders for TTCM where the

cas_e—_the syst_eme_ltic information is transmitted together wi per decoder sees a punctured symbol (which was output by
parity information in the same symbol(s). However, we ¢ e other decoders:mode”); in the example of our encoder in
split the output into two different components:dpriori and Fi '

5 L ) : g 2, it might have received a noisy observation of symbol
) (extrinsic and systematic). Each decoder must now pass just_ 3. The corresponding symbol from the upper encoder
the Iatter_to. the nex.t decoder, and care IS taken not to use was not transmitted. The upper decoder now ignores this
systematic mformauon mc.)re.than oncen ea}ch_decoder. N bol—indicated by the position of the upper switch—as far
that we havg yvrltten (ex.t.r|n3|c and system_anc) In parenthgs§the direct channel input is concerned: in (A3), we set

to stress their inseparability. In the Appendix, we have derive

the symbol-by-symbol MAP decoder for nonbinary trellises. L, = log p(yi|di =4, 5k = M, Sk—1 = M') = 0 (5)
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Binary Turbo Decoder at Step k TTCM Decoder at Step k
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Fig. 4. Decoders for binary turbo codes and TTCM. Note that the labels and arrows apply only to one specific info bit (left) or groupfabits
(right). The interleavers/deinterleavers are not shown.

illustrated in Fig. 4 by $&s) = 0. The only input for this step set thea priori information, by applying the mixed Bayes’
in the trellis isa priori informationa from the other decoder, rule, to
and this includes the systematic informatien The output

of the MAP, for this transition, is the sum of thi priori Pdy = 1} —Pr{dy = ily,} = const p(y|dy = i)
mfgrma_mon a and newly computed extrinsic informatia — const. Z p(yk,bg’* — jldy = L)
which is p
16{07 1}
_ const 0k
Le —Le&s (6) :T . Z p(yk|dk :vak _J) (8)

. L . j€{0,1
since we have seté&s to zero. Thea priori information a je{o 1}

is subtracted, and the e_xtr_ir_wsic info_rmatieris passed to_the where it is assumed that ﬂ";i* = jld) = Pr{b%* _
segond_degoder as ispriori informationa (see the equations y _ 1/2, i.e., the parity bit in the symbal;, is statistically
written in Fig. 4). The s_econd decoder, howgver, sees asym ependent of the information bit groul and equally likely
thatwasgenerated by its encoder; hence, it can compute 1 he zerg or one. Furthermore, the init@priori probability
— Y = loo — _ — Af of dj—prior to any decoding—is assumed to be constant for

Lpgealdy = 1) = log plygldy =4 51 = M, Sy = M) (7) all i. Above, it is not necessary to calculate the value of the
for eachi, and subsequently. ¢ (dy = i) which is used as constant since the value of {2, = 4|y, } can be determined
the a priori input of the upper decoder in the next iterationdy dividing the summatiord_ ., 1, by its sum over all;
The setting of the switches will alternate from one group dhormalization). If the upper decoder is not at dransition,
bits (index k) to another. then we simply set R, = ¢} to (1/2™).

B. Metric Calculation in the First Decoding Stage C. The Complete Decoder

The above applies only to the decoding process wlaere The complete decoder is shown in Fig. 5. By “metric s,” we
priori information for the upper decoder is already availablenean the evaluation of (8). All thin signal paths are channel
which is the case in all but the very first decoding stage. Witputs or values ofog p(y,,|d, = ¢, S = M, Sk—1 = M),
had relied on the fact that if the upper decoder sees a grabjtk paths represent a group 2f* values of logarithms of
of n punctured symbols, we had embedded the systemgtiobabilities.
information, so to speak, in tha priori input. Before the  We would like to ensure that punctured and unpunctured
first decoding pass of the upper decoder, we need to set iyenbols are uniformly spread, i.e., occur alternately at both
a priori information to contain the systematic information foof the decoders’ inputs. With our encoder’s selector, the
thex transitions, where the transmitted symbol was determinederleaver must be chosen as in Section II-B.
partly by the information groug;, but also by the unknown 1) Avoiding Calculation of Logarithms and Exponen-
parity bits% * € {0, 1} produced by thetherencoder. We thus tials: Since we work with logarithms of probabilities, it
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Fig. 5. Complete decoder.

is undesirable to switch between probabilities and thedn, or calculate soft outputs for, the uncoded bits that cause
logarithms. This becomes necessary, however, at the followithgese parallel transitions. In the MAP decoders, the parallel
four stages in the decoder. transitions can be merged, which mathematically corresponds
1) In (8), when we sum over probabilitiesto adding the path transition probabilities{yy, M', M) of
(Cjet0.1) P@sld = 'L}bg’* = 7)), but the demodulator the parallel transitions. It is clear that the sum is over just

provides us withog(p(y, |di = 4, b%* — ). those2(’_”—_ﬁ’) va!ues ofi which represent_all combin_ations of
2) When evaluating, >, plyy|di = Q0 = 7) the statistically md_ependent u_nco_ded bits. There_ is one such

to normalize (8) toZ un]itilfo’ 1} k sum for every particular combination of the remainifgbits
3) When normalizing the sum of (AL0) to unity. which are encoded. From th(_en on, the MéP Qecoder calculates
4) When calculating the hard decision of each individu nd passes on only the likelihoods of thesdits. Her~1ce,' the

bit given the values of (A10). de-)interleaver needs to operate only on groupshobits.

During the very last decoding stage, decisions (and if desired,

All of the above mandate the calculation of the IOgarithr}:laliabiIities) for the(m —7i) uncoded bits can be generated by
of the sum over exponentials (when the decoder otherwi MAP decoder, either optimally or suboptimally, e.g., by

?;Z[gfs[ 1'2] the log domain). By recursively applying thf‘aking into account only those transitions between the most

likely states along the trellis.
In(e® + %) = max(6y,62) +In (1 + e_léz_‘sll)
IV. EXAMPLES AND SIMULATIONS
= max(él, (52) =+ fc(|(51 — (52|) (9)

As examples, we have used 2-D 8-PSK (with= 1024
the problem can be solved for an arbitrary number of expand 5000), 2-D 16-QAM (withV = 683 and 5000), 4-D

nentials. The correction functiofi.(-) can be realized with 8PSK (with N = 40, 200, and 3000), and 2-D 64-QAM (with

a one-dimensional table with as few as eight stored valuads = 40, 200, and 3000). The interleavers were chosen to

[14]. When implementing the above, we noticed negligiblbe pseudorandom, and identical for each transmitted block.

degradation. In all cases, the component decoders were symbol-by-symbol
2) Subset DecodingWhen the component code’s trellisMAP decoders operating in the log domain. The number of

contains parallel transitions, this reduces the required decodingjlis states was eight. To help the reader compare curves

complexity: during the iterations, it is not necessary to decider different values ofV, the x axes of the respective curves
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Fig. 7. TTCM for 2-D 8-PSK, 2 bits/symbol. Channel capacity:

bits/symbol at 5.9 dB 2Fig. 9. TTCM for 2-D 16-QAM, 3 bits/symbol. Channel capacity: 3

bits/symbol at 9.3 dB.

were chosen to show the same range of SNR. The channel
was modeled to be AWGN, whe®|, is the one-sided noise
power spectral density. The small block sizes of 200, 1000
and roughly 2050 information bits were included to verify that
the schemes work well in applications that tolerate only short
end-to-end delays. In general, it must be borne in mind that .
when comparing different approaches to channel coding, the
block size (or other measure of fundamental delay) must be
kept constant. e

The BER curves are shown in Figs. 6 and 7 for 8- PSK“
with 2 bits/symbol (bps), in Figs. 8 and 9 for 16-QAM with

. 200 Info bits, N=40, 8 State Code, 2.5 bit/symbol, MAP, AWGN
! 107 T Tt T T T

3 bps, in Figs. 10-12 for 8-PSK with 2.5 bps, and finally in | . | [ Tt decoding
Figs. 13-15 for 64-QAM with 5 bps. O O4iter

One iteration is defined as comprising two decoding steps: O—©6 iter 2
one in each dimension. The weak asymptotic performance of L
the component code (evident after from the high BER after the 9.0 9.5 10.0 10.5 11.0 11.5 12.0
very first decoding step) seems not to affect the performance E/N, [dB]

of the turbo code after a few iterations since good BER c&fy 19 T1cM for 4-D 8-PSK, 2.5 bits/symbol.

Channel capacity: 2.5
be achieved at less than 1 dB from Shannon’s limit for largfs/symbol at 8.8 dB.
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Fig. 11.
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Fig. 15. TTCM for 2-D 64-QAM, 5 bits/symbol. Channel capacity: 5
bits/symbol at 16.2 dB.

Fig. 12. TTCM for 4-D 8-PSK, 2.5 bits/symbol. Channel capacity: 2.5
bits/symbol at 8.8 dB.
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interleaver size®V. For comparison, Fig. 6 includes the results
for a Gray mapping scheme for 2-D 8-PSK as presented
in [2]; it has the same complexity (when measured as the
number of trellis branches per information bit) as our four-
iteration scheme and the same number of information bits
per block: 2048. The number of states of the binary trellis
for the Gray mapping scheme is eight, hence, there are 2048
x 8 x 2 trellis branches per decoding in each dimension;
in our TTCM scheme, there are 1024 8 x 4 branches.
Compared to TCM with 64-state Ungerboeck codes and 8-
PSK (not included in the figures), we achieve a gain of 1.7 dB
at a BER of 10“. At this BER, our proposed TTCM system
has a 0.5 dB advantage over the Gray mapping scheme after
four iterations. Rather than comparing all of our examples with
other coding techniques, we simply point out that good BER
can be achieved within 1 dB from Shannon’s limit as long as
the block size is sufficiently large.

The results for the higher bandwidth-efficient examples are

Fig. 13. TTCM for 2-D 64-QAM, 5 bits/symbol. Channel capacity: 52/SO €ncouraging, except for the fact that the characteristic
bits/symbol at 16.2 dB.

flattening of the BER curves comes into effect at higher BER:
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in the case of the two-dimensional schemes with 8-PSK affdm stepk — 1 to k. The receiver observed sets ofn
16-QAM, this happens between 10and 10°%, whereas the noisy symbols, where such symbols are associated with each
BER curve begins to flatten at roughly a factor of 10 highestep in the trellis, i.e., from step — 1 to stepk the receiver
for the bandwidth-efficient schemes with 8-PSK and 64-QAMbbservesy, = (12, ---,4"~")). The total received sequence
However, turbo-coded systems will often be employed as ag y = ?/f = (y;,---yy)- It is the TCM encoder output
inner coding stage by concatenating a block code (e.qg., Rssgq_uencg(xb .-+, zy) that has been disturbed by additive
BCH code) with a turbo code in order to reach very low BERyhite Gaussian noise with one-sided noise-power spectral
in these cases, BER’s of around*0are sufficient. density No. Eachz;, = (3327...7332"—1)) is the group ofn
symbols output by the mapper at step
V. CONCLUSIONS The goal of the decoder is to evaluate{Byjy.' } for each

We have presented a channel coding scheme (TTCM) t}‘iléx‘t,and for all k. Let us define the forward and backward

is bandwidth efficient and allows iterative turbo decodinlﬁarlables

of codes built around punctured parallel concatenated trellis p(Sk =M yk—l)

codes together with higher order signaling. In contrast to ap_1(M') = _ L (A1)
using binary turbo codes and subsequent Gray mapping onto p(ﬁ)

the constellation, we have designed the turbo code directly ( N ISk = M)

around two recursive TCM component codes. Thereby, the B(M) :p Yr1lok = (A2)

bitwise interleaver known from classical binary turbo codes p(yN Iy’f)
is replaced by an interleaver operating on a group of bits. By Thtl=L
adhering to a set of constraints for the component code a’f‘ﬁe branch transition probability for step, p(dp =

interleaver, the resulting code can be decoded iteratively usin S — MIS — M"). is denoted bv and calculated
e.g., symbol-by-symbol MAP component decoders workin%%}k’ b Sk ) y

in the logarithmic domain to avoid numerical problems an
reduce the decoding complexity. We outlined the structure of ., A’ M) = p(y,|dp =4, Sk = M, Sp_y = M')
the iterative decoder, and derived the symbol-by-symbol MAP cq(dy = i|Sk = M, Sp_y = M')
algorithm for nonbinary trellises. Furthermore, we illustrated Aok K 1okl
the differences compared to the binary case as far as the PHS) = M|Sk—1 = M} (A3)
definitions of extrinsic, systematic, and extrinsic component: . N
of the symbol-by-symbol MAP output are concerned. In thé% = Sk = M,Si—1 = M) is either zero or one,
case of a TTCM decoder, it was shown that it is necessary, 8pend|ng on W_hether encoq_er inpu€ {0,1,---,2™ - 1}
group the systematic and extrinsic components together. 1 associated with the transition from stasg_, = M’ to
A search for good component codes was performed, takifig — 24 ©OF not. In the last component of (A3), we use the
into account the puncturing at the transmitter. The selectiGnPriori information
criterion was their minimal distance. Using these simplest Bp — M|Sp_1 = M}
these codes (memory three), simulations were undertaken, aniﬁgk ol . ,
the results indicate a marked improvement over classical TCM ﬁr{g’“ - O, %i Q(gk B 0|g’“ B %’ g’“_l B %,) =1
with Ungerboeck codes, and performs better than turbo codes Nde =1}, if g(di = 1|5k = M, S = M') =1
and Gray mapping at comparable complexity. Most impor- =
tantly, error correction close to Shannon’s limit is possible for
highly bandwidth-efficient schemes that are of relatively low
complexity. .
Possible further areas of study could be better overall = Pr{dy = j}
code design (taking into account the interleaver and th ) )
component codes), analytical performance evaluation, as \Aygi}erej; a(di = j|S = M, 5p—1 = M) = 1. If there does

; ; - not exist aj such thatg(dy = j|Sx = M, Sk—1 = M') =1,
as a comprehensive study of implementation issues. . ’
P y P then P{Sy, = M|Sx_1 = M’} is set to zero.

We must bear in mind that the evefif;, = ¢,y;,, Sx—1 =

APPENDIX M’) has no influence ogy,, if Sy is known, and hence
THE SYMBOL-BY-SYMBOL MAP —

ALGORITHM FOR NONBINARY TRELLISES

Pr{d; = 2™ — 1},
if q(dk =2 — 1|Sk = M,
Sk—l = M/) =1
(A4)

N
We will briefly rederive the symbol-by-symbol MAP al- p(ka ) M)

gorithm [9] (MAP for short) for nonbinary trellises. At the = p(yryilde = 4,45, Sp = M, Sp_1 = M'). (A5)

moment, we consider just a classical TCM scheme, with

priori information—on each group of info bitg,—to be used USing (AS5) and the fact that

in the decoder. Let the number of states¥e and the state N

at stepk be denoted by, € {0,1,---,2¥ — 1}. The group k1) P(?/_l)

of m information bitsd;, can be represented by an integer in p(yl ) R

the range(0---2™ — 1) and is associated with the transition p(y’“|y1—)

(A6)
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the product of (Al), (A2), and (A4) can be shown to be  Because of (A8), we can write (A13), as shown at the bottom
of the page. Defining

ar—1(M') - Bp(M) - vi(yp, M', M)
Sp_1 =M 1 271
o ) yolyp, M, M) = >~ iy, M', M) (AL4)
p(yk—i—lv =14,Yy, Sk = M|Sp_1 = M') i=0
p(ykl ) yields
( ) (A7)
PNy
Z ’YT(yklevM) : ak—l(M/)
Obviously (M) = M (A15)
k = .
N . , ( ) ZZ ,VT(yklevM)'Oék—l(M/)
p(yk+17dk:'Lvykvsk:M|Sk—1:M) M M

p(yHl,dk =i, 4, Sk = M|Sp_1 = M',y}~ ) (A8) Similarly

SO we can rewrite (A7) as

Br(M)
1
-1 (M) - (M) - yilype, M, M) - ———— > p(Sus = My 1S0 = M)
p(yk|yl ) M -
/ . N 1 B (yk+1|y’f)
= p(Simr = M, S = Moy =iyl ) —— A
p(y—l) ZP Sip1 = M" 4 11|S, = M) -p(y£+2|5k+1 = M”)
= p(Sk—l =M S, =M,d, = L|y_{\’) (A9) = M —
p(?/k+1|?/_1)
Therefore, the desired output of the MAP decoder is (A16)
Pr{dy = ily} = const Z Z Yi(yy, M, M) . ) )
M M since p(yp o|Skr1 = M") = p(ypiolSkr1 = M”, ypy,
cog—1 (M) - Br(M) (A10) Si = M). Finally, we can calculatg; (M) recursively using

v i € {0,---,2™ — 1}. The constant can be eliminate%
by normalizing the sum of (A10) over a#l to unity. The "

probability P{d, = i|ly} comprisesa priori, systematic, ; p(y£;2|5k+1 :M”)
and extrinsic components since it depends on the complete P(Sk41 = M", 441 |Sk = M) - L
received sequence as well as tneriori likelihoods of d,. M (yk+2|y )
All that remains now is to recursively define,_;(M’') S = M" Sp = M
and 3, (M). We begin by writing ;%p( Al 1ok ’y’“+1|y—1)
prl s = Mig L} p(uint ) = p(u S = Mgh=) D0 MM B (M7)
. — ]\4//
(All) = . (A17)

SO (g, M, M) - (M)
and dividing both sides by(y,|y; ') and expanding into the " M

form
In our implementation of the above algorithm, we have used

Pr{Sk = M|y’f} logarithms of probabilities and logarithms af_; (A7),
T - B (M), and;(y,,, M’, M) employing the quasioptimal log-
Z p(yk7 Sk =M, Sk—1 = M'ly] ) MAP algorithm [14] that uses theax function in conjunction

= (M) = M’ ~with a table lookup to compute the logarithm of a sum of
ZZp(Sk =M, 51 = M/,yk|y’f—1) exponentials. The loss incurred through the use of the log-
M M’ MAP algorithm is less than 1/10 dB, even when using a

(A12) lookup table with eight stored values.

> PHyy, Sk = M|Spy = M} -p(Sk—l = M’Iy’f_l)
oap(M) = 2L —. (A13)
>3 wl St = M|Sioi= M) P Sy = M7yl )

M M’
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