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ABSTRACT

There has been much work on devel oping techniques for estimating
the capacity and the available bandwidth of network paths based on
end-point measurements. The focus has primarily been on settings
where the constrained link can be modeled as a point-to-point link
with a well-defined bandwidth, serving packets in FIFO order. In
this paper, we point out that broadband access networks, such as
cable modem and 802.11-based wireless networks, break this model
in variousways. The constrained link could () employ mechanisms
such as token bucket rate regulation, (b) schedule packets in a non-
FIFO manner, and (c) support multiple distinct rates. We study how
these characteristics impede the operation of the various existing
methods and tools for capacity and available bandwidth estimation,
and present a new available bandwidth estimation technique, Probe-
Gap, that overcomes some of these difficulties. Our evaluation is
based on experiments with actual 802.11a and cable modem links.

Categories Subject Descriptors
C.4 [Performance of systems]: Measurement techniques

General Terms
Measurement, Performance

Keywords

Capacity, Available bandwidth, Broadband networks, Network mea-
surement

1. INTRODUCTION

There has been much work on devel oping techniques for estimat-
ing the capacity and available bandwidth' of network paths based
on end-point measurements. Capacity isdefined asthe bandwidth of
thenarrow link (i.e., thelink with the smallest bandwidth) on a path.
Available bandwidth refers to the headroom on the tight link; more
precisely, it isthe maximum rate that a new flow can send at without

LIn this paper, we use the term “bandwidth” to mean the data rate of links
or paths, expressed in bits per second; we are not referring to the spectrum
bandwidth at the PHY layer. The bandwidth is, in general, a function of the
packet size, due to per-packet overhead.
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impacting the rate achieved by the existing flows on the tight link.
As noted in prior work [14], the motivation behind bandwidth es-
timation has been the potential for applications and end-host-based
protocols to take advantage of bandwidth information in making in-
telligent choices on server selection, TCP ramp-up, streaming media
adaptation, etc.

Previouswork has assumed asimple model of network links. This
model [25] assumes that the constrained link? along a path has a
well-defined raw bandwidth that indicates the rate at which bits can
be sent down the link. The link is assumed to be point-to-point with
FIFO scheduling of all packets, including measurement probes and
cross-traffic. Finaly, the cross-traffic is assumed to be “fluid”. We
term this model the “traditional model”.

In this paper, we argue that many of the assumptions made in
the traditional model break down in the context of broadband ac-
cess networks such as cable modem and 802.11 networks. Such
networks are proliferating, and are likely to be the constrained link
on paths to/from end hosts such as home computers (the anecdotal
“last-mile” bottleneck), hence the deviation from the assumed link
model becomes significant. There are a number of reasons why the
traditional model breaks down:

e Thelink may not have afixed or well-defined raw bandwidth,
for instance, because of token-bucket rate regulation asin ca
ble modems|[3] or dynamic multi-rate schemesasin 802.11[2].
A distinction needs to be made between the raw link band-
width and the bandwidth seen by sustained streams.

e The scheduling of packets may not be FIFO, either because
of afully distributed contention-based MAC asin 802.11 or a
centrally coordinated MAC as in the cable modem uplink.

e Multi-rate 802.11 links can interfere to create highly bursty
cross-traffic patterns that result in asignificant departure from
the preferred fluid model of cross-traffic.

This paper makes three contributions. First, we identify the char-
acteristics of broadband networks that present challenges to existing
techniques for capacity and available bandwidth estimation. Sec-
ond, we evaluate these problems through experimentsin real broad-
band networks. We focus here on the broadband links in isolation,
rather than as part of wide-area Internet paths, to be able to specifi-
cally evaluate the broadband issues. Third, we present a new avail-
able bandwidth estimation technique called ProbeGap that shows
promise in addressing some of these difficulties. The main idea be-
hind this technique is to probe for “gaps’ (i.e., idle periods) in the
link by gathering one-way delay (OWD) samples. Beyond these
specific contributions, we hope that our work will put the spotlight
on arich and important area for future bandwidth estimation re-
search.

Therest of thispaper isorganized asfollows. In Section 2, we sur-
vey related work on capacity and available bandwidth estimation. In

2We use the term “constrained link” to refer to both the narrow and tight
links.



Section 3, we discuss the various characteristics of broadband net-
works that deviate from the link model assumed in previous work.
We then describe the ProbeGap tool that we developed to address
some of these challenges in Section 4. After describing our experi-
mental testbed and methodology in Section 5, we present an evalua-
tion of existing tools as well as ProbeGap in broadband networksin
Section 6. We conclude in Section 7.

2. RELATED WORK

We survey the many tools and techniques that have been proposed
for estimating the capacity and the available bandwidth of network
links and paths.

Many of the proposed capacity estimation schemes are based on
the packet-pair principle [13, 15]. To aleviate the problem of cross-
traffic interference, various refinements have been proposed, includ-
ing sending trains of packets of various sizes (e.g., bprobe [6]) and
better filtering techniques to discard incorrect samples (e.g., net-

timer [16]). Thefiltering problem iscomplicated by the multi-modality

of the distribution of packet-pair spacing [21] and the observation
that the dominant mode may not correspond to the capacity [7]. In
our experiments, we use the Pathrate tool [7], which employs a so-
phisticated filtering procedure to identify the correct mode even if it
is not dominant.

An dternative to the packet pair/train approach is to infer link
capacity from the relationship between packet size and delay, asin
tools such as pathchar [9], clink [8], and pchar [18] . However, delay
measurement relies on |CM P time-exceeded messages from routers,
which limits both the applicability and the accuracy of these tools.
On the other hand, these tools do not rely on the FIFO assumption
made in the traditional model discussed earlier.

Turning to available bandwidth estimation, early techniques such
as cprobe [6] measured the asymptotic dispersion rate[7] rather than
the available bandwidth. Many of the recently proposed techniques
fall into two categories: packet rate method (PRM) and packet gap
method (PGM). PRM-based tools, such as pathload [14], PTR [12],
pathchirp [23], and TOPP[19], are based on the the observation that
atrain of probe packets sent at arate lower than the available band-
width would be received at the sending rate (on average). However,
if the sending rate exceeds the available bandwidth, the received rate
would be lower than the sending rate, and the probe packets would
tend to queue up behind each other, resulting in an increasing OWD
trend. Available bandwidth can be estimated by observing the send-
ing rate at which a transition between the two modes occurs. We
pick Pathload as the representative PRM-based tool for our experi-
ments.

PGM-based tools, such as Spruce [25], Delphi [22] and IGI [12],
send pairs of equal-sized probe packets, spaced apart according to
the transmission time of the probes on the bottleneck link. If no
cross-traffic gets inserted between the probes, then the inter-probe
spacing is preserved at the receiver. Otherwise, the increase in the
spacing is used to estimate the volume of cross-traffic, which isthen
subtracted from the capacity estimate to yield the available band-
width. Unlike PRM, PGM assumes that the tight link is also the
narrow link, and is susceptible to queuing delays at links other than
thetight link. We pick Spruce as the representative PGM-based tool
for our experiments.

Gunawardena et al. [10] have proposed an alternative approach
to available bandwidth estimation based on measuring the RTT of
probe packets, and the change thereof when a known amount of ad-
ditiona traffic is introduced. While this technique also uses delay
information, it differs from ProbeGap (the tool that we introduce in
Section 4) in how it operates, is much more heavy-weight (since it
needs to introduce enough additional traffic to measurably affect the

RTT of the probe packets), and is susceptible to asymmetry in link
and cross-traffic characteristics given its dependence on RTT (rather
than OWD asin ProbeGap).

While most of the above techniques assume the traditional link
model, there has been some work recognizing and addressing issues
that arise in settings where this model breaks down. Paxson [21]
proposes techniques to mitigate the effect of multi-channel bottle-
neck links such as ISDN links. In a survey paper [24], Prasad et
al. briefly discuss the impact traffic regulation and multi-rate on
the definition of capacity. A recent macroscopic measurement study
of broadband hosts [17] has also pointed out issues, such as token
bucket rate regulation, that might affect capacity estimation. How-
ever, we are not aware of a detailed measurement-based study that
considers the bandwidth estimation issues that arise in the context
of broadband links, which is the focus of this paper.

3. BROADBAND NETWORK |ISSUES

In this section, we discuss the characteristics of broadband net-
works that have an impact on the definition of and estimation tech-
niques for bottleneck bandwidth and available bandwidth. We fo-
cus on two types of broadband access network technologies: ca
ble modems and 802.11-based wireless; the latter is being used in-
creasingly asthe access technology in wireless hotspots, community
wireless networks, etc. While DSL isalso amajor broadband access
technology, our experiments show that DSL links conform to thetra-
ditional model, so we exclude such links from our discussion here.

3.1 Traffic Regulation

It is assumed that a link has a well-defined raw bandwidth that
indicates the rate at which bits can be sent down the link. However,
this assumption breaks down when a traffic regulation scheme is
used. Typically, ISPs divide up a physical access link into smaller
pieces that they then parcel out to customers. For example, the raw
bandwidth of a typical DOCSIS-compliant cable modem network
in North America is 27 Mbps downstream and 2.5 Mbps upstream
(both per channel) [3]. However, the bandwidth that a customer is
“promised” is typically an order of magnitude smaller, both in the
upstream and the downstream directions.

To parcel out bandwidth in thisway, atraffic regulation schemeis
employed at the ISP end (e.g., the Cable Modem Termination Sys-
tem (CMTS), or cable “head-end”) and/or the customer end (e.g.,
the Customer Premises Equipment (CPE), or cable modem). The
mechanism used usually in cable modem networks is a token bucket
regulator [1], which specifies the mean rate (in bits per second) as
well asthe maximum burst size (in bytes). Although the rate achiev-
able by asustained transfer is constrained by the mean rate, it is pos-
sible to send an amount of data corresponding to the token bucket
depth at arate equal to the raw link bandwidth.

Thus we need to make a distinction between the raw link band-
width and the maximum achievable rate for sustained transfers. It
is possible that packet pairs or even short packet trains will measure
the former whereas applications may be more interested in the | atter.

3.2 Non-FIFO Scheduling and Contention

The traditional model assumes that all packets arriving at a link
are serviced in FIFO order. So a probe packet is assumed to experi-
ence aqueuing delay commensurate with the total volume (in bytes)
of the yet-to-be-serviced cross-traffic that preceded it in the queue.
The size of the individual cross-traffic packets is therefore assumed
to be not critical.

However, this FIFO model bresks down in broadband network
settings. 1n an 802.11 wireless network, the stations contend for ac-
cess to the channel in a distributed fashion. In the case of a cable



modem uplink, the CMTS periodically sends out a control message
indicating the time slots assigned to the various stations and invit-
ing the stations to contend for unused sots® So, in both settings,
packets waiting at the different stations would not be transmitted in
FIFO order.

One consequence of non-FIFO scheduling is that it may become
harder in high-load situationsto ensure that a packet pair goesthrough
back-to-back (i.e., without any intervening cross-traffic). Thisises-
pecialy so when the MAC protocol tries to ensure fairness, either
through explicit scheduling asin the cable modem uplink or through
adistributed mechanism as in 802.11 (where a station that just fin-
ished transmitting a frame has a lower probability of winning the
next round of contention compared to other stations that may have
already partialy counted down their backoff counters). The diffi-
culty of sending packets back-to-back may impede the operation of
capacity estimation techniques.

Another consequence of non-FIFO scheduling isthat anew probe
packet enqueued at one of the stations might in fact be transmitted
sooner than the older cross-traffic packets waiting at other stations.
So the probe packet may not experience adelay commensurate with
the total volume of cross-traffic, leading to underestimation of the
volume of cross-traffic and hence overestimation of the available
bandwidth.

Thesituation iscomplicated by the fact that contention/scheduling
typically happens on a per-frame basis, regardless of frame size.
Competing flowswith different packet sizeswould tend to get shares
of bandwidth commensurate with their packet size. So the estimate
produced by an available bandwidth estimation procedure might de-
pend on the relative packet sizes of the probe traffic and the cross-
traffic.

Finaly, a contention-based MAC typically resultsin aloss of ef-
ficiency commensurate with the number of contending stations. So
for a given aggregate volume of cross-traffic, the available band-
width would tend to be lower when the number of stationsis larger.
However, this effect is significant only when the number of stations
islarge [5], and we do not evaluate thisissue in our experiments.

3.3 Multi-rateLinks

Links may operate at and switch between multiple rates. For in-
stance, 802.11b supports dynamic rate adaptation that allows aradio
link to switch between 1, 2, 5.5, and 11 Mbps rates by switching
modulation schemes depending on channel quality, which can vary
dynamically due to mobility or environmental changes. Likewise,
802.11a supports rates ranging from 6 Mbps to 54 Mbps. Thus the
raw bandwidth of the link between say an access point (AP) and a
wireless station could change abruptly.

Even if the link rate for each station does not change frequently,
different stations in the same region could be operating at differ-
ent rates, while still sharing the same wireless spectrum [11]. Thus
the impact that a given volume of (cross-) traffic on the link to one
station has on the available bandwidth on another link depends on
therate at which the former link is operating. For example, consider
two clients associated with an AP. The client trying to estimate avail-
able bandwidth can communicate with the AP at 54 Mbps, whilethe
other client that is generating cross-traffic can communicate only at
6 Mbps (say because it is further away). Since 802.11 contention
happens on a per-frame basis, a single packet of cross-traffic sent

SAlthough the downlink does not involve distributed contention, the inter-
station scheduling policy employed by the CMTS might still be non-FIFO,
asindicated by our experiments (Section 5.1.1). However, scheduling on the
downlink is governed by local policy at the CMTS, which is not part of the
DOCSIS standard (unlike the uplink policy), so we cannot comment on it in
general.

on the 6 Mbps link would appear as a large burst of 9 back-to-back
packets from the viewpoint of the 54 Mbps link.

This has the potential of impacting both the PRM- and PGM-
based techniques for available bandwidth estimation. These tech-
niques work best when the cross-traffic conforms to the fluid model
(i.e., has an infinitesimal packet size) so that it gets interspersed
uniformly with the probe packets. The highly bursty cross-traffic
pattern might make it harder for a PRM-based technique such as
Pathload to detect a clear increasing trend when the probing rate ex-
ceeds the available bandwidth. Likewise, the burstiness might make
it harder for a PGM-based technique such as Spruce to obtain an
accurate sample of the cross-traffic.

3.4 IsAvailable Bandwidth Still Interesting?

The discussion of non-FIFO scheduling in Section 3.2 raises an
interesting question. If the (non-FIFO) MAC protocol were per-
fectly fair, then it may in fact be feasible to estimate the fair share of
anew flow, yielding an approximation of the throughput that a new
TCP connection would receive. Given that, isit still interesting to
estimate the available bandwidth?

We believe that available bandwidth remains an interesting met-
ric since it indicates the level to which a flow can quickly ramp up
without negatively impacting existing traffic. For instance, if thefair
share of anew TCP flow is 3 Mbps but the available bandwidth is
only 1 Mbps, the appropriate behavior would be to quickly ramp up
to 1 Mbps and then use the standard TCP congestion control ago-
rithm to gradually attain the fair share of 3 Mbps. Ramping up to 3
Mbps right away would likely be disruptive to the existing flows.

Asanother example, in an 802.11-based in-home digital A/V net-
work, akey question isthat of admission control: can anew stream
(say from the home media center to a TV) be admitted without im-
pacting the existing streams? So the quantity of interest is the avail-
able bandwidth. Knowing the fair shareis not as useful sinceit does
not indicate whether the new stream would negatively impact exist-
ing streams in its attempt to attain itsfair share.

4. PROBEGAP

Having discussed the problems that non-FIFO scheduling and
frame-level contention present for existing techniques, we now present
ProbeGap, a new tool for available bandwidth estimation that alle-
viates these problems. The idea is to estimate the fraction of time
that alink isidle by probing for “gaps’ in the busy periods, and then
multiplying by the capacity to obtain an estimate of the available
bandwidth.

ProbeGap estimates the idle time fraction by gathering samples
of one-way delay (OWD) over the link.* The sender sends a series
of Poisson-spaced probes, each with a 20-byte payload containing
a loca timestamp. The receiver subtracts the sender’s timestamp
from the received time to compute the OWD. The OWD is then
“normalized” by subtracting out the smallest OWD from the set of
measurements, so that the smallest normalized OWD in the set is
zero. The sender and receiver clocks need not be synchronized; they
just need to maintain a constant offset, which we accomplish by
using the technique proposed in [20] to compensate for clock skew.

If a probe finds the link to be free, it would experience a small
OWD. On the other hand, if it needs to wait for packets in transmis-
sion or ahead of it in the queue, it would experience alarger OWD.
Asillustrated in Figure 6, the distribution of OWD samples shows

4The reader may wonder why we cannot just sniff the channel and determine
when it is busy and when it is not. Thisisdifficult to do even in alocal-area
setting, because the end-host may not be attached directly to the wireless
network. Even if it were directly attached, it may be difficult or impossible
to assess whether the channel is busy near the intended peer node.



two distinct regions, the lower one corresponding to an idle channel
and the higher one corresponding to a busy channel. Thus, the knee
in the CDF of OWD samples identifies the fraction of time that the
channel isidle.

Weidentify the knee using the following heuristic. For each point
on the CDF curve, we compute the ratio of the “local” slopes of the
curve just before and just after the point. The local slope is com-
puted via linear regression on al points within 0.05 of the point of
interest along the CDF axis (i.e., the y-axisin Figure 6). We picked
0.05 to be small enough to reflect the “local” slope, yet large enough
to avoid aberrations due to noisy data. The point with the largest
before-to-after slope ratio is identified as the knee, provided the ra-
tioisat least 2. If no such point isfound, we declare that thereisno
knee, indicating that the channel is 100% busy. As afurther refine-
ment to minimizethe effect of noisy data, we only consider pointson
the CDF curve with a normalized OWD under 100 microseconds as
candidates for the knee. This does not exclude the true knee, which
typically has a normalized OWD that is much smaller than 100 mi-
croseconds. Although thisheuristicisintuitive and works well when
applied to our experimental data, it is not fully satisfying given the
arbitrary constants buried in it. In ongoing work, we are looking
at amore robust procedure built on maximum likelihood parameter
estimation based on amodel of the underlying OWD process.

ProbeGap is lightweight, involving only about 200 20-byte probe
packets sent over a 50-second interval in our experiments® It is
more immune than PGM and PRM techniques to the effects of non-
FIFO scheduling, packet-level contention, and bursty cross-traffic,
since cross-trafficin transmissionislikely to be“noticed” (i.e., cause
ameasurable increase in OWD) regardless of the cross-traffic packet
size or burst size, or which packet is scheduled for transmission next.
However, ProbeGap is not entirely immune to the non-FIFO effects
since there is a small chance that a probe packet will arrive exactly
during the idle period between successive cross-traffic packets and
win the following round of contention, thereby experiencing a small
OWD. This problem could be aleviated by having ProbeGap send
probes in small bunches of say 2-3 back-to-back packets and pick
the maximum OWD in each bunch as the correct sample. If the
channel isin fact idle, we would still measure a small OWD, given
the small size of the probe packets. But if the channel is busy, it is
very unlikely that all of the probesin a bunch will slip through with
asmall OWD, so we will probably measure alarge OWD. We defer
the evaluation of this enhancement of ProbeGap to future work.

Like Spruce but unlike Pathload, ProbeGap is susceptible to delay
variation due to links other than the tight link, which would be an
issue, for instance, in wide-area paths with multiple congested links.
Hence we do not advocate ProbeGap as an alternative to existing
techniques in such settings. However, in this paper we focus on the
broadband link in isolation. We believe that available bandwidth
estimation even in such local-area settings with a dominant tight
link is of interest, for example, in the home A/V admission control
scenario discussed in Section 3.4.

5. EXPERIMENTAL METHODOLOGY

We describe the broadband network testbeds, the capacity and
available bandwidth estimation tools, and validation methodology
used in our experiments. As noted in Section 1, we focus on the
broadband links in isolation; we defer the evaluation of wide-area
paths that include broadband links to future work.

51t may be possible to make do with fewer probes, athough we do not
present any such experiments here.

5.1 Broadband Network Testbeds

The testbeds we considered include cable modem, wireless, and
DSL links. However, since DSL conformed to the traditional model,
we do not report those results here.

5.1.1 Cable modem testbed

Our cable modem testbed has two components, an on-campus
experimental cable network and two commercia connections from
Comcast in two different US cities. On the experimental cable net-
work, the CM TS (cable “ head-end”) equipment was a Cisco uBR7246-
VXR [4] and the CPE (“cable modem™) was a Linksys BEFCMU10
EtherFast Cable Modem. Access to this experimental network of-
fered us several advantages. We knew the actua rate control and
token bucket settings used by the operator. We were able to place a
measurement machine close to the CMTS (cable head-end), which
allowed us to focus our measurements on just the cable link. We
were also able to obtain two cable connections from the same CMTS
that allowed us to confirm the non-FIFO scheduling and mutual in-
terference of flows on the cable uplink and downlink through direct
experiments (involving striping a stream of packets across the two
cable connections and observing the rate and reordering of packets
at the receiver).

5.1.2 Wrelesstestbed

The wireless testbed consists of 6 identica machines (2.4GHz
Celeron, 256MB RAM), named M1 through M6, located within
range of each other. Each machine is equipped with a Netgear
WAG511 802.11a/b/g NIC and operating in ad hoc mode. We carry
out all of our experiments in 802.11a mode to avoid interfering with
the production 802.11b network. Unless otherwise specified, the
link rate was set to 6 Mbps. In all experiments, the bandwidth esti-
mation tools are run between M1 and M2, while the other nodes are
used to generate cross-traffic.

5.2 Tools

For capacity estimation, we use Pathrate [7], which subsumes
much of the previous work on packet-pair- and packet-train-based
capacity estimation. For available bandwidth estimation, we use
Pathload [14], a PRM-based tool, and Spruce [25], a PGM-based
tool. We also use our new tool, ProbeGap, for available bandwidth
estimation. In our experiments, we set up Spruce to gather 1000
samples. We used a simple UDP traffic generator (udpload) to gen-
erate Poisson cross-traffic at various rates and packet sizes (the ex-
ponentia inter-packet spacing ensures that the cross-traffic exhibits
more burstiness than a CBR stream).

5.3 Validation Methodology

Applications differ in their requirements for accuracy in capacity
and available bandwidth estimation. In this paper, we do not focus
on any particular application. Instead, we use the following method-
ology to validate the estimates yielded by the various tools.

In the case of the on-campus cable modem network, we knew the
raw link speed and the token bucket rate, which we also validated
by sending a stream of UDP packets back-to-back and observing
the received rate. For wireless links, although we knew the nominal
link speed, the IP-level capacity as estimated by the UDP stream
was significantly lower. Sowe used the udpload numbers for various
packet sizes as the true capacity. We discuss thisissue in more detail
in Section 6.2.

For validating available bandwidth estimates, we leverage the con-
trolled nature of the wireless network and the light load on the ex-
perimental cable network, which ensured minimal or no unwanted
cross-traffic (we confirmed thisfor the cable network through usage
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Figure 1: Thelow and high available bandwidth estimates pro-
duced by Pathload for different levels of cross-traffic over the
cable modem downlink. For 6 Mbps cross-traffic, both low and
high estimates were zero.

statistics obtained from the operator). Thus we were able to control
the level of cross-traffic for our experiments. Recall from Section 1
that available bandwidth is defined as the rate at at which a new
flow can send traffic without affecting the existing flows (i.e., the
cross-traffic). So we followed up each run of Pathload, Spruce, and
ProbeGap with the following experiment with udpload, while pre-
serving the same level of cross-traffic. We ramp up the rate of the
udpload probe stream and determine the point at which the through-
put of the cross-traffic beginsto dip. The maximum throughput (i.e.,
receive rate) of the probe stream that leaves the cross-traffic unaf-
fected yields our estimate of available bandwidth. We term this the
“measured” available bandwidth.

6. EXPERIMENTAL RESULTS

In this section, we present experimenta results to demonstrate
and quantify the impact of the broadband issues described in Sec-
tion 3. The token bucket evaluation is done over the cable modem
network whereas the remaining experiments focus on 802.11.

6.1 Impact of Token Bucket in Cable Modem

Wefocus on thedownlink of our experimental cable modem testbed.

The raw channel rate is 27 Mbps, the token bucket rate is 6 Mbps,
and the token bucket depth is 9600 bytes. The cross-traffic was di-
rected at the same station (i.e., cable modem) as the probe traffic, so
non-FIFO scheduling was not an issue in these experiments. Hereis
asummary of our findings:

6.1.1 Estimation of channel capacity

We ran Pathrate with various levels of cross-traffic ranging from
0 to 6 Mbps. When the cross-traffic rate was 6 Mbps, Pathrate
aborted because of the loss of too many probes. In al the other
cases, Pathrate returned both low and high capacity estimates of 26
Mbps, which is a close match to the 27 Mbps raw channel rate.
Basically, the token bucket is large enough (9600 bytes) to permit
enough of the probes to go through back-to-back (despite the cross-
traffic) that the capacity mode could be identified. While one could
argue that the raw channel rate is the true capacity and so Pathrate's
estimate is correct, this estimate is nevertheless not very useful to an
application, since this rate is unattainable on a sustained basis, even
in the absence of any cross-traffic.

6.1.2 Estimation of available bandwidth

Pathload: As shown in Figure 1, Pathload tends to overestimate
the available bandwidth. With no cross-traffic, it reports available
bandwidth to be in the range of 6.5-8.3 Mbps whereas we confirmed
that the link could not sustain arate higher than 6 Mbps. The reason
for this overestimation is that Pathload uses 300-byte probe pack-
ets at these rates, and the 9600-byte token bucket size means that a
large fraction of the probes could burst out at the raw channel rate,

Assumed capacity: 26 Mbps Assumed capacity: 6 Mbps
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Figure 2: The available bandwidth estimated by Spruce for dif-
ferent levels of cross-traffic over the cable modem downlink.
The estimate differs depending on whether the capacity as-
sumed by Spruceis the raw link bandwidth (26 Mbps) or the
token bucket rate (6 Mbps).
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Figure 3: Impact of packet size on maximum achievable
throughput. The nominal channel capacity is6M bpsfor the left
graph, and 54Mbpsfor theright graph. Each column represents
average of 3runs.

upsetting the OWD trend that Pathload looksfor. Asthe cross-traffic
rate isincreased to 3 Mbps and 6 Mbps, its estimates drop down to
3.3-4.6 Mbps and 0 Mbps, respectively.

Spruce: Spruce needs an estimate of link capacity asinput. It is
unclear what link capacity Spruce should assume. We ran experi-
ments assuming both the capacity returned by Pathrate (26 Mbps)
and the token bucket rate (6 Mbps). Figure 2 shows the results.

We see that in both cases, Spruce significantly overestimates the
available bandwidth. The reason is that depending on the state of
the token bucket, the probe packets could go through at the assumed
rate even in the presence of intervening cross-traffic, resulting in the
overestimation. We make two additional observations. First, when
the capacity is assumed to be 26 Mbps, Spruce's estimate corre-
sponding to the 3 Mbps cross-traffic rate (2.5 Mbps) is consistently
lower than that corresponding to the 6 Mbps cross-traffic rate (6.9
Mbps). The high level of congestion in the latter case causes 60-70%
of Spruce's probes to be lost, biasing the estimate towards probes
that make it through when the cross-traffic is comparatively lighter.
Second, when the cross-traffic rate is 3 Mbps, the estimate obtained
assuming a6 Mbps capacity (4.5 Mbps) is considerably larger than
that obtained assuming a 26 Mbps capacity (2.5 Mbps). The reason
is that in the latter case the increase in spacing between Spruce's
probes due to cross-traffic is much higher relative to the input gap.

Summary: Our experimentsindicate that both capacity and avail-
able bandwidth estimation are challenging because of the dichotomy
between the raw link bandwidth and the token bucket rate. The prob-
lem is particularly acute in the case of a PGM-method like Spruce,
since thereisno “right” capacity estimate that can be assumed.

6.2 Impact of Packet Sizein 802.11

Since packet transmission with a contention-based MAC such as
802.11 involves significant per-packet overhead (such as the pream-
ble and the minimum spacing between successive packets), we quan-
tify the impact of packet size on the maximum achievable through-
put by using the udpload tool to blast a stream of back-to-back pack-
ets of various sizes. We aso varied the number of simultaneously
communicating node pairs from 1 to 3. Figure 3 shows the result



Total Cross-traffic 0 3 4
Estimate 52-54| 51-54 | 53-55

Figure 4: Estimation of channel capacity using Pathrate under
various loads. All numbers arein Mbps. Nominal channel ca-
pacity is 6M bps.

Cross-Traffic Estimate Measured
Rate | Payload || Pathload | Spruce | ProbeGap
(Bytes) 300 | 1472 || 300 | 1472
1 300 29-29 3.7 24 1 34 25 37
1472 3-3 42 2.7 39 27 1 42
2 300 22-23 32 16 23 17 23
1472 22-23 35 2.0 29 20 33
3 300 23-23 38 0.8 11 0.4 0.6
1472 16-16 15 141 21 14 24
4 300 23-23 3.7 04 | 06 0.1 0.1
1472 0.9-09 12 0.7 11 0.7 11

Figure 5. Singlerate: Estimation of available bandwidth un-
der various loads. All numbersarein Mbps. Nominal channel
capacity is 6Mbps. The “Rate’ column for cross-traffic indi-
cates offered rate, not achieved rate. The columns under head-
ings “Estimate” and “Measured” are shaded according to the
packet size used for the estimation and the measurement. The
white columns (300-byte packets) should be compared with each
other and likewise the gray columns (1472-byte packets) should
be compared with each other.

when the wireless card rate was set to 6 Mbps and 54 Mbps. We see
that in both cases, the cumulative throughput of the pairs increases
significantly with the packet size, but does not depend strongly on
the number of communicating pairs. Thus, we can conclude that the
main source of throughput reduction is the MAC-layer overhead,
and not OS overhead at the individual senders or receivers. Other-
wise the throughput should have increased with number of pairs.

6.3 Impact of Contention-based 802.11 MAC

For the experiments in this section, all wireless NICs operate at 6
Mbps (termed the “single-rate”’ case).

6.3.1 Estimation of channel capacity

We ran Pathrate between between M1 and M2, while machines
M3-M6 were used to generate cross-traffic at various rates and packet
sizes. In al the runs, Pathrate produced a consistent estimate be-
tween 5.1 and 5.5 Mbps. This estimate is close to the maximum
UDP traffic rate that the channel can support, as seen from Figure 3.

To understand why Pathrate results are not affected by contention
dueto cross-traffic, welooked into thelog files produced by Pathrate.
We found that Pathrate was always able to find amode between 5.1-
5.3 Mbps, indicating that at least some probes go out back-to-back.
This is because although 802.11's contention procedure has a bias
against the node that just finished transmitting a packet, there is still
anon-trivial probability that the same node will win the next round
of contention, especialy when the number of contending stations
is small, as in our experiment. The mode at 5.1-5.3 Mbps is not
the dominant mode, especially under heavy cross-traffic. However,
the asymptotic dispersion measurements usually generate a mode
that includes at least part of the lower-rate mode(s), so these are de-
emphasized. Thus, the tool always sel ects the higher mode, resulting
in the correct capacity estimate.

6.3.2 Estimation of available bandwidth

We now perform experiments on each of the available bandwidth

estimation tools, Pathload, Spruce, and ProbeGap. These tools are
always run between M1 and M2, while cross traffic is generated
between M3 and M4. We vary the rate of cross-traffic, from 1 to 4
Mbpsin stepsof 1 Mbps. We consider two packet sizesfor the cross-
traffic: 300 and 1472 bytes. Note from Figure 3 that the channel
saturates at 3.5 Mbps with 300-byte packets and at 5.1 Mbps for
1472-byte packets. So, for instance, an offered cross-traffic load
of 3 Mbps using 300-byte packets would constitute a heavy load
whereas the same rate with 1472-byte packets would constitute only
amoderate load.

For validation, we measure the available bandwidth using the
validation technique described in Section 5.3, using both 300 and
1472-byte packet sizes for the measurement stream. Note that for
the rates we are considering, Pathload uses 300-byte probe packets.
So we only compare Pathload’s estimates with the measured avail-
able bandwidth 300-byte packets. Also, since Spruce uses 1472-
byte probes, we specify the capacity as 5.1 Mbps and only compare
Spruce's estimates with the measured available bandwidth for 1472-
byte packets. In contrast, we compare ProbeGap’s estimates with
the measured available bandwidth for both packet sizes, for reasons
discussed later. The results are summarized in Figure 5.

Pathload: Under low load conditions, Pathload's estimate agrees
well with the available bandwidth measured with 300-byte packets
(i.e., numbers in the penultimate column), irrespective of the cross-
traffic packet size.

On the other hand, Pathload overestimates the available band-
width when the cross-traffic is high because it is a PRM-based tool.
With a contention-based MAC, if a sender is sending at more than
itsfair share, and a second sender slowly starts ramping up its send-
ing rate, then the first sender will eventually be “pushed back” by
the MAC to its fair share, thereby giving the second flow its fair
share as well. ® While this happens, the output rate of the PRM
probes matches their input rate, and there is no increasing trend in
the OWDs of the probe packets. The net result is that the estimate
tends to the fair share rather than the available bandwidth.

Spruce: Spruce's estimates are in good agreement with the mea-
sured available bandwidth when both the packet size used for cross-
traffic and that used for validation are both 1472 bytes (i.e., com-
pare the Spruce estimates in the second row for each rate with cor-
responding numbers in the last column). This is because Spruce
also uses 1472-byte packets to probe the channel. On the other
hand, if the cross-traffic packet size is 300 bytes, Spruce tends to
significantly overestimate available bandwidth. For example, with
a cross-traffic of 4 Mbps comprising 300-byte packets, Spruce esti-
mates the available bandwidth to be 3.7 Mbps whereas the available
bandwidth measuring with 1472-byte packets (“1472" sub-column
under the “Measured” column) was only 0.1 Mbps. This overesti-
mation is due to contention happening on a per-packet basis, which
results in only a small number (typicaly just one, due to MAC fair-
ness) of the 300-byte cross-traffic packets being inserted between
Spruce's pair of much larger probe packets.

ProbeGap: As noted in Section 4, ProbeGap estimates the frac-
tion of time the channel is free and multiplies it by the capacity to
estimate available bandwidth. However, since capacity depends on
packet size, we pick the capacity value corresponding to the packet
size that we wish to estimate available bandwidth for (3.5 Mbps for
300-byte packets and 5.1 Mbps for 1472-byte packets (Figure 3)).
This mimics what an application interested in available bandwidth
for its packet size might do.

From the results, we see that ProbeGap'’s estimates for a given
packet size show agood match to the measured available bandwidth

81t isimportant to remember that the contention occurs on a per-frame basis,
so fair share implies equal number of frames.
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Cross-Traffic Estimate
Rate | Payload
0 - 31.3-333
2 300 23.8-27.8
1472 24.3-27.66
4 300 28.8-31.2
1472 265-325

Figure 7: Estimation of channel capacity using Pathrate under
variousloads. All numbersarein Mbps.

for the corresponding packet size (i.e., compare the “300” column
for ProbeGap with the penultimate column, and compare the “ 1472”
column with the last column). However, ProbeGap overestimates
the available bandwidth when the cross-traffic is high. The reason
isthat even when the channel is saturated with cross-traffic, thereis
a small chance that the probe packet will arrive exactly during the
idle period between successive cross-traffic packets and then win
the contention round. This would result in a small OWD, which
ProbeGap would mistake as indicating an idle channel. This effect
can be seen in Figure 6, where even at 4 Mbps cross-traffic, about
10-20% of the probe packets go through with littleincreasein OWD.

6.4 Impact of MultirateEnvironment in 802.11

In this section, we present quantitative results showing the impact
of the multirate environment discussed in Section 3.3 on estimates
provided by all the tools. The setup for al testsis as follows. The
NICs on machines M1 and M2 are set to 54 Mbps. All estimation
tools run between these two machines. The NICs on machines M3
and M4 are set to 6 Mbps, and all cross-traffic is generated between
these two machines.

6.4.1 Estimation of channel capacity

The capacity estimates produced by Pathrate are shown in Fig-
ure 7. We see that the Pathrate estimate is consistent with the chan-
nel capacity.

6.4.2 Estimation of available bandwidth

We conducted experiments for the same set of parameters asin
the single-rate case, but only report a subset of them in Figure 8.

Pathload: Consider the cross-traffic rate of 2 Mbps, generated
using 300-byte packets. The estimate provided by Pathload is com-
parable to the measured available bandwidth for 300-byte packets
(i.e., same as the probe packet size used by Pathload). However, at a
cross-traffic rate of 4 Mbps generated again using 300-byte packets,
Pathload significantly overestimates the available bandwidth. This
is because of the tendency towards the fair share, as noted in Sec-
tion 6.3.2.

Cross-Traffic Estimate Measured
Rate | Payload Pathload | Spruce | ProbeGap

(Bytes) 300 | 1472 || 300 | 1472
2 300 5.7-57 12 47 | 131 51 | 139

1472 8.6-10.1 25.7 61 ] 170 || 65 18

4 300 26-29 0 08 | 23 03| 03
1472 26-27 20.9 26| 73 271 15

Figure 8: Multirate: Estimation of available bandwidth under
variousloads. All numbersarein Mbps. The estimation ran be-
tween M 1-M 2 (54M bps), whiletraffic was generated by M3-M4
(6Mbps). Color-coding of columnsissimilar tothat in Figureb.
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Figure 9: OWD sequence for a Pathload stream of rate 9.79
Mbps sent on the 54 Mbps channel, with a cross-traffic of 2
Mbps comprising 1472-byte packets on the 6 Mbps channel.

When the cross-traffic is generated with 1472-byte packets, Path-
load overestimates the available bandwidth. For instance, when 2
Mbps of cross-traffic is generated with 1472-byte packets, Path-
load estimates the available bandwidth to be between 8.6-10.1 Mbps
whereas the measured available bandwidth (using 300-byte packets)
isonly 6.5 Mbps. Thereason for the overestimation isthat the cross-
traffic on the 6 Mbps channel appears as large bursts to the Pathload
probes sent on the 54 Mbps channel. So the Pathload probes tend to
queue up behind the large cross-traffic bursts, and when the channel
becomes free, the probes go out back-to-back. Even when Path-
load's probing rate exceeds the available bandwidth, typically there
are only afew large steps in the OWD sequence, not the steady in-
creasing trend that Pathload expects.

Figure 9 shows one such OWD sequence. Although Pathload's
stream rate (9.79 Mbps) exceeds the available bandwidth, there is
in fact a decreasing trend in OWD between successive steps. This
happens because severa of Pathload's probes queue up behind large
bursts of cross-traffic, before being transmitted back-to-back. The
end result is that Pathload is often unable to detect an increasing
trend in OWD.

Spruce: Spruce tends to dlightly overestimate available band-
width at low cross-traffic rates. But it reports zero available band-
width when 4 Mbps of cross-traffic is generated by 300-byte pack-
ets, which closely matches the measured available bandwidth of 0.3
Mbps. The reason Spruce’ e estimate is zero in this case, whereas
it was 3.7 Mbps in the single-rate case (Figure 5), is that each 300-
byte cross-traffic packet appears as a large burst of cross-traffic on
the 54 Mbps channel. Given the relative speeds of the two channels,
a single such burst is comparable to or larger than the 1472-byte
size of the probe packets sent on the 54 Mbps channel.” Since the
cross-traffic saturates the 6 Mbps channel, there is always a cross-
traffic packet waiting to be transmitted. Due to 802.11's attempt at
MAC fairness, one cross-traffic packet (equivalent to aburst at least
as large as a single 1472-byte probe packet) tends to get inserted
on average between Spruce's pair of 1472-byte probes, resulting in

"The precise burst size would depend on the actual rather than nominal ca-
pacities of the two channels (Figure 3).



the zero estimate. In contrast, in the single-rate case the amount of
cross-traffic that gets inserted on average between the probesisonly
300 bytes, so Spruce's available bandwidth estimate is higher (3.7
Mbps), athough the channel isfully saturated in this case as well.

However, if 1472-byte packets are used to generate the cross-
traffic while holding the cross-traffic rate the same (4 Mbps), we
find that Spruce significantly overestimates available bandwidth (it
estimates available bandwidth to be 20.9 Mbps whereas the value
measured with 1472-byte packets is 7.5 Mbps). There are two is-
sues here. First, cross-traffic appears as very large bursts. Each
1472-byte cross-traffic packet appears as a burst roughly 5 times as
large as that due to a 300-byte cross-traffic packet, and there could
multiple such packets in a single burst. This burstiness makes it
difficult for Spruce’s sampling process to obtain an accurate esti-
mate of the volume of cross-traffic. Second, the transmission time
of the bursts of cross-traffic — often several milliseconds — runs
foul of the threshold used in Spruce to disambiguate between gen-
uine cross-traffic-induced packet gaps and gaps due to OS context
switches. So the samples corresponding to the large bursts are ig-
nored, resulting in the overestimate. We tried to rectify this problem
by including all samples regardless of the OS context switch thresh-
old, but that resulted in an estimate of cross-traffic exceeding the
link capacity, implying that the available bandwidth was zero. This
goes back to the basic problem that the burstinessin the cross-traffic
caused by the interference between multirate links makes accurate
sampling difficult.

ProbeGap: ProbeGap produces good estimates at |ow cross-traffic
rates (viz., 2 Mbps cross-traffic regardless of the cross-traffic packet
size and 4 Mbps cross-traffic generated with 1472-byte packets).
However, it significantly overestimates available bandwidth when
cross-traffic rate is high (viz., 4 Mbps cross-traffic generated with
300-byte packets) for the reasons mentioned in the single-rate case
(Section 6.3.2).

7. CONCLUSION

In this paper, we have considered the challenges posed by broad-
band networksto existing techniques for capacity and available band-
width estimation. We have specifically focused on rate regulation
using token bucket in cable modem networks, and non-FIFO schedul -
ing and burstiness caused by multi-rate links in 802.11 networks.
Our key findings are that (a) the Pathrate capacity estimation tool
estimates the raw link speed but not the token bucket rate, (b) the
PGM method breaks down because of the dichotomy between the
raw link speed and the token bucket rate, (c) non-FIFO scheduling
and frame-level contention in 802.11 causes problems for both the
PGM (Spruce) and PRM (Pathload) methods, and (d) interference
between links operating at different ratesin 802.11 can make cross-
traffic appear bursty for the faster link, exacerbating the problems.

We have also introduced ProbeGap, a new one-way-delay based
technique for estimating available bandwidth that alleviates the prob-
lems caused by non-FIFO scheduling, frame-level contention, and
bursty cross-traffic. While this technique shows promise when the
broadband link is considered in isolation, evaluating it in wider set-
tings remains agoal for future work.
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