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#### Abstract

The instrumentation in Hall A at the Thomas Jefferson National Accelerator Facility was designed to study electroand photo-induced reactions at very high luminosity and good momentum and angular resolution for at least one of the reaction products. The central components of Hall A are two identical high resolution spectrometers, which allow the vertical drift chambers in the focal plane to provide a momentum resolution of better than $2 \times 10^{-4}$. A variety of Cherenkov counters, scintillators and lead-glass calorimeters provide excellent particle identification. The facility has been operated successfully at a luminosity well in excess of $10^{38} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$. The research program is aimed at a variety of subjects, including nucleon structure functions, nucleon form factors and properties of the nuclear medium.
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## 1. Introduction

The scientific goal of the Continuous Electron Beam Accelerator Facility (CEBAF) at Jefferson Lab (JLab) is to investigate the structure of nuclei and hadrons and the underlying fundamental interactions in the region below the high-energy "asymptotically free" regime. In this region several concepts are used: on the one hand, nucleons and mesons are considered the appropriate degrees of freedom in nuclei. On the other hand, the success of current models is limited. For example, the
structure of the deuteron is not fully understood at distances smaller than 1.5 fm . Mesonic degrees of freedom are known to be important in the electromagnetic interaction, yet pionic ones are absent from the dynamics. The role of quark degrees of freedom in nuclei remains elusive. The nucleon structure itself is beset with conceptual difficulties in connecting constituent quark models with the underlying QCD Lagrangian which is known to work well in the high-energy perturbative QCD regime. CEBAF's 5.7 GeV , continuouswave electron beam is, in many respects, an ideal
probe for the study of this strong QCD region because the electromagnetic interaction is well understood, and the wavelength of the electron at this energy is a few percent of the nucleon's size. The availability of polarized electron beams extends the capabilities of the facility to include both spin-dependent interactions and parity-violation experiments, which probe, respectively, the spin and the weak neutral current structures of the system under study.

CEBAF [1] (see Fig. 1) was originally designed to accelerate electrons up to 4 GeV by recirculating the beam up to four times through two superconducting linacs, each producing an energy gain of 400 MeV per pass. Electrons can be injected into the accelerator from either a thermionic or a polarized gun. In the polarized gun a strained GaAs cathode is illuminated by a 1497 MHz gain-switched diode laser, operated at 780 nm . The polarization is measured at the injector with a 5 MeV Mott polarimeter and the polarization vector can be oriented with a Wien filter. The current to the three experimental Halls A, B and C can be controlled independently. Each linac contains 20 cryomodules with a design accelerating gradient of $5 \mathrm{MeV} / \mathrm{m}$. Ongoing in situ processing has already resulted in an average gradient in excess of $7 \mathrm{MeV} / \mathrm{m}$, which has made it possible to accelerate electrons to 5.7 GeV . The
design maximum current is $200 \mu \mathrm{~A} \mathrm{CW}$, which can be split arbitrarily between three interleaved 499 MHz bunch trains. One such bunch train can be peeled off after each linac pass to any one of the Halls using RF separators and septa. All Halls can simultaneously receive the maximum energy beam. Hall B with its CEBAF Large Acceptance Spectrometer (CLAS) [2] requires a current as low as 1 nA , while a $100 \mu \mathrm{~A}$ beam is being delivered to one or even both of the other Halls. Hall C has been operational since November 1995, Hall A since May 1997 and Hall B since December 1997.
The basic layout of Hall A is shown in Fig. 2. The central elements are the two High Resolution Spectrometers (HRS). Both of these devices provide a momentum resolution of better than $2 \times$ $10^{-4}$ and a horizontal angular resolution of better than 2 mrad at a design maximum central momentum of $4 \mathrm{GeV} / c$. The present base instrumentation in Hall A has been used with great success for experiments which require high luminosity and high resolution in momentum and/or angle for at least one of the reaction products.
The Hall A spectrometers have been designed for detailed investigations of the structure of nuclei, often utilizing the (e, $e^{\prime} p$ ) reaction. The measurements extend the range of momentum transfer and internal nucleon momenta


Fig. 1. Layout of the CEBAF facility. The electron beam is produced at the injector by illuminating a photocathode and then accelerated to 45 MeV . The beam is then further accelerated in each of two superconducting linacs, through which it can be recirculated up to four times. The beam can be extracted simultaneously to each of the three experimental halls.


Fig. 2. Schematic cross section of Hall A with one of the HRS spectrometers in the (fictitious) $0^{\circ}$ position.
investigated well beyond the previously known region. Such measurements could reveal the limitations of the conventional picture of nuclear structure, based on nucleons interacting via meson exchange, which is adequate for describing the low momentum-transfer regime. Experiments of this type in heavy nuclei expand our understanding of nuclear structure, and provide information on how the nucleon's properties change when it is embedded in the nuclear medium. In few-body systems, where exact calculations can be performed for interacting nucleons, these experiments may reveal the complete breakdown of the mesonexchange picture. More realistically, one hopes to establish that quark models will simply offer a much more economical description of the experimental data. The spectrometers must have high resolution to be able to isolate the different reaction channels in nuclei so that a clean comparison with theory can be achieved. High absolute accuracy is required to separate the various types of electromagnetic currents contributing to the interaction.

Studies of the electromagnetic and weak neutral current structure of the nucleon are also a major part of the Hall A program. The HRS devices have been used to measure the charge [3] and magnetic [4] form factors of nucleons with high precision. Virtual [5] and real [6] Compton scattering experiments complement these data, and a detailed study of spin observables in the $N \rightarrow \Delta$ transition [7] has been performed. An extensive program has been developed to study the spin structure of the neutron using a polarized ${ }^{3} \mathrm{He}$ target. The strange-
quark contributions to the charge and magnetization distributions of the nucleons have been investigated via very precise parity-violating electron scattering experiments [8]. Together these experiments provide stringent tests of nucleon structure models.

## 2. High resolution spectrometers

The core of the Hall A equipment is a pair of identical $4 \mathrm{GeV} / c$ spectrometers. Their basic layout is shown in Fig. 5. The vertically bending design includes a pair of superconducting $\cos (2 \theta)$ quadrupoles followed by a 6.6 m long dipole magnet with focussing entrance and exit polefaces and including additional focussing from a field gradient, $n$, in the dipole. Following the dipole is a third superconducting $\cos (2 \theta)$ quadrupole. The second and third quadrupoles of each spectrometer are identical in design and construction because they have similar field and size requirements. The main design characteristics of the spectrometers are shown in Table 1.

### 2.1. Design choices

The selection of a $\mathrm{QQD}_{n} \mathrm{Q}$ magnet configuration with a vertical bend using superconducting magnets was driven by many requirements. These included: a high momentum resolution at the $10^{-4}$ level over the 0.8 to $4.0 \mathrm{GeV} / c$ momentum range, a large acceptance in both angle and momentum, good position and angular resolution in the

Table 1
Main design characteristics of the Hall A high resolution spectrometers; the resolution values are for the FWHM

| Configuration | $\mathrm{QQD}_{n} \mathrm{Q}$ vertical bend |
| :--- | :--- |
| Bending angle | $45^{\circ}$ |
| Optical length | 23.4 m |
| Momentum range | $0.3-4.0 \mathrm{GeV} / \mathrm{c}$ |
| Momentum acceptance | $-4.5 \%<\delta \mathrm{p} / \mathrm{p}<+4.5 \%$ |
| Momentum resolution | $1 \times 10^{-4}$ |
| Dispersion at the focus $(D)$ | 12.4 m |
| Radial linear magnification $(M)$ | -2.5 |
| $D / M$ | 5.0 |
| Angular range |  |
| $\quad$ HRS-L |  |
| $\quad$ HRS-R | $12.5-150^{\circ}$ |
| Angular acceptance | $12.5-130^{\circ}$ |
| $\quad$ Horizontal |  |
| $\quad$ Vertical | $\pm 30 \mathrm{mrad}$ |
| Angular resolution | $\pm 60 \mathrm{mrad}$ |
| $\quad$ Horizontal |  |
| $\quad$ Vertical | 0.5 mrad |
| Solid angle at $\delta \mathrm{p} / \mathrm{p}=0, y_{0}=0$ | 1.0 mrad |
| Transverse length acceptance | 6 msr |
| Transverse position resolution | $\pm 5 \mathrm{~cm}$ |
|  | 1 mm |

scattering plane, an extended target acceptance, and a large angular range. The ultimate design choice struck a balance between capital expenditure and operating costs through many compromises between the various requirements. Here the most salient arguments are summarized.
(1) The vertical bend decouples to first order the measurement of the event's vertex position along the target from the scattered particle's momentum. When used with an extended target, a horizontal bend would have required a detector in front of the spectrometer in order to separate extended-target from momentum effects. This would have potentially limited the luminosity and compromised the momentum and angle resolution due to multiple scattering.
(2) A quadrupole after the dipole makes it possible to have a reasonably good horizontal position and angular resolution. Here one must try to minimize the first-order transverse matrix elements $\left\langle y \mid y_{\mathrm{tg}}\right\rangle$ and $\left\langle y \mid \phi_{\mathrm{tg}}\right\rangle$. In all designs explored with no quadrupole after the dipole, forcing either term to be appropriately small caused the other to become too large.
(3) The $45^{\circ}$ bend is a compromise between cost and performance. A larger bend angle would
produce a better momentum resolution capability and a more favorable focal plane angle, ensuring a better momentum resolution at the extremes of the momentum acceptance. However, with a $4 \mathrm{GeV} / \mathrm{c}$ central momentum the cost of a bending magnet, particularly in a spectrometer with a relatively large vertical acceptance, grows rapidly with bend angle. A more quantitative explanation of the choice of $45^{\circ}$ appears later.
(4) The use of an indexed dipole simplified the spectrometer design considerably. Midway into the design process a QQQDQQ design was considered in order to achieve the desired momentum, position, and angular resolution with a minimum bend angle. This design included a very simple uniform-field dipole or a pair of uniformfield dipoles. Two of the quadrupoles were needed in front of the dipole to achieve the desired angular acceptance and produce a parallel beam in the radial plane, thereby maximizing the amount of resolving power achieved for the bend angle. A third quadrupole was needed in front of the dipole to accommodate extended targets. The first quadrupole after the dipole focused the parallel beam. The second was needed to achieve the desired position and angular resolution as described above. Introducing an indexed dipole [9] eliminated the quadrupoles immediately before and after the dipole as well as moderating the design parameters for the remaining quadrupoles. The design field gradient in the larger quadrupoles went from 5 to $3.5 \mathrm{~T} / \mathrm{m}$. The focussing achieved by those two quadrupoles was absorbed into the dipole. Overall the effect was to increase the cost and complexity of the dipole but greatly reduce the cost of the quadrupoles and reduce the overall length as well. The radial beam envelope is slightly divergent going into the dipole and slightly convergent coming out. This causes an insignificant reduction in the resolving power compared to a parallel option. The choice of an indexed dipole did lead to more stringent alignment tolerances than those of a homogeneous dipole.
(5) Because the design called for high quality fields in large-aperture high field-gradient magnets, superconducting $\cos (2 \theta)$ quadrupoles were chosen. Normal conducting magnets would have been enormous and would have greatly limited the
angular range. Hybrid magnets like those used for the High Momentum Spectrometer (HMS) in Hall C were considered but rejected on the basis of field quality. Arguments in favor of the $\cos (2 \theta)$ design included the ability to incorporate higher-order multipole windings (sextupole and octupole) in the design which would minimize second- and thirdorder optical aberrations. These windings were included in the magnet design, but due to an undetected manufacturing error the sextupoles were installed rotated $90^{\circ}$ from the correct orientation, rendering them useless. Correcting the error after manufacturing would have been extremely costly and time consuming. As a result, these windings were therefore never used. The aberrations were corrected for in the tracking analysis with minimal impact on the final resolution. One consequence of not using the sextupole winding in the third quadrupole, Q3, is that the "focal plane", which by design should have been at an angle of $45^{\circ}$ to the central trajectory, is rotated to $70^{\circ}$. All references in this work to the detector focal plane refer to the first plane of the Vertical Drift Chambers (VDC).
(6) Both superconducting and normal conducting options were considered. Normal conducting had the advantage of being a well-established technology that was very likely to produce a robust, inexpensive magnet with almost no risk of failure. However, an evaluation of the operating costs for such a large dipole showed the superconducting option to be more favorable.

### 2.2. Optics design

In the standard TRANSPORT formalism [10] (see Fig. 3) the trajectory of a charged particle through a system of magnetic elements is represented by a vector (single-column matrix)
$\vec{x}=\left[\begin{array}{l}x \\ \theta \\ y \\ \phi \\ l \\ \delta\end{array}\right]$


Fig. 3. Coordinates in the TRANSPORT convention. $z$ is defined by the central or reference trajectory. $x$ and $y$ are perpendicular to $z$, with $x$ in the dispersive plane.
where $x$ is the displacement, in the dispersive plane, of the trajectory relative to the reference trajectory (for HRS $x$ is in the vertical direction), $\theta$ is the tangent of the angle this trajectory makes in the dispersive plane with respect to the reference trajectory $(\theta=\mathrm{d} x / \mathrm{d} z$, where $z$ is the direction of the reference trajectory), $y$ and $\phi$ are equivalent to $x$ and $\theta$ in the transverse plane (for the HRS $y$ is in the horizontal direction), $l$ is the path length difference between the trajectory and the reference trajectory, and $\delta(\Delta p / p)$ is the fractional deviation of the momentum of the trajectory from the central trajectory. The orientation of the $x, y$, and $z$-axes are such that $\hat{z}=\hat{x} \times \hat{y}$. To first order, the transfer of a charged particle from the interaction point ( $\vec{x}_{\mathrm{tg}}$ ) through a series of magnets to the focal plane ( $\vec{x}_{\mathrm{fp}}$ ) can be represented by a simple matrix equation.

The $z$-dependence of the spectrometer's firstorder transfer matrix elements is shown in Fig. 4. The front quadrupole, Q1, is convergent in the radial (vertical) plane. Transverse focussing is provided in a nearly symmetrical way by the quadrupoles Q2 and Q3. The optics design resulted in a shallow minimum of $\left\langle y \mid \phi_{\mathrm{tg}}\right\rangle$ inside the dipole, which ensured a maximum horizontal


Fig. 4. First-order trajectories in a High Resolution Spectrometer. The bottom (top) graph shows the evolution of the firstorder matrix elements in the horizontal (vertical) plane, as a function of the trajectory length. The location of the four magnetic elements is also indicated.
angular acceptance at a given dipole gap size. The $\left\langle y \mid y_{\mathrm{tg}}\right\rangle$ term remains small $(\leqslant 2.5)$ all the way through the spectrometer, allowing the use of extended targets ( 10 cm at $90^{\circ}$ ) with no substantial loss in solid angle.

In the radial plane, the $\left\langle x \mid \theta_{\mathrm{tg}}\right\rangle$ term is kept large inside the dipole to make efficient use of the dipole width to build resolving power in spite of the modest bending angle. Radial focussing is given by the $30^{\circ}$ tilt angle at the entrance and exit pole faces and by the introduction of a negative first-order field index, $n=-1.25$.

The design first-order transport matrix in "natural units" (meters, dimensionless, and frac-
tional $\delta$ 's) at the focus is

$$
\begin{align*}
& {\left[\begin{array}{c}
x_{\mathrm{fp}} \\
\theta_{\mathrm{fp}} \\
y_{\mathrm{fp}} \\
\phi_{\mathrm{fp}} \\
\delta_{\mathrm{fp}}
\end{array}\right] } \\
&=\left[\begin{array}{ccccc}
-2.48 & 0.0 & 0.0 & 0.0 & 12.4 \\
-0.15 & -0.40 & 0.0 & 0.0 & 2.04 \\
0.0 & 0.0 & -0.40 & -1.30 & 0.0 \\
0.0 & 0.0 & 0.54 & -0.78 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 1.0
\end{array}\right] \\
& \times\left[\begin{array}{c}
x_{\mathrm{tg}} \\
\theta_{\mathrm{tg}} \\
y_{\mathrm{tg}} \\
\phi_{\mathrm{tg}} \\
\delta
\end{array}\right] . \tag{2}
\end{align*}
$$

Notice that the transverse matrix is neither point to point, $\left\langle y \mid \phi_{\mathrm{tg}}\right\rangle=0$, nor parallel to point, $\left\langle y \mid y_{\mathrm{tg}}\right\rangle=0$. This compromise was driven by the need for a simultaneous good resolution in the transverse position, $y_{\mathrm{tg}}$, and angle, $\phi_{\mathrm{tg}}$.
Practical considerations led to certain constraints on the optical design, some of which are listed below:

- The beam envelope was constrained not to exceed $0.25 \mathrm{~m}(0.8 \mathrm{~m})$ in the dipole gap (width), and $0.3 \mathrm{~m}(0.6 \mathrm{~m})$ diameter in the useful aperture of Q1 (Q2, Q3). These size constraints helped limit the cost of the magnets.
- The bend angle was kept at $45^{\circ}$. This value was selected at an early stage of the design as a reasonable compromise for a high-energy, highresolution spectrometer, under the assumption that the detector system would provide a spatial resolution of $100 \mu \mathrm{~m}$. The following expression is based on first-order optics principles [11]:
$\frac{D_{x}}{M_{x}} \Delta \theta=-2 \omega \tan \frac{\alpha}{2}$
relates the resolving power ( $\propto D / M$ with $D$ being the dispersion and $M$ the magnification) and angular acceptance in the radial plane ( $\Delta \theta$ ) to the bend angle ( $\alpha$ ) and the dipole half-width


Fig. 5. Schematic layout of a HRS device, showing the geometrical configuration of the three quadrupole and the dipole magnets. Also shown is the location of the first VDC tracking detector.
( $\omega$ ). For $\Delta \theta= \pm 60 \mathrm{mrad}, \omega=40 \mathrm{~cm}$, and $D / M=-5$, the above expression gives $\alpha=$ $41^{\circ}$, close to the chosen value of $45^{\circ}$. The expression assumes a parallel beam in a uni-form-field dipole. The radial focussing provided by the indexed dipole necessitates a slightly larger bend angle.

- The pole-face rotation angles have been fixed at $-30^{\circ}$ as a practical limit. The field of Q1 and the dipole field index provide the remaining radial focussing. In the absence of the field index an excessively large rotation angle ( $\sim 43^{\circ}$ ) would have been needed.
- The overall optical length was constrained to fit with 24 m .


### 2.3. Spectrometer Mechanical Support System

A schematic view of one of the Hall A High Resolution Spectrometers (HRS) is shown in Fig. 5. The structural system of each spectrometer arm must rigidly support the spectrometer magnet and detector elements in their $45^{\circ}$ vertical bending configuration, while providing almost full azimuthal positioning of the spectrometer about the central pivot. All three quadrupoles and the drift chamber detector elements are hung from or mounted on a box beam, which is rigidly mounted on the top of the dipole. Once these elements are surveyed in place, their relative positions remain
constant regardless of the spectrometer azimuthal position. The box beam itself is an $\sim 80 \mathrm{Mg}$ welded steel structure. The back of the box beam extends into the shield house. The detector package and the box beam holding it are surrounded by the shield house, but free to move within it (see Fig. 2).

The 450 Mg concrete shield hut required for the detectors is independently supported and positioned from a structural steel gantry. The bulk of its mass is transmitted from the structural leg to a 20.7 m radius steel floor track through a series of bogie-mounted conical wheels (see Section 2.8). The rest of its weight is supported on the back end of the transporter cradle. The total mass of each spectrometer including the shielding hut is over 1000 Mg .

### 2.4. Cryogenics and magnet cooling system

The two spectrometers contain a total of eight superconducting magnets, two dipoles and 6 quadrupoles. These magnets each have independent cryogenic controls and reservoirs. The cryogenic system that maintains these magnet systems is common to all eight magnets and the cryo-target. The cryogenic system is fed from an 1800 W helium refrigerator, the End Station Refrigerator (ESR), dedicated to the cooling of the magnets and targets in all JLab end stations.

### 2.4.1. Cryogenic Distribution System

Hall A has a Cryogenic Distribution System (CDS) that supplies helium and liquid nitrogen $\left(\mathrm{LN}_{2}\right)$ cryogens from the ESR to the eight superconducting magnets. The CDS also supplies helium cooling to the cryotarget which can operate at either 15 K or 5 K depending on the choice of target. The CDS consists of fixed rigid transfer lines, two flexible links that permit rotation of the spectrometers, an internal cool-down heat exchanger, and flexible U-tubes to connect individual magnets to the system. The cool-down heat exchanger uses $\mathrm{LN}_{2}$ and a gas blending circuit to pre-cool $10 \mathrm{~g} / \mathrm{s}$ helium gas at 0.4 MPa to any temperature from 250 to 80 K . This variable temperature source is used to perform a programmed cool down and warm up of the magnets. Under normal operation the CDS supplies supercritical helium gas at 0.24 MPa and 4.5 K to each magnet where it is expanded through a local JouleThompson (JT) valve to produce liquid helium. The cold gas from the JT expansion and the magnet boil off is returned through the CDS cold return. $\mathrm{LN}_{2}$ is supplied at 0.4 MPa and 80 K to each magnet where the nitrogen is expanded through a local JT valve to produce liquid nitrogen. The nitrogen gas from JT expansion and boil off is vented to the atmosphere through an exhaust line. Warm helium is collected and returned to the ESR through a purifier. Further discussion of the Hall A CDS can be found in Ref. [12].

### 2.4.2. Typical magnet cryogenics controls system

Each of the eight magnets has a set of cryogenic control valves, liquid level devices, temperature sensors and pressure sensors. The magnets each have individual $\mathrm{LN}_{2}$ and He reservoirs. These devices are monitored by an Experimental Physics and Industrial Control System (EPICS) ${ }^{6}$ control system that monitors the sensors, logs system data, generates interlocks, and has proportion, integral, derivative (PID) loops for valve control. Each magnet has helium top fill, bottom fill and cold return valves, and $\mathrm{LN}_{2}$ top and bottom fill valves. Warm valves also control current cooling and

[^2]warm gas return for cool down. Normal steadystate operation consists of maintaining the liquid level in the helium and $\mathrm{LN}_{2}$ reservoirs using a PID control of the helium top fill valve. Current lead cooling is maintained by MKS mass flow controllers. Typical interlocks are liquid level low, current-lead mass flow low, magnet temperature high, and vacuum high. Data and history are available on-line through custom user-defined strip charts.

### 2.5. Magnet power supplies

The first quadrupole (Q1) of each spectrometer is powered by a Danfysik ${ }^{7}$ System 8000, model 853 power supply specified to deliver 3500 A at 5 V with a stability of 50 ppm of the full current over 8 h . The second and third quadrupoles (Q2 and Q3 respectively) are each powered by an $\mathrm{FuG}^{8}$ model NTN 20000SUM-10 power supply specified to deliver 2000 A at 10 V with a stability of $\pm 10 \mathrm{ppm}$ (full current, 8 h ). Operationally, over an 8 h period, their stability has been found to be a factor of 2-3 worse than the specification and the short-term stability ( $10-20 \mathrm{~min}$ ) even worse ( $\pm 400 \mathrm{ppm}$ ). Each of the dipoles is powered by a Dynapower Corporation ${ }^{9}$ model PD42-01000202-FKLX-3569 power supply specified to deliver 2000 A at 10 V with an stability of $\pm 10 \mathrm{ppm}$ ( $10-100 \%$ of full current, 8 h ). Several years of operation have established that these supplies are actually stable to $\sim 3-4 \mathrm{ppm}$.

The protection systems used by the various Hall A magnets are similar in both method and basic implementation. For all Hall A magnets the electrical circuit consists of three elements connected in parallel across the power supply output terminals. In order of increasing distance from the power supply, we find (a) a reverse-biased bank of power diodes with a forward-biased resistance of several milliohms, (b) a dump resistor and, (c) the magnet coil. The dump resistor values are $0.063 \Omega$
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Fig. 6. Dump resistor and power supply switching scheme for the Q2 (and Q3) quadrupole magnet.
for Q1 and $0.125 \Omega$ for the other magnets. In the case of Q2, Q3 and the dipole, zero-flux current transformers measure directly the current flowing through the magnet coil. For Q1 the current measured by the power supply flows through both the magnet and the dump resistor.

Where the various magnet systems differ is in the location of the switches and in their operation. For the case of Q2 and Q3, a double-pole, singlethrow (DPST) switch (S1) is located between the diode bank and the dump resistor (see Fig. 6). When it opens, it separates the FuG diode bank combination from the remaining circuit. A doublepole, double-throw (DPDT) switch (S2) located between the dump resistor and the quadrupole coil allows a quick reversal of the quadrupole polarity. During normal operation, the FuG output power stage will be engaged (on) and S1 will be closed. In case of an emergency, the energy stored in Q2 or Q3 can be dissipated in two ways. A "slow dump" consists of just turning off the FuG power stage. This forward-biases the diode bank allowing the quadrupole current to flow through the diodes with a small fraction flowing through the dump resistor. In this case, the energy stored in a fully excited quadrupole ( $\sim 0.6 \mathrm{MJ}$ ) is dissipated in a couple of minutes. A "fast dump" turns the FuG power stage off and also opens switch S1. This forces the quadrupole current to flow through the dump resistor, discharging a fully excited quadru-
pole in about 4 s . The Q1 power circuit is similar to the one for Q2 and Q3 except that both S1 and S2 are located between the diode bank and the dump resistor. A fast dump dissipates the maximum energy stored in Q1 ( $\sim 0.13 \mathrm{MJ}$ ) in about 1.5 s .

In the case of the Dynapower supplies, a singlepole, single-throw (SPST) switch (M3) is located between the supply power output stage and the diode bank. Also, the diode bank has a SPST switch (M4) in series with it. There is no switch to reverse the dipole polarity. This operation has to be performed manually. During normal dipole operation, the Dynapower power stage will be engaged (on), and both M3 and M4 will be closed. A "slow dump" fault turns the Dynapower power stage off and opens M3. As in the case of the quadrupoles, the diode bank gets forward-biased, discharging a fully excited dipole ( $\sim 5 \mathrm{MJ}$ ) in about 20 min . A "fast dump" turns the power stage off and opens both M3 and M4 forcing the dipole current to flow through the dump resistor. A fully excited dipole will discharge in about 30 s .

All critical magnet protection systems are implemented in hardware with no software involved. Electronic circuits monitor the voltage across the normal-to-superconducting wire transitions (leads) as well as the voltage difference between the two half-lengths of superconducting wire used in the magnet construction. In the case of the dipole the half-length corresponds to one of the coils while in the case of Q2 and Q3 it corresponds to two of the four quadrants. The voltage taps are located so that no piece of superconducting wire goes unmeasured. If any of these voltages exceeds a set threshold, a fast dump of the magnet is initiated. A slow dump is initiated if the helium level or the rate of helium flow through the leads drops below a set threshold. If the helium flow rate through the leads drops to exceedingly low values, a fast dump is initiated. A passive interlock chain is used to determine that all the wiring and circuitry involved in the protection of the magnet is connected and powered. A failure of this interlock will initiate a slow dump.

The protection system used for the right spectrometer dipole, for reasons discussed in the next section differs from that described above.

Lead voltages above threshold or exceedingly low helium flow rate through the leads will trigger a fast dump as discussed above. One difference is that low helium levels or lead flow rates trigger a controlled ramp down of the dipole current by the power supply instead of a slow dump. Another difference is that a voltage asymmetry between the two coils above threshold triggers a slow dump and not a fast dump.

The Q1 protection circuit is also different. Instead of comparing the voltage across the two halves of the coil as in the case of the other magnets, the protection system measures the voltage across the entire coil and across one of the quadrants. This method eliminates the possibility that a quench occurring at half the length of the superconducting cable propagates symmetrically in both directions of the cable so that, although a quench has occurred, the voltage difference between the two halves of the cable remains zero. The conditions required to trigger a Q1 slow or fast dump are similar to those for the Q2, Q3 quadrupoles except that the lead temperature is also monitored. If it is found above a threshold value, a fast dump is initiated.

The EPICS control system described in Section 6 is used to remotely operate the various magnet power supplies as well as monitor all the magnet signals including those used for protection (via isolation amplifiers).

### 2.6. Magnet commissioning and field mapping

The process of commissioning the magnets for the left (w.r.t. the beam direction) spectrometer (HRS-L) dipole was uneventful. Tests were performed on the various power supplies and cryogenic systems to verify that all systems worked according to specifications and all interlocks functioned as expected. Early in the testing of the HRS-R dipole, on the other hand, a catastrophic event occurred after which the magnet behaved differently from the left dipole (HRS-L). Asymmetric voltages in the two halves of the coil, an excessive helium boil-off at normal current ramping rates, and a sluggish response of the measured magnetic field compared to the current in the magnet were among the most significant
observables. It is believed that one half of the superconducting coil developed a normal conducting short. Rather than invest a considerable amount of time and money disassembling the magnet, which was already built into the spectrometer superstructure, it was decided to use the magnet as is with administrative limits on its operation. Those limits are: the current may not exceed 1145 A and the ramping rate must be kept less than $0.15 \mathrm{~A} / \mathrm{s}$. Operationally, this translates into a maximum central momentum of about $3.16 \mathrm{GeV} / c$ with slower field changes. Ramping from zero to full current takes more than 2 h plus an additional thirty minutes for the magnetic field to stabilize.
A detailed description of the magnetic field mapping can be found in Ref. [13]. Accuracies at the $10^{-3}$ level were achieved in the mapping. Quadrupoles were mapped using axially segmented rotating coils, providing a measurement of the effective length to within $5 \times 10^{-4}$. The dipoles were mapped using Hall probes mounted on a non-magnetic carriage drawn through the magnet on rails connected to the magnet poles. As a result the effective magnetic length of the dipoles is known to within $\pm 5 \mathrm{~mm}$.

### 2.7. Field monitoring

Magnetic fields in each dipole are measured and monitored using two arrays of three NMR field probes, providing a field range from 0.17 to 2.10 T . The arrays are mounted in an aluminum fixture placed at the vertical edges of the trajectory envelope about 1.5 m inside the magnet entrance. The probes are equipped with field-gradient compensating coils to locally eliminate the field gradient in the magnet. The probes are connected through a multiplexer to a PT 4025 Teslameter. ${ }^{10}$ This system is very accurate, giving field readings at the $10^{-5}$ level. Supplemental to the NMR probes, each magnet has a Hall probe mounted in the vicinity of the NMR probes. The Hall probes are read out with Model 450 Gaussmeters. ${ }^{11}$ In

[^4]general, the Hall probes are used only as a backup for the NMR probes. The Hall probes are used also in low field (low momentum) operation.

The quadrupole fields are monitored using Hall probes and Model 450 Gaussmeters. Because the Hall probes cannot be relied upon for long-term stability and reproducibility, fields are set in the quadrupoles based on their current settings. The current is measured using a zero-flux current transformer readout with an HP 3458 Precision DVM. ${ }^{12}$ While the quadrupole magnets are current-dominated, there is some hysteresis effect in the field due to the iron collar. This effect was measured to be large enough in Q2 and Q3 to warrant cycling of those magnets. As a consequence care is taken to cycle the quadrupoles before setting them to the desired current value. This is done by always going to the nominal maximum current of 1600 A before going to the desired current. The hysteresis effect in Q1 is small enough that cycling is not required. No cycling is required in the dipoles, because no cycle dependence was observed in the field profile during field mapping.

### 2.8. Positioning and alignment

At the floor level, each HRS is composed of three sections: a central carriage (the cradle, a 16 Mg steel structure), a detector shield house gantry and a link. The cradle moves on two trains of wheels. The front train (towards the target) is composed of two four-wheeled carriages called bogies. The back train is composed of two eightwheeled bogies. The cradle holds the spectrometer proper via three vertical-stroke hydraulic jacks, which allow adjustment of the spectrometer height, roll and pitch at each azimuthal position. One jack is located at the front of the dipole while the other two are at the back. At present, a manual procedure is used to adjust the jacks in order to correct gross misalignments. A pair of horizontally mounted hydraulic jacks at the back of the dipole can be used to rotate by up to $\pm 0.5^{\circ}$ the whole spectrometer around the hydraulic jack supporting the front of the dipole. These jacks are also

[^5]operated manually and can be used to correct gross horizontal mispointing of the spectrometer. The detector shield house front legs rest on the back of the cradle while the back legs move on four bogies. A platform extending between the back of the cradle and the back legs of the gantry carries the magnet power supplies and protection electronics, field- and current-measuring devices and the spectrometer motion control systems and related servo-amplifiers. A link attached between the cradle and the central bearing constrains the radial motion (i.e. towards or away from the target) of the cradle and detector shield house gantry while allowing them to rotate around the central bearing.

The transporter cradle rides along two concentric steel floor plates (with radii of 9.36 and 16.55 m ) through a series of eight-wheeled bogies. Each bogie is rated for 230 Mg . Each 610 mm diameter conical wheel is rated for 596 kN when mounted on a $832 \mathrm{~N} / \mathrm{m}$ Bethlehem rail. ${ }^{13}$ Azimuthal drive is accomplished by a pair of electronically synchronized servo-drive gear reducers, each of which powers a pair of bogie wheels. One pair of drive wheels is at the inner radius location; the other is at the outer. By this means the drive traction can be balanced about the spectrometer pivot, thus minimizing transporter twist and reaction force at the central bearing. Azimuthal pointing is maintained by a central bearing which is pin connected to the transporter cradle through a massive link which allows elevation and pitch motion, but only minimal "yaw" (pointing error). One wheel of each bogie is driven by a servomotor through a gear reducer. A VME system based on the real-time operating system VxWorks ${ }^{14}$ and a custom-made $\mathrm{Tcl} / \mathrm{Tk}$ interface [72] are used to monitor and control the motion of each spectrometer. The maximum speed is $3^{\circ}$ per minute.

The roll and the pitch of each of the spectrometers are measured by a bi-axial inclinometer ${ }^{15}$

[^6]located at the back of the dipole. Each inclinometer axis has a range of $\pm 7.5 \mathrm{mrad}$ and a resolution of $1 \mu \mathrm{rad}$. Calibration data provided by the factory for each of the inclinometers over their full tilt range and at several temperatures is used to correct the raw readings for non-linearity and temperature effects.

The angular position of the spectrometers with respect to the beam line is determined from marks etched into the floor at a nominal distance of 10 m from the hall center. To layout the marks, a template with several slots was built, each slot corresponding to a floor mark. The location of the slots to reference points in the template was measured. The template was then laid out in the hall and its location measured and adjusted until the separation of the slots was equivalent to $0.5^{\circ} \pm 0.0006^{\circ}$. A support arm attached to the bottom front end of the dipole holds a ruler that slides over the floor marks. A closed circuit television camera mounted on a linear translation stage is used to read the location of the floor marks on the ruler to avoid uncertainties from parallax. The position of the floormarks can be established to within 1 mm . The raw angular readings are then corrected for spectrometer roll/pitch and offset in the location of the support arm w.r.t. the spectrometer central ray.

By design, the spectrometers are not constrained to remain along a radius as they move around the hall central bearing. Various factors like the arclength, direction and speed of the move change the spectrometers pointing by as much as $\pm 4 \mathrm{~mm}$ in a non-reproducible manner. An automated measurement of such spectrometer mispointing was found to be more troublesome than anticipated during the spectrometer design phase. The large number of lines (cryogenic, power, water and signal), routed through the pivot area, and the target system prove to be significant obstacles for such a design. The chosen method would also have to be radiation resistant if implemented near the pivot area. An interim solution for those experiments which use the standard Hall A scattering chamber has been to use a linear variable differential transformer (LVDT) to measure the gap between an arm parallel to the spectrometer mid-plane and the outer surface of the scattering
chamber. Raw values are corrected for LVDT non-linearity, chamber location and eccentricity as well as spectrometer roll. Operational experience with the system has uncovered two major problems: (a) it is easily disturbed any time that maintenance or repair work is performed around the pivot area, and (b) the LVDT read-out controllers, being microprocessor based and located on the power supply platform, are prone to have their internal calibration constants affected by radiation. Because of these problems, the system requires a great deal of attention and the results can vary widely. Nonetheless, values obtained from the LVDT/floor mark combination and from spectrometer surveys agree to within $\pm 0.14 \mathrm{mrad}$ in spectrometer scattering angle and $\pm 0.4 \mathrm{~mm}$ in pointing over timespans of several months. The absolute uncertainty in the scattering angle is limited by the reconstruction of the scattering vertex position (see Section 9.3) rather than by the spectrometer alignment.

### 2.9. Collimators

Each spectrometer is equipped with a set of collimators, positioned $1.109 \pm 0.005$ and $1.101 \pm 0.005 \mathrm{~m}$ from the target on the left and right spectrometers, respectively. There is a large collimator, made of 80 mm thick tungsten, with a 121.8 mm vertical opening and a 62.9 mm horizontal opening at the entrance face. The opening in this collimator expands to 129.7 by 66.8 mm at the exit face. A second smaller collimator, made of the same material, is $50.0 \times 21.3 \mathrm{~mm}$ at the entrance face and $53.2 \times 22.6 \mathrm{~mm}$ at the exit face. The third collimator is the sieve slit, which is used to study the optical properties of the spectrometers. The sieve is a 5 mm thick stainless steel sheet with a pattern of 49 holes ( $7 \times 7$ ), spaced 25 mm apart vertically and 12.5 mm apart horizontally. Two of the holes, one in the center and one displaced two rows vertically and one horizontally, are 4 mm in diameter. The rest of the holes are 2 mm in diameter (see Fig. 7). The sieve slits are positioned 75 mm further from the target than the other collimators. Each collimator can be selected remotely via a vertical actuator.


Fig. 7. Geometric (left) and reconstructed (right) configurations of the sieve slit. The large holes, which allow for an unambiguous identification of the orientation of the image at the focal plane, can be clearly identified in the right figure.

## 3. The detector package

### 3.1. General features and purpose

The detector packages of the two spectrometers are designed to perform various functions in the characterization of charged particles passing through the spectrometer. These include: providing a trigger to activate the data-acquisition electronics, collecting tracking information (position and direction), precise timing for time-offlight measurements and coincidence determination, and identification of the scattered particles. The timing information is provided from scintillators, as well as the main trigger. The particle identification is obtained from a variety of Cherenkov type detectors (aerogel and gas) and lead-glass shower counters. A pair of VDCs provides tracking information. The main part of the detector package in the two spectrometers (trigger scintillators and VDCs) is identical; the arrangement of particle-identification detectors differs slightly. The HRS-L can be equipped with a focal-plane polarimeter to determine the polarization of detected protons. The optics of the HRS spectrometers, described in the previous section,
results in a narrow distribution of particle trajectories in the transverse direction, leading to an aspect ratio of the beam envelope of about 20:1 at the beginning of the detector package and $4: 1$ at the end.
The detector package and all Data-Acquisition (DAQ) electronics are located inside a Shield Hut (SH) to protect the detector against radiation background. The SH is also equipped with air conditioning and fire suppression systems. The individual detectors are installed on a retractable frame, so that they can be moved out of the SH for repair or reconfiguration. The DAQ electronics are mounted on the same frame. Fig. 8 shows sideviews of the detector setups for the two HRSs, including the movable frame, the detector stack and the DAQ electronics.

### 3.2. Detector shielding

The shielding of the detector package consists of two parts: the Line-of-Sight Block and the SH. The Line-of-Sight Block is a two-meter thick concrete block located 2 m from the target on top of Q1 and Q2. It moderates the pion flux produced at the target and therefore leads to a reduction of the muon rate in the detectors [14]. The SH protects the detectors against radiation from all directions. It is made of a 10 cm thick steel frame with a 5 cm lead layer inside and a layer of concrete outside. The thickness of the concrete layer varies. There is neither concrete nor lead on the top of the SH , which is $1-2 \mathrm{~m}$ from the Hall ceiling. The concrete is 40 cm thick on the large-angle side of the $\mathrm{SH}, 80 \mathrm{~cm}$ on the beam-line side and 100 cm on the target side. The SH configuration was optimized using the GEANT [15] code, with the neutron yield measured by Bathow et al. [16] and meson yields measured by Boyarski et al. [17] as input. With this shielding configuration a neutron attenuation factor of 10 was obtained. The radiation level inside the SH is below 1 mrem per hour at a luminosity of $10^{38} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$. At that luminosity the rate of a single spectrometer trigger can be a few hundred kHz , depending on the spectrometer momentum and angle setting.


Fig. 8. Sideview of detector stack, shown in the top (bottom) figure for the left (right) (w.r.t. the beam line) HRS device. Individual elements of the detector system are indicated in the configuration used most frequently. Also shown is the position of the data-acquisition (DAQ) electronics and of the VDC support frame.

### 3.3. Tracking

Tracking information is provided by a pair of VDCs in each HRS, described in detail in Ref. [18]. The concept of VDCs fits well into the scheme of a spectrometer with a small acceptance, allowing a simple analysis algorithm and high efficiency, because multiple tracks are rare. The VDCs are bolted to an aluminum frame, which slides on Thomson rails attached to the box beam. Each VDC can be removed from its SH for repair using these Thomson rails. The position of each VDC relative to the box beam can be reproduced to within $100 \mu \mathrm{~m}$.

Each VDC chamber is composed of two wire planes, separated by about 335 mm , in a standard UV configuration-the wires of each successive
plane are oriented at $90^{\circ}$ to one another, and lie in the laboratory horizontal plane. They are inclined at an angle of $45^{\circ}$ with respect to the dispersive and non-dispersive directions. The nominal particle trajectory crosses the wire planes at an angle of $45^{\circ}$ (see Fig. 9). There are a total of 368 sense wires in each plane, spaced 4.24 mm apart. The signals from the sense wires are shaped at LeCroy ${ }^{16}$ amplifier-discriminator cards 2735DC mounted 30 cm away from the chamber. The logic ECL signals are then routed via 5 m long twisted-pair cables to a FastBus LeCroy TDC module 1877. The feedback of the ECL signals from these cables on the sense wires and amplifier inputs is suppressed by careful shielding of the output cables and VDCs.
The electric field of the VDCs is shaped by goldplated Mylar planes, nominally at -4.0 kV when the standard gas mixture of argon ( $62 \%$ ) and ethane ( $38 \%$ ) is used. The gas is bubbled through cooled alcohol to reduce aging effects on the sense wires and flows at about 51 per hour per chamber. The average thickness of all material encountered by particles in one chamber is $7.8 \times 10^{-4}$ radiation lengths ( $X_{0}$ ). The dominant single contributor to multiple scattering is the horizontal Ti window at the exit of the spectrometer vacuum, with a thickness of $127 \mu \mathrm{~m}\left(5 \times 10^{-3} X_{0}\right)$ [19]. In the focal plane the position resolution is $\sigma_{x(y)} \sim 100 \mu \mathrm{~m}$, and the angular resolution $\sigma_{\theta(\phi)} \sim 0.5 \mathrm{mrad}$. A typical wire-hit distribution and an on-line analysis of the wire efficiency are shown in Fig. 10.
During five years of operation the VDCs have run very stably, with only one broken wire, caused by over-crimping during construction.

### 3.4. Triggering

There are two primary trigger scintillator planes (S1 and S2), separated by a distance of about 2 m . Each plane is composed of six overlapping paddles made of thin plastic scintillator ( $5 \mathrm{~mm} \mathrm{BC} 408{ }^{17}$ ) to
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Fig. 9. Schematic lay-out of a pair of Vertical Drift Chambers for one HRS (not to scale). The active area of each wire plane is rectangular and has a size of $2118 \mathrm{~mm} \times 288 \mathrm{~mm}$. Each VDC consists of one U and one V wire plane. The sense wires in each of them are orthogonal to each other and lie in the laboratory horizontal plane. They are inclined at an angle of $45^{\circ}$ with respect to both the dispersive and the non-dispersive directions. The lower VDC is as close as possible to the spectrometer focal plane. The vertical distance between like wire planes is 335 mm .


Fig. 10. Typical on-line results of the analysis of one VDC to monitor its performance: top left, response as a function of the wire number; top right, wire efficiency as a function of the wire number; bottom left, drift-time spectrum (short drift times occur at large TDC values); bottom right, spatial resolution for events with hits in six adjacent wires.
minimize hadron absorption. Each scintillator paddle is viewed by two photomultipliers (PMTs) (Burle $8575^{18}$ ). The time resolution per plane is approximately $0.30 \mathrm{~ns}(\sigma)$. For experiments which need a high hadron trigger efficiency, an additional scintillator trigger counter ( S 0 ) can be installed. The 10 mm thick S 0 counter is viewed by two $3^{\prime \prime}$ PMTs XP2312. ${ }^{19}$ The information from the gas Cherenkov counter can be added into the trigger.

The trigger system is built from commercial CAMAC and NIM discriminators, delay units, logic units, and memory lookup units (MLU). A coincidence between two PMTs is made for each scintillator paddle. The logical OR of these signals is formed individually for the S 1 and the S 2 plane. For the gas Cherenkov detector the analog sum of the signals from its 10 PMTs is used to prepare a hit signal. The main trigger for one spectrometer is formed by the logical AND of the first and the second scintillator plane. To measure the trigger efficiency, an alternative trigger is formed by a hit in either the first or the second scintillator plane and a hit in a third detector, which can be the gas Cherenkov detector or the S0 scintillator. A coincidence trigger is made from the time overlap of the two spectrometer triggers in a logical AND unit. The various trigger signals go to the trigger supervisor module which starts the DAQ readout. Most inputs of the trigger supervisor can be individually prescaled. Triggers which are accepted by the DAQ are then retimed with the scintillators to make gates for the ADCs and TDCs. This retiming removes trigger time jitter and makes the timing independent of the trigger type.

The trigger modules are remotely programmed by CAMAC commands which are executed by a software control package. The software control reads two setup files, a map of the module locations and a list of the default CAMAC commands to set up the trigger. Alternatively, the CAMAC commands can be executed remotely using a graphical user interface (GUI) which

[^8]displays the available units and their location in the trigger. The setup is sufficiently flexible to allow rapid inclusion of new trigger elements or detector systems.
To exploit the ability of the facility to measure small coincidence cross sections, experiments often run with high rates on the order of 1 MHz in a single scintillator plane. Because the dead times of the various components are typically 30 ns and larger, and the pulse width of the trigger signals was as much as 100 ns for some experiments, an electronics dead time on the order of $3-10 \%$ can be expected, and has to be monitored accurately for cross-section measurements. For this purpose, a well-defined electronic pulse is added in the analog circuitry to the scintillator pulses before the discriminator. These pulses are traced through the trigger into the data stream by forming the logical AND between the trigger and the pulser and putting this result into scalers and TDCs to see where they get lost or what time shifts occur due to pile-up. A 1 Hz pulse is sent into the four PMTs required to make a trigger, with each scintillator paddle fired in turn, thus measuring the dead time differentially across the focal plane.

### 3.5. Particle identification

The long path from the target to the HRS focal plane ( 25 m ) allows accurate time-of-flight identification in coincidence experiments if the accidental rate is low. After correcting for differences in trajectory lengths, a TOF resolution of $\sim 0.5 \mathrm{~ns}(\sigma)$ is obtained (see Fig. 11). The time-of-flight between the S 1 and S 2 planes is also used to measure the speed of particles $\beta$, with a resolution of $7 \%(\sigma)$ (see Fig. 11).
A gas Cherenkov detector filled with $\mathrm{CO}_{2}$ at atmospheric pressure [20] is mounted between the trigger scintillator planes S1 and S2. The detector allows an electron identification with $99 \%$ efficiency and has a threshold for pions at $4.8 \mathrm{GeV} / c$. The detector has ten spherical mirrors with 80 cm focal length, each viewed by a PMT (Burle 8854, see footnote 18); the light-weight mirrors were developed at INFN [21]. The focusing of the Cherenkov ring onto a small area of the PMT photocathode leads to a high current density near
the anode. To prevent a non-linear PMT response even in the case of few photoelectrons requires a progressive HV divider [22]. The length of the particle path in the gas radiator is 130 cm for the gas Cherenkov in the HRS-R, leading to an average of about twelve photoelectrons. In the HRS-L, the gas Cherenkov detector in its standard configuration has a pathlength of 80 cm , yielding seven photoelectrons on average. The total amount of material in the particle path is about $1.4 \% X_{0}$.

Two layers of shower detectors [23] are installed in each HRS. The structure of the shower


Fig. 11. Velocity distribution (left) in units of $\beta=v / c$ for protons and the coincidence time spectrum (right) between the two HRS, as measured with the two scintillator planes. The small peaks in the right figure show the time structure of the primary electron beam.
detectors in each arm is shown in Fig. 12. The blocks in both layers in HRS-L and in the first layer in HRS-R are oriented perpendicular to the particle tracks. In the second layer of HRS-R, the blocks are parallel to the tracks. The front layer in HRS-R is composed of 48 lead glass blocks, $10 \mathrm{~cm} \times 10 \mathrm{~cm} \times 35 \mathrm{~cm}$. The second layer is composed of 80 lead glass blocks, $15 \mathrm{~cm} \times$ $15 \mathrm{~cm} \times 35 \mathrm{~cm}$ each. The front layer in HRS-L is composed of 34 lead glass blocks, of dimensions $15 \mathrm{~cm} \times 15 \mathrm{~cm} \times 30(35) \mathrm{cm}$. The second layer is composed of 34 similar blocks. Because of its reduced thickness, the resolution in HRS-L is not as good as that of the shower detector in HRSR. A particle identification parameter $R_{\text {sh }}$ is defined as

$$
\begin{equation*}
R_{\text {sh }}=\frac{E_{\text {tot }}}{p} \times \frac{\ln \left(E_{\text {presh }}\right)}{\ln \left(E_{\text {ave }}\right)} \tag{4}
\end{equation*}
$$

where $E_{\text {tot }}$ is the total energy deposited in the shower detector, $p$ the particle's momentum, $E_{\text {presh }}$ the energy deposited in the front layer and $E_{\text {ave }}$ the average energy deposited by an electron with momentum $p$. The quality of the particle identification in the HRS-R shower detector is demonstrated in Fig. 13. The combination of the gas Cherenkov and shower detectors provides a pion suppression above $2 \mathrm{GeV} / \mathrm{c}$ of a factor of $2 \times 10^{5}$,


Fig. 12. Schematic lay-out of part of the shower detectors in HRS-L (top) and HRS-R (bottom). Particles enter from the bottom of the figure.


Fig. 13. The response function (defined in the text) of the HRSR shower detector for pions and electrons at a momentum of $1.6 \mathrm{GeV} / c$.
with a $98 \%$ efficiency for electron selection in the HRS-R.

There are three aerogel Cherenkov counters available with various indices of refraction, which can be installed in either spectrometer and allow a clean separation of pions, kaons and protons over the full momentum range of the HRS spectrometers. The first counter (AM) contains hygroscopic aerogel ${ }^{20}$ with a refraction index of 1.03 and a thickness of 9 cm . The aerogel is continuously flushed with dry $\mathrm{CO}_{2}$ gas. It is viewed by 26 PMTs (Burle 8854). For high-energy electrons the average number of photo-electrons is about 7.3 [24].

The next two counters (A1 and A2) [25] are diffusion-type aerogel counters. The diffusion technique for light collection in aerogel Cherenkov detectors was evaluated in Refs. [26-28]. A1 has 24 PMTs (Burle 8854). The 9 cm thick aerogel radiator used in $\mathrm{A} 1^{21}$ has a refraction index of 1.015, giving a threshold of $2.84(0.803) \mathrm{GeV} / c$ for kaons (pions). The average number of photoelectrons for GeV electrons in A 1 is $\simeq 8$ (see Fig. 14). The A2 counter has 26 PMTs

[^9](XP3372B1, see footnote 19). The aerogel in A2 (see footnote 21) has a refraction index of 1.055 , giving a threshold of $2.8(0.415) \mathrm{GeV} / c$ for protons (pions). The thickness of the aerogel radiator in A2 is 5 cm , producing an average number of about 30 photo-electrons for GeV electrons [25].

### 3.6. The Focal Plane polarimeter

The Focal Plane polarimeter in Hall A measures the polarization of recoil protons over a wide range of electron scattering experiments. Following momentum analysis and focusing in the spectrometer, the protons are scattered in the focal plane region by an analyzer. If the protons are polarized transverse to the momentum direction, an azimuthal asymmetry results from the spin-orbit interaction with the analyzing nucleus. The measured asymmetry in the focal plane along with the spin-transfer matrix of the spectrometer is used to determine the polarization of the protons at the initial reaction vertex.
A detailed description of the polarimeter is given in Ref. [29]. The general design of the polarimeter follows that of existing devices at other intermediate energy facilities. As shown in Fig. 8, a set of front straw chambers measures the trajectory of a proton into the analyzer; the outgoing trajectory is determined by a set of rear straw chambers. The front chambers are interleaved with the gas Cherenkov and second scintillator plane, due to space constraints in the detector stack.
The standard analyzer is carbon, with cost, safety, and efficiency considerations outweighing the reduction in analyzing power available compared to hydrogen. The analyzer, made of high purity graphite, has a maximum thickness of 513 mm . The thickness is varied below proton momenta of $1.5 \mathrm{GeV} / c$ in order to keep the Coulomb scattering cone narrower than $3^{\circ}$. The thickness variation is implemented through five remote-controlled slabs of increasing thickness (19, 38, 76, 152, and 228 mm ). At proton momenta above $2.5 \mathrm{GeV} / c$, carbon becomes less efficient as an analyzer. An alternate polyethylene analyzer was used at the higher momenta in the second $G_{E}^{p}$ experiment [30].


Fig. 14. The photo-electron yield vs particle momenta for A 1 and A 2 detectors (left) and examples of spectra for 2 GeV electrons (right). The curves indicate the expected photoelectron yield for the different particles as a function of momentum.

The dimensions of the rear straw chambers were chosen to be large enough that the geometrical efficiency is nearly $100 \%$ for a scattering angle up to $20^{\circ}$ for the full acceptance of the HRS. The beam envelope in the region of the analyzer is about 2 m wide in $x$, the momentum dispersion direction, and 0.5 m wide in $y$, the transverse horizontal direction, with a divergence of several degrees in each direction. This leads to a rear chamber active area of about $2.8 \mathrm{~m} \times 1.4 \mathrm{~m}$. With these wire chamber sizes, scattering angles up to $70^{\circ}$ are within the acceptance of the polarimeter with a slightly reduced geometrical efficiency at the larger angles.

Studies indicated that the design goal of instrumental asymmetries less than 0.005 could be reached with a chamber spatial resolution of $\sim 0.25 \mathrm{~mm}$, and an alignment to $\sim 0.3 \mathrm{mrad}$. In order to minimize cost and optimize performance,
drift chambers consisting of 10 mm diameter straw tubes were chosen due to the large size of the chambers. The designs of the individual straw tubes, and the end pieces associated with them, were based on the design used in the Brookhaven EVA cylindrical detector [31]. Because the chamber dimensions are much larger in the $x$ than in the $y$ direction, wires are generally oriented along the U and V directions, at $45^{\circ}$ angles to the $x$ and $y$ directions to minimize wire lengths. To provide redundancy, the four FPP chambers are constructed with 3 U and 3 V planes. An exception was made for chamber 3 , the first of the two rear chambers. Chamber 3 was constructed with $2 \mathrm{U}, 2$ V , and 2 X planes, so that multiple tracks could be analyzed with the stereo information. For the rear chambers, the straw package was stiffened by a sandwich construction, with straws inside and faces made of 0.036 mm thick three-ply carbon
fiber, glued together by a combination of UVsetting glues and long setting-time two-component epoxy.

A mixture of $62 \%$ argon and $38 \%$ ethane is run at a constant flow through every straw of the front and the back chambers. A positive high voltage of $\sim 1.9 \mathrm{kV}$ is applied to the wire in the center of each straw. The anode gain per primary ionization is roughly $10^{5}$. The anode signal is fed to read-out cards mounted on the chamber frames. To reduce cost, groups of eight wires are multiplexed in the read-out cards which produce differential output signals of amplitude 0.1 V . Level-shifter boards located away from the chambers, near the TDCs, convert these signals to ECL levels for input into the LeCroy 1877 [27] multi-hit TDCs. Through this scheme the design goal of $\sim 1 \%$ dead time at a 1 MHz rate is achieved at a reduced channel cost.

Incident and scattered particle trajectories are determined by identifying clusters of hits in the straw planes and fitting straight lines with the best $\chi^{2}$ using the analysis code ESPACE (Section 8.1). Typical detection efficiencies achieved are about $98 \%$ per straw plane. Spatial alignment offsets for the straw planes are determined by straightthroughs without the carbon analyzer, and using the VDC tracks as reference. The interaction vertex and the polar and azimuthal scattering angles are determined from the tracks. The spintransfer matrix elements of the spectrometer were determined by modelling the spectrometer in codes SNAKE [9] and COSY [32] using the measured magnetic field maps for the different elements.

Typically, events with a polar angle greater than $5^{\circ}$ in the carbon analyzer are selected as good FPP events. The efficiency of the polarimeter, i.e. the fraction of total events accepted as good FPP events, is shown in Fig. 15 as a function of the proton energy. The carbon thickness was increased as a function of proton momentum from 38 mm at $0.59 \mathrm{GeV} / c$ to 494 mm at $1.55 \mathrm{GeV} / c$; for higher momenta the thickness was kept constant at 494 mm . The solid squares in Fig. 15 are for a scattering angle cut from $5^{\circ}$ to $20^{\circ}$ and the solid circles represent the full acceptance up to $70^{\circ}$. As seen in the data, the scattering efficiency in the full acceptance of the FPP is considerably higher. Calibration of the inclusive analyzing power of the


Fig. 15. The scattering efficiency of the FPP as a function of proton momentum for scattering angles from $5^{\circ}$ to $20^{\circ}$ (solid squares) and for $5^{\circ}$ to $70^{\circ}$ (solid circles). The thickness of the analyzer was varied with momentum as described in the text.


Fig. 16. The azimuthal distribution of protons scattered in the FPP in ep elastic scattering with 4.6 GeV incident electron energy and $Q^{2}=3.5(\mathrm{GeV} / c)^{2}$.
carbon analyzer and of instrumental asymmetries was done with the elastic ep reaction [3,30]. Azimuthal asymmetries measured for elastic ep scattering at $Q^{2}=3.5(\mathrm{GeV} / c)^{2}$ are shown in Fig. 16. Typical instrumental asymmetries measured are about 0.005 . A Fourier analysis of this measured asymmetry provides a direct measure of the analyzing power and the ratio of the magnetic
to electric form factor of the proton. The average inclusive analyzing power for carbon, with angular acceptance from $5^{\circ}$ to $20^{\circ}$ (solid squares) and $5^{\circ}$ to $70^{\circ}$ (solid circles), is shown in Fig. 17.

## 4. Beamline

The instrumentation along the beamline (shown in Fig. 18) consists of various elements necessary


Fig. 17. The average analyzing power of the carbon analyzer as a function of proton momentum. Solid squares are averages over scattering angles from $5^{\circ}$ to $20^{\circ}$ and the solid circles for those from $5^{\circ}$ to $70^{\circ}$.
to transport the electron beam onto the target and into the dump, and to measure simultaneously the relevant properties of the beam. The resolution and accuracy requirements are such that special attention is paid to the control and determination of the beam energy, current and polarization, and also to the position, direction, size and stability of the beam at the Hall A target location.

Table 2 lists all the beam parameters monitored along the beamline and the associated instrumentation. In nearly all cases, two or more independent methods are available to determine and monitor the various parameters in order to provide confidence in the absolute measurements and redundancy if any of the instrumentation should fail during a run. The beam parameters listed in Table 2 are determined and monitored at a level which in most cases meets or exceeds the needs of the approved experiments. The various elements along the beamline are listed and described in detail in the Hall A Operations Manual [33].

### 4.1. Basic beamline

The beam entrance channel consists of 63.5 mm inner diameter stainless steel tubing connected with conflat flanges. Through magnets the inner diameter of the tubing is restricted to 25.4 mm .


Fig. 18. Schematic layout of Hall A, indicating the location of the Compton and the Møller polarimeters, the raster, the EP energy measurement system, the beam current monitors (BCM) and the beam position monitors (BPM) upstream of the target. Also indicated are the locations of the components of one of the high-resolution spectrometers $(\mathrm{Q} 1, \mathrm{Q} 2$, dipole, Q3 and shield house) and of the beam dump and the truck access ramp.

Table 2
Overview of the methods available for the determination of beam parameters

| Parameter | Method |  | Accuracy | Comments |
| :---: | :---: | :---: | :---: | :---: |
| Energy | Arc | Absolute | $2 \times 10^{-4}$ | Invasive |
|  |  |  | $5 \times 10^{-4}$ | Non-invasive |
|  |  | Relative | $1 \times 10^{-4}$ | Non-invasive |
|  | eP | Absolute | $2 \times 10^{-4}$ | Invasive |
| Energy width | OTR |  | $\frac{\Delta E}{E} \sim 1 \times 10^{-5}(\sigma)$ | Non-invasive |
| Current ( $\geqslant 1 \mu \mathrm{~A}$ ) | 2 RF Cavities | Absolute | $\leqslant 5 \times 10^{-3}$ | Non-invasive |
| Position (at target) | 2 BPM/Harp | Absolute | $140 \mu \mathrm{~m}$ | $x, y$ on line |
| Direction (at target) | 2 BPM/Harp | Absolute | $30 \mu \mathrm{rad}$ | $\theta, \phi$ on line |
| Stability (at target) | Fast Feedback |  | $\leqslant 720 \mathrm{~Hz}$ motion |  |
|  | Position |  | $\leqslant 20 \mu \mathrm{~m}(\sigma)$ |  |
|  | Energy |  | $\leqslant 1 \times 10^{-5}(\sigma)$ |  |
| Polarization | Møller | Absolute | $\frac{\Delta P}{P} \approx 3 \%(\Rightarrow 2 \%)$ | Invasive |
|  | Compton | Absolute | $\frac{\Delta P}{P} \approx 3 \%(\Rightarrow 1.4 \%)$ | Non-invasive |

The third column indicates whether a method provides an absolute or relative result. In the fourth column a $\sigma$ indicates that the accuracy given is the width of an assumed Gaussian distribution. An arrow indicates the expected future accuracy. In the fifth column non-invasive implies that the measurement does not affect the quality of the main experiment.

The beamline is segmented into several sections isolated by vacuum valves with each section having a roughing port and pumped by an ion pump. The beamline is maintained at a vacuum pressure $\leqslant 10^{-6}$ Torr. The beam diagnostic elements consist of transmission-line position monitors, current monitors, superharps, viewers, loss monitors and optical transition radiation (OTR) viewers. The beam optics elements consist of focussing quadrupoles, sextupoles and corrector magnets. The standard beam delivery optics tune to Hall A is an achromatic tune (zero dispersion) with double focussing at the target location. Beam spot sizes of $100-200 \mu \mathrm{~m}$ (rms value) are routinely available. Tunes which provide a dispersed or defocussed beam at the target location are also available. A fast rastering system ( $17-24 \mathrm{kHz}$ ) located 23 m upstream of the target position allows the beam to be rastered over several mm's in both directions at the target.

The beam exit channel consists of a thin-walled aluminum spiral corrugated pipe of welded construction able to hold a vacuum of $10^{-4}$ Torr. It is
made up of several sections of increasing diameter starting with the smallest section $(152.4 \mathrm{~mm}$ diameter with a $107 \mu \mathrm{~m}$ wall thickness) and ending with the largest diameter section ( 914 mm diameter with a 4.2 mm wall thickness). The assembly is supported by eight light H -shaped stands. The larger diameter sections have four aluminum channels welded to their sides to prevent a possible collapse under vacuum load. The exit face of this corrugated pipe is located 3 m inside the dump tunnel. It has a 305 mm diameter port and is connected to a beam diffuser. The diffuser, consisting of two 6.3 mm thick beryllium foils with water flowing between them, diffuses the beam over the beam dump surface located 23 m inside the exit dump tunnel. The beam dump [34] is designed to operate at a maximum beam power of 900 kW and a maximum beam current of $190 \mu \mathrm{~A}$.

### 4.2. Beam position and direction

To determine the position and direction of the beam at the target location, two Beam Position

Monitors (BPMs) are located 7.524 m and 1.286 m upstream of the target. The standard difference-over-sum technique is then used to determine the relative position of the beam to within $100 \mu \mathrm{~m}$ for currents above $1 \mu \mathrm{~A}$ [35]. The absolute position of the beam can be determined from the BPMs by calibrating them with respect to wire scanners (superharps) which are located adjacent to each of the BPMs ( 7.353 and 1.122 m upstream of the target). The wire scanners are surveyed with respect to the Hall A coordinates at regular intervals and the results are reproducible at the level of $200 \mu \mathrm{~m}$. The position information from the BPMs, which has to be calibrated independently of the scanner data, can be recorded in two different ways:

1. The position averaged over 0.3 s is logged into the EPICS (see Section 6) database with 1 Hz updating frequency and injected asynchronously into the data-stream every 3-4 s.
2. Event-by-event information from the BPMs is recorded in the CODA (see Section 7) data stream from each of the 8 BPM antennas $(2 \times 4)$.

### 4.3. Current and charge calibrations

The Beam Current Monitor (BCM) of Hall A is designed for a stable, low-noise, non-interfering beam current measurement. It consists of an Unser monitor, two RF cavities, associated electronics and a data-acquisition system. The cavities and the Unser monitor are enclosed in a temperaturestabilized box to improve magnetic shielding. The box is located 25 m upstream of the target location. The down converters and the Unser front-end electronics are located inside the hall. The temperature controller, the Unser back-end electronics and its calibration current source, the cavity's RF unit (housing the RMS-to-DC converter board) and all multimeters, the VME crate and computers are located in the control room. In addition to the Unser monitor, a cavity monitor and a Faraday Cup at the injector section [36] of the main accelerator are also used to provide an absolute reference during calibration runs.

The Unser monitor is a Parametric Current Transformer which provides an absolute reference [37]. The monitor is calibrated by passing a known
current through a wire inside the beam pipe and has a nominal output of $4 \mathrm{mV} / \mu \mathrm{A}$. It requires extensive magnetic shielding and temperature stabilization to reduce noise and zero drift. As the Unser monitor's output signal drifts significantly on a time scale of several minutes, it cannot be used to continuously monitor the beam current.
The two resonant RF cavity monitors on either side of the Unser Monitor are stainless steel cylindrical high-Q $(\sim 3000)$ waveguides which are tuned to the frequency of the beam $(1.497 \mathrm{GHz})$ resulting in voltage levels at their outputs which are proportional to the beam current. Each of the RF output signals from the two cavities is split into two parts (to be sampled or integrated).

For the sampled data, one of the amplifier outputs is sent to a high-precision digital AC voltmeter (HP 3458A, see footnote 12). This device provides, once every second, a digital output which represents the RMS of the input signal during that second. The resulting number is proportional to the beam charge accumulated during the corresponding second (or, equivalently, the average beam current for that second). Signals from both cavities' multimeters, as well as from the multimeter connected to the Unser, are transported through GPIB ports to a computer where they are recorded every $1-2 \mathrm{~s}$ via the datalogging process. They are also combined into the CODA data stream at regular intervals, typically every $2-5$ s.
For the integrated data, the other amplifier output is sent to an RMS-to-DC converter, consisting of a 50 kHz bandpass filter to eliminate noise, which produces an analog DC voltage level. This level drives a Voltage-To-Frequency (VTOF) converter whose output frequency is proportional to the input DC voltage level. These signals are then fed to 200 MHz VME scalers, the output of which is injected into the data stream along with other scaler information. These scalers simply accumulate during the run, resulting in a number which is proportional to the time-integrated voltage level, and therefore more accurately represents the total beam charge. The regular RMS to DC output is linear for currents from about $5 \mu \mathrm{~A}$ to well above $200 \mu \mathrm{~A}$. A set of amplifiers has been introduced with gain factors
of 3 and 10 , to extend the non-linear region to lower currents at the expense of saturation at high currents. Hence, there is a set of three signals coming from each BCM. These six signals are fed to scaler inputs of each spectrometer, providing a redundancy of twelve scaler outputs for determining the charge during a run.

Each of these scaler outputs is calibrated during calibration runs. During a typical calibration run, the current is ramped between zero and the maximum current through at least five cycles (more for greater accuracy), dwelling at each step for $60-90 \mathrm{~s}$. This allows the drift of the Unser monitor to be accurately taken into account. A CODA run is taken simultaneously in order to obtain the charge scalers. Thus, the two BCM monitors are calibrated with the Unser at the same time as the charge monitors. This calibration is performed every 2-3 months and the results are stable within $\pm 0.5 \%$. Following these procedures, the charge for a data-taking run for a physics experiment can be determined down to a current of $1 \mu \mathrm{~A}$ with an accuracy of $\leqslant 0.5 \%$.

### 4.4. Absolute energy measurements

The energy of the beam is measured absolutely by two independent methods [38]. The Arc method determines the energy by measuring the deflection of the beam in the arc section of the beamline. The nominal bend angle of the beam in the arc section is $34.3^{\circ}$. The measurement is made when the beam is tuned in dispersive mode in the arc section. The momentum of the beam ( $p$ in $\mathrm{GeV} / c$ ) is then related to the field integral of the eight dipoles ( $\int \vec{B} \cdot \vec{d} l$ in Tm ) and the net bend angle through the arc section ( $\theta$ in radians) by
$p=k \frac{\int \vec{B} \cdot \vec{d} l}{\theta}$
where $k=0.299792 \mathrm{GeV} \mathrm{rad}^{-1} \mathrm{~m}^{-1} / c$.
The method consists of two simultaneous measurements, one for the magnetic field integral of the bending elements (eight dipoles in the arc), based on a reference magnet (9th dipole) measurement, and the actual bend angle of the arc, based on a set of wire scanners. Specific instrumentation for the Arc method [39] includes the scanners, an

Table 3
Systematic uncertainty for the Arc Energy Method for two values of the beam energy

|  | $E=0.5 \mathrm{GeV}$ | $E=4.0 \mathrm{GeV}$ |
| :--- | :--- | :--- |
| Bend angle | $2.2 \times 10^{-5}$ | $2.2 \times 10^{-5}$ |
| Field integral | $1.2 \times 10^{-4}$ | $6.4 \times 10^{-5}$ |
| Energy | $1.2 \times 10^{-4}$ | $6.8 \times 10^{-5}$ |

The first row gives the contribution to the total error from the determination of the bend angle in the beam switch yard, the second row from that of the field integral in each of the eight dipole magnets. The third row lists the expected total error.
absolute angle measurement device, and an absolute field integral measurement device for the reference magnet. Table 3 gives the error breakdown $(\Delta E / E)$ for two beam energies in terms of the standard deviation of the quadratic sum of the errors.
The eP method $[38,40]$ utilizes a stand-alone device along the beamline located 17 m upstream of the target. In this method, the beam energy $E$ is determined by measuring the scattered electron angle $\theta_{\mathrm{e}}$ and the recoil proton angle $\theta_{\mathrm{p}}$ in the ${ }^{1} \mathrm{H}\left(\mathrm{e}, \mathrm{e}^{\prime} \mathrm{p}\right)$ elastic reaction according to the kinematic formula:

$$
\begin{align*}
E= & M_{\mathrm{p}} \frac{\cos \left(\theta_{\mathrm{e}}\right)+\sin \left(\theta_{\mathrm{e}}\right) / \tan \left(\theta_{\mathrm{p}}\right)-1}{1-\cos \left(\theta_{\mathrm{p}}\right)} \\
& +O\left(m_{\mathrm{e}}^{2} / E^{2}\right) \tag{6}
\end{align*}
$$

in which $M_{\mathrm{p}}$ denotes the mass of the proton and $m_{\mathrm{e}}$ that of the electron. The schematic diagram of the eP system is presented in Fig. 19. Two identical arms, each consisting of an electron and a corresponding proton detector system, made up of a set of $2 \times 8$ silicon micro-strip detectors in the reaction plane, are placed symmetrically with respect to the beam along the vertical plane. Simultaneous measurements of the beam energy with both arms result in cancellation, to first order, of uncertainties in the knowledge of the position and direction of the beam.

Repeated measurements of the beam energy with both methods show good agreement with each other within their respective uncertainties $\left(\leqslant 3 \times 10^{-4}\right)$ except at around 3 GeV as shown in Fig. 20. Because for different energy ranges,


Fig. 19. Schematic layout of the eP energy measurement system, showing the arrangement of its components, the polyethylene (CH2) target, the Cherenkov detectors, the silicon-strip detectors (SSD) for protons and electrons and the scintillator detectors, used for time-of-flight measurements.


Fig. 20. A comparison of energy measurements with the Arc and the eP system as a function of the electron beam energy.
different microstrip detectors are used for the eP method, it is conjectured that this discrepancy at around 3 GeV is due to the misalignment of one particular microstrip detector in the eP setup. At present, there is an effort to understand the sources of these discrepancies at around 3 GeV .

### 4.5. Beam polarimetry

An important part of the experimental program in Hall A uses a polarized electron beam, with a typical beam polarization of $75-85 \%$. In order to measure the polarization of the electron beam
delivered to the hall, the beamline is equipped with two polarimeters, whose functions are partly overlapping and partly complementary.

### 4.5.1. Mهller polarimeter

A Møller polarimeter exploits the process of Møller scattering of polarized electrons off polarized atomic electrons in a magnetized foil $\overrightarrow{\mathrm{e}}^{-}+$ $\overrightarrow{\mathrm{e}}^{-} \rightarrow \mathrm{e}^{-}+\mathrm{e}^{-}$. The reaction cross section depends on the beam and target polarizations $P^{\text {beam }}$ and $P^{\text {target }}$ as
$\sigma \propto\left[1+\sum_{i=X, Y, Z}\left(A_{i i} \cdot P_{i}^{\text {target }} \cdot P_{i}^{\text {beam }}\right)\right]$
where $i=X, Y, Z$ defines the projections of the polarizations [41]. The analyzing power $A$ depends on the scattering angle in the CM frame, $\theta_{\mathrm{CM}}$. Assuming that the beam direction is along the $Z$ axis and that the scattering happens in the ZX plane:
$A_{Z Z}=-\frac{\sin ^{2} \theta_{\mathrm{CM}}\left(7+\cos ^{2} \theta_{\mathrm{CM}}\right)}{\left(3+\cos ^{2} \theta_{\mathrm{CM}}\right)^{2}}$,
$A_{X X}=-\frac{\sin ^{4} \theta_{\mathrm{CM}}}{\left(3+\cos ^{2} \theta_{\mathrm{CM}}\right)^{2}}, \quad A_{Y Y}=-A_{X X}$.
At $\theta_{\mathrm{CM}}=90^{\circ}$ the analyzing power has its maximum value $A_{Z Z}^{\max }=7 / 9$. A beam polarization transverse to the scattering plane also leads to an asymmetry, though the analyzing power is lower: $A_{X X}^{\max }=A_{Z Z}^{\max } / 7$. The main purpose of the polarimeter is to measure the longitudinal component of the beam polarization.

The Møller polarimeter uses a ferromagnetic foil, magnetized in a magnetic field of about 24 mT along its plane, as a target of polarized electrons. The target foil can be tilted at various angles to the beam in the horizontal plane, providing a target polarization that has both longitudinal and transverse components. The spin of the incoming electron beam may have a transverse component due to precession in the accelerator and in the extraction arc. The asymmetry is measured at two target angles of about $\pm 20^{\circ}$ and the average is taken. Because the transverse contributions have opposite signs for these target angles, the transverse contributions cancel in the average. Additionally, this method reduces the impact of
uncertainties in the target angle measurements. At a given target angle two sets of measurements with opposite directions of the target polarization are taken. Averaging the results helps to cancel some of the false asymmetries, such as that coming from the residual helicity-driven asymmetry of the beam flux. The target polarization is derived from foil magnetization measurements. For a supermendur foil ${ }^{22}$ used in the 1998-2000 period a polarization of $7.95 \pm 0.24 \%$ was obtained. The error includes the uncertainties in the spin-orbit correction as well as in the magnetic flux measurements, in the foil inhomogeneity and in the sample size.
The Møller scattering events are detected with the help of a magnetic spectrometer (see Fig. 21) consisting of a sequence of three quadrupole magnets and a dipole magnet. The spectrometer selects electrons scattered close to the horizontal plane, in a kinematic range of about $75^{\circ}<\theta_{\mathrm{CM}}<105^{\circ}$ and $-5^{\circ}<\phi_{\mathrm{CM}}<5^{\circ}$, where $\phi_{\mathrm{CM}}$ is the azimuthal angle. The non-scattered electron beam passes through a 4 cm diameter hole in a vertical steel plate 6 cm thick, positioned at the dipole midplane, which serves as a collimator for the scattered electrons and as a magnetic shield for the beam. The polarimeter can be used at beam energies from 0.8 to 6 GeV , by setting the appropriate fields in the magnets. The lower limit is defined by the acceptance of the polarimeter to the Møller electron pairs, which drops at low energies. The upper limit depends mainly on the magnetic shielding of the beam area inside the dipole.
The detector consists of lead-glass calorimeter modules, split into two arms in order to detect two scattered electrons in coincidence. The helicitydriven asymmetry of the coincidence counting rate (typically about $10^{5} \mathrm{~s}^{-1}$ at a $0.5 \mu \mathrm{~A}$ beam current) is used to derive the beam polarization. The ratio of the singles rate to the coincidence rate is about two for beam energies higher than 1.5 GeV , while it rises to five at the lowest beam energy used, 0.8 GeV . A comparison of the asymmetries measured with the single-arm signal and the coincidence indicates that about $30 \%$ of the single-arm

[^10]

Fig. 21. Layout of the Møller polarimeter, (a) presents a side view while, (b) presents a top view. The trajectories displayed belong to a simulated event of Møller scattering at $\theta_{\mathrm{CM}}=80^{\circ}$ and $\phi_{\mathrm{CM}}=0^{\circ}$, at a beam energy of 4 GeV .
rate is caused by non-Møller sources, consistent with predictions of radiative Mott scattering on the target nuclei. The estimated background level of the coincidence rate is below $0.5 \%$.

The polarization measurements with the Møller polarimeter are invasive and one measurement typically takes an hour, providing a statistical accuracy of about $0.2 \%$.

### 4.5.2. Compton polarimeter

The Compton polarimeter, utilizing the process of Compton scattering, was designed to measure the beam polarization concurrently with experiments running in the hall to a $1 \%$ statistical error within an hour [42]. The polarization is extracted from the measurement of the counting rate asymmetry for opposite beam helicities in the scattering of a circularly polarized photon beam by the electron beam.

Installed at the entrance of the hall, the Compton polarimeter consists of a magnetic chicane, a photon source, an electromagnetic calorimeter, and an electron detector as shown in Fig. 22. The electron beam is deflected vertically by the four dipoles of the chicane and crosses the photon beam at the Compton interaction point.

After interaction, the backscattered photons are detected in the calorimeter [43] and the electrons in the silicon strip electron detector located a few mm above the primary beam in front of the fourth dipole. Electrons that did not interact exit the polarimeter and reach the target. A fast front-end electronics and dataacquisition system is required to collect data at rates of up to 100 kHz .
A resonant Fabry-Pérot cavity is used as a power amplifier for the photon beam [44]. This monolithic cavity, 85 cm long, uses two highfinesse mirrors ( $\mathscr{F}=26,000$ ) to amplify a primary 230 mW CW Nd:YaG laser beam $(\lambda=1064 \mathrm{~nm})$. The circular polarization of the photon beam can be reversed using a rotatable quarter-wave plate. To reach and maintain the maximum amplification of the photon density a feedback loop insures that the laser frequency is locked to that of the cavity. This locking procedure is fully automatic and requires only a few seconds. An amplification factor of 7300 has been measured, corresponding to a photon beam power of 1680 W inside the cavity. The circular polarization was measured to be $-99.3 \% \pm 0.6 \%$ for negative photon helicity states and $99.9 \% \pm 0.6 \%$ for positive ones. Both


Fig. 22. Schematic layout of the Compton polarimeter, showing the four dipoles of the chicane, the optical cavity and the photon and electron detector.
the optical power and polarization remain stable for more than 10 h .

In order to maximize the Compton luminosity, the crossing angle between the two beams has to be as small as possible. At the design crossing angle of 23 mrad the mirrors are about 5 mm away from the electron beam. Compton events were clearly detected by scanning the vertical position of the electron beam, varying the field in the dipoles, until both beams cross at the center of the cavity. Once the position of the electron beam has been tuned to maximize the Compton interaction rate, data are recorded for both photon beam polarizations [42]. Either single electrons, single photons or coincidences can trigger the acquisition. The background contribution is measured during periods of laser beam off. A background/signal ratio of 0.05 has been routinely obtained.

The energy of the scattered particles is reconstructed from the position of the electrons in the micro-strip planes and from the amount of light collected in the photon calorimeter. A nice feature of the coincidence mode is that the set of micro-strips of the electron detector can operate as a photon energy tagger allowing an on-line determination of the response function of the calorimeter. This method is the most efficient so far in terms of the control of the systematic errors associated with the resolution and calibration of the detectors.

At 4.5 GeV and a $40 \mu \mathrm{~A}$ beam current, an asymmetry, $P^{\text {raw }}$, of $5.5 \%$ has been measured with a relative statistical accuracy, $\Delta P^{\text {raw }} / P^{\text {raw }}$, of about $1 \%$ within 30 min [45].

### 4.5.3. Systematic uncertainties and polarimeters cross calibration

The most important systematic uncertainties of the two polarimeters are different. The dominant uncertainty of the Møller polarimeter comes from the uncertainty in the target polarization, while that of the Compton polarimeter comes from its low analyzing power. Another uncertainty comes from the fact that the Moller polarimeter has to use a low beam current ( $0.5 \mu \mathrm{~A}$, typically). The current is reduced at the injector, either by attenuating the laser light or with a slit at the chopper, each of which might change the beam polarization. In contrast, the Compton polarimeter is used at the same current as the experiments. There is no beam interference in this technique, but the figure of merit goes like $E_{\text {beam }}^{2}$ leading to less accurate measurements at low energy. At typical CEBAF energies of a few GeV the main uncertainties come from the knowledge of the detectors' calibration and resolution in the determination of the mean analyzing power. In the measurement of the Compton asymmetry, special care has to be taken to minimize the sensitivity to helicity-correlated beam parameters, like the beam

Table 4
Breakdown of the systematic uncertainties for the Møller polarimeter

| Origin | Dilution factor | Relative error |
| :--- | :--- | :--- |
| Target polarization | 0.079 | $3.0 \%$ |
| Target angle | 0.94 | $0.5 \%$ |
| Analyzing power 0.76 <br> Transverse  | - | $0.3 \%$ |
| polarization | - | $<0.3 \%$ |
| Non-polarized <br> background | - | $<0.4 \%$ |
| Electron intra- <br> atomic motion [92] | - | $0.3 \%$ |
| Dead-time <br> Low/high beam <br> current | - | $1.0 \%$ |
| Observed <br> fluctuations | - | $1.0 \%$ |
| Total |  | $3.4 \%$ |

The dilution factor represents the factor used to divide the raw asymmetry in order to obtain the polarization, if such a correction is done. The last line presents the sum of the errors in quadrature.

Table 5
Typical Compton polarimeter systematic errors at 4.5 GeV , for a 1 h run

| Origin | Dilution factor | Relative error |
| :--- | :--- | :--- |
| Photons' polarization | 0.995 | $0.45 \%$ |
| Analyzing power | 0.055 | $0.95 \%$ |
| Beam position and angle | - | $0.45 \%$ |
| Dead-time | - | $0.10 \%$ |
| Background | 0.95 | $0.05 \%$ |
| Total |  | $1.2 \%$ |

position. The background depends critically on the beam tune. The Møller polarimeter is insensitive to these kinds of uncertainties. The systematic errors for the Moller and Compton polarimeters are presented in Tables 4 and 5, respectively.

The polarimeters have been carefully crosscalibrated under conditions which minimized possible systematics associated with the value of the beam current. The polarization measured was $72.7 \pm 0.5 \pm 1.2 \%$ by the Compton and $75.12 \pm 0.13 \pm 2.5 \%$ by the Møller polarimeter, where the first error is statistical and the second
is systematic. The relative difference ( $3.2 \%$ ) in the two polarization measurements is consistent within the systematic uncertainties.

## 5. The target system

### 5.1. The scattering chamber

The standard scattering vacuum chamber is constructed out of several rings 1037 mm in diameter, supported on a 607 mm diameter central pivot post. The stainless-steel base ring has one vacuum pump-out port and other ports for viewing and electrical feed-throughs. The middle ring is made out of aluminum and located at beam height with 152 mm vertical cutouts on each side of the beam over the full angular range $\left(12.5^{\circ} \leqslant \theta \leqslant 167.5^{\circ}\right)$. The cutouts are covered with a pair of flanges with thin ( 0.38 mm ) aluminum foils. It also has entrance and exit beam ports. The upper ring is used to house the cryotarget.

### 5.2. Cryogenic targets

The cryogenic target system is mounted inside the scattering chamber along with sub-systems for cooling, gas handling, temperature and pressure monitoring, target control and motion, and an attached calibration and solid target ladder.
The basic cryogenic target has three independent target loops: a liquid hydrogen $\left(\mathrm{LH}_{2}\right)$ loop, a liquid deuterium $\left(\mathrm{LD}_{2}\right)$ loop and a gaseous helium loop. Each of the two liquid loops has two aluminum cylindrical target cells mounted on the target ladder. The cells are 63.5 mm in diameter and can be either 4 or 15 cm long. The sidewalls of the cells are $178 \mu \mathrm{~m}$ thick, with entrance and exit windows approximately 71 and $102 \mu \mathrm{~m}$ thick, respectively. The upstream window consists of a thick ring holder with an inner diameter of 19 mm , large enough for the beam to pass through. The gaseous helium target can be filled with either ${ }^{3} \mathrm{He}$ or ${ }^{4} \mathrm{He}$ gas. The helium loop has a single vertical cylindrical cell, also made out of aluminum. The cell has a diameter of 10.4 cm (which defines the target length) and a wall thickness of 0.33 mm . The operating temperature and pressure of the
$\mathrm{LH}_{2}\left(\mathrm{LD}_{2}\right)$ target are $19 \mathrm{~K}(22 \mathrm{~K})$ and $0.17 \mathrm{MPa}(0.15 \mathrm{MPa})$, with a density of about $0.0723 \mathrm{~g} / \mathrm{cm}^{3}\left(0.167 \mathrm{~g} / \mathrm{cm}^{3}\right)$. The $\mathrm{LH}_{2}$ and $\mathrm{LD}_{2}$ targets are sub-cooled by 3 K . The nominal operating condition for ${ }^{4} \mathrm{He}$ is 6.3 K at 1.4 MPa , giving a density of about $0.13 \mathrm{~g} / \mathrm{cm}^{3}$, and for ${ }^{3} \mathrm{He} 6.3 \mathrm{~K}$ at 1.1 MPa , giving a density of about $0.07 \mathrm{~g} / \mathrm{cm}^{3}$. The targets are arranged in a vertical stack, which can be moved from one position to another by remote control. Besides the five target positions for the cryotargets ( 10 cm helium, 15 and 4 cm LH 2 , and 15 and 4 cm LD 2 ), there are three dummy targets and five solid targets. The dummy targets, used to measure contributions from the windows, contain two thin pieces of aluminum, separated by a distance of $10 \mathrm{~cm}, 15 \mathrm{~cm}$ or 4 cm . The solid target ladder has five target positions, usually occupied by a BeO target, an empty target, $a^{12} \mathrm{C}$ target and two special-purpose targets. The solid targets are usually not cooled.

The targets are cooled with helium supplied by the ESR. The helium is available at 15 K with a maximum cooling power of 1 kW , and at 4.5 K with a lower maximum cooling capacity near 600 W . To maximize the luminosity, beam currents up to $130 \mu \mathrm{~A}$ have been used on the liquid hydrogen and deuterium targets cooled with the 15 K helium, which is then returned at slightly over 20 K . In this configuration the beam heating alone deposits 700 W in the target, and the heat load approaches 1 kW upon adding the circulating fans and small heater required to stabilize the target's temperature. The maximum luminosity achieved is over $5 \times 10^{38} \mathrm{~cm}^{-2} / \mathrm{s}$. For the gaseous helium target, 4.5 K coolant is used. The switch between the two liquid loops can be done in a few minutes, while a change between the liquid and gas target systems usually takes about eight hours since the target gas has to be cooled down from room temperature. The coolant supply is controlled with JT valves (one for each loop), which can be adjusted either remotely or locally.

The target loops are supplied with the target gas at room temperature, with each loop controlled by an independent gas panel. Because hydrogen and deuterium are highly flammable and highly explosive (expanding by a factor of 800 during evaporation), safety was a major consideration
during the design and construction of the gas handling system.

To minimize the uncertainty in the target density, the pressure and temperature are monitored with pressure transducers at several locations with a typical precision on the pressure measurement of better than 0.34 MPa , which contributes less than $0.1 \%$ to the density uncertainty. The primary temperature sensors are LakeShore Cernox (see footnote 11), precision semiconductor sensors with a high radiation resistance. The precision of the temperature measurement is about 0.05 K , which contributes less than $0.1 \%$ uncertainty to the density. Two other types of temperature sensors are used as checks: vapor-pressure transducers and resistors. ${ }^{23}$ Diode temperature sensors are used in the coolant lines. The resistor and diode sensors are read out with an Oxford Temperature Monitor Model ITC $501,{ }^{24}$ while the Cernox's are read out with an Oxford Temperature Control Model ITC 502. Low-power heaters, up to 60 W , are controlled by the ITC 502 to keep the temperature stable. Highpower heaters, up to 1 kW , are used to keep the target temperature stable when the beam is off. The temperature control is automated by a PID feedback loop. All computer controls use the JLab standard EPICS system.

All target positions are surveyed before and after experiments. The motion during vacuum pump-down and cool-down is monitored and corrected in the position determination. The targets are usually centered to about 1 mm with a typical position precision of about 0.5 mm .

Because of its small size the beam spot can cause local damage to the target cell at high beam currents. To minimize this, the electron beam is usually rastered to a diameter of a few mm (Section 4.1). With rastered beam, the density fluctuations from beam heating are limited to a few percent at a beam current of $100 \mu \mathrm{~A}$. The dependence of density fluctuations on the beam current, raster size and circulation speed of the target liquid or gas has been studied. Further

[^11]details can be found in the documents on the cryotarget web-page [46] and in a separate NIM article [47].

### 5.3. The polarized ${ }^{3}$ He target

The polarized ${ }^{3} \mathrm{He}$ target was constructed in 1998 for a program to study the neutron spin structure and form factors in Hall A. It was successfully used for the first two polarized ${ }^{3} \mathrm{He}$ experiments $[4,48]$ in the fall of 1998 and winter of 1999, which studied the spin structure of the neutron, the generalized GDH sum rule and the neutron magnetic form factor in the low $\mathrm{Q}^{2}$ region. After implementing improvements, two further experiments have studied the neutron spin asymmetry in the valence quark region [49] and the twist-3 structure function $g_{2}$ [50]. Two more experiments [51,52] have been approved. The study of the nucleon structure in the valence quark region and highertwist effects are key experiments for the JLab 12 GeV upgrade [53].

### 5.3.1. Operating principles

The polarized ${ }^{3} \mathrm{He}$ target is based on the principle of spin exchange between optically pumped alkali-metal vapor and noble-gas nuclei [54]. The design is similar to that used in the SLAC E-142 experiment [55]. A central feature of the target is a sealed glass cell, which contains ${ }^{3} \mathrm{He}$ gas at a pressure of about 0.69 MPa . As shown in Fig. 23, the target cells have two chambers, an upper chamber in which the spin exchange takes place, and a lower chamber, through which the electron beam passes. In order to maintain the appropriate number density of alkali-metal ( Rb ) the upper chamber is kept at a temperature of $170-200^{\circ} \mathrm{C}$ using an oven constructed of Torlon [56], a plastic which can withstand high temperatures. At a density of $2.5 \times 10^{20}$ atoms $/ \mathrm{cm}^{3}$, a lower cell length of 40 cm corresponds to a target thickness of $1 \times 10^{22}$ atoms $/ \mathrm{cm}^{2}$.

The time evolution of the ${ }^{3} \mathrm{He}$ polarization can be calculated from a simple analysis of spin-exchange and ${ }^{3} \mathrm{He}$ nuclear relaxation rates [57]. Assuming the ${ }^{3} \mathrm{He}$ polarization


Fig. 23. Schematic layout of the spin-exchange polarized ${ }^{3} \mathrm{He}$ target. For clarity, only one set of Helmholtz coils is shown.
$P_{3^{3} \mathrm{He}}=0$ at $t=0$,
$P_{3^{\mathrm{He}}}(t)=\left\langle P_{\mathrm{Rb}}\right\rangle\left(\frac{\gamma_{\mathrm{SE}}}{\gamma_{\mathrm{SE}}+\Gamma_{\mathrm{R}}}\right)\left(1-\mathrm{e}^{-\left(\gamma_{\mathrm{SE}}+\Gamma_{\mathrm{R}}\right) t}\right)$
where $\gamma_{\text {SE }}$ is the spin-exchange rate per ${ }^{3} \mathrm{He}$ atom between Rb and ${ }^{3} \mathrm{He}, \Gamma_{\mathrm{R}}$ is the relaxation rate of the ${ }^{3} \mathrm{He}$ nuclear polarization through all channels other than spin exchange with Rb , and $\left\langle P_{\mathrm{Rb}}\right\rangle$ is the average polarization of a Rb atom. The present target is designed to operate with $1 / \gamma_{\text {SE }}=8 \mathrm{~h}$.
From Eq. (9) it is clear that the best possible ${ }^{3} \mathrm{He}$ polarization is obtained by maximizing $\gamma_{\mathrm{SE}}$ and/or minimizing $\Gamma_{\mathrm{R}}$. Maximizing $\gamma_{\mathrm{SE}}$ means increasing the Rb number density, which requires more laser power. The number of photons needed per second must compensate for the Rb spin relaxation. In order to achieve $1 / \gamma_{\text {SE }}=8 \mathrm{~h}$, about 50 W of usable laser light at a wavelength of 795 nm is needed.
The rate at which polarization is lost, which is characterized by $\Gamma_{\mathrm{R}}$, has four principal contributions. An average electron beam current of about $10 \mu \mathrm{~A}$ will result in a depolarization rate of $1 / \Gamma_{\text {beam }}=45 \mathrm{~h}$ [58]. From experience, target cells with an intrinsic rate of $1 / \Gamma_{\text {cell }}=50 \mathrm{~h}$ can be produced. This has two contributions, relaxation
that occurs during collisions of ${ }^{3} \mathrm{He}$ atoms due to dipole-dipole interactions [59], and relaxation that is presumably due largely to the interaction of ${ }^{3} \mathrm{He}$ atoms with the cell walls. Finally, relaxation due to inhomogeneities in the magnetic holding field are held to better than $1 / \Gamma_{\Delta B}=100 \mathrm{~h}$ [60]. Collectively, under operating conditions, one would thus expect

$$
\begin{align*}
\Gamma_{\mathrm{R}}= & \Gamma_{\text {beam }}+\Gamma_{\text {cell }}+\Gamma_{\Delta B}=1 / 45 \mathrm{~h}+1 / 50 \mathrm{~h} \\
& +1 / 100 \mathrm{~h}=1 / 19 \mathrm{~h} . \tag{10}
\end{align*}
$$

Thus, according to Eq. (9), the target polarization cannot be expected to exceed
$P_{\text {max }}=\frac{\gamma_{\mathrm{SE}}}{\gamma_{\mathrm{SE}}+\Gamma_{\mathrm{R}}}=0.70$.
Realistically, the Rb polarization is $\sim 70 \%$ in the pumping chamber, which reduces the actual ${ }^{3} \mathrm{He}$ polarization to about $40-50 \%$.

### 5.3.2. Target cells

The construction and filling of the target cells require great care in order to achieve $1 / \Gamma_{\text {cell }}$ of 4060 h . Cells are constructed from aluminosilicate glass, either Corning $1720^{25}$ or, more recently, GE $180 .{ }^{26}$ The cells are filled to a pressure of about $10 \mathrm{~atm}{ }^{3} \mathrm{He}(0.69 \mathrm{MPa})$ at room temperature. The length of the cell is either 40 or 25 cm , and the diameter is 1.9 cm . The end windows are approximately $120 \mu \mathrm{~m}$ thick and the side wall is approximately 1 mm thick.

### 5.3.3. The optics system

As mentioned above, approximately 50 W of usable light at 795 nm is required. Light that can be readily absorbed by the Rb admixture, is considered usable. While the absorption line of Rb has a full width of only several hundred GHz at the operational high pressure of ${ }^{3} \mathrm{He}$, a significant amount of light that is not within the absorption linewidth is still absorbed because the high Rb number density used $(\sim 4 \times$ $10^{14}$ atoms $/ \mathrm{cm}^{3}$ ) is optically quite thick.

[^12]Three 30 W diode lasers ${ }^{27}$ are used for the optical pumping in each direction. Seven laser beamlines are used for the polarized ${ }^{3} \mathrm{He}$ target: three for longitudinal (with the nuclear spin oriented along the electron beam direction), three for transverse pumping and one as a spare. The beam of laser light coming out of the diode laser is largely unpolarized. A polarizing beam splitter makes it linearly polarized, followed by a quarterwave plate that produces circularly polarized light. The helicity direction of the circularly polarized laser light can be reversed by a remotely controlled insertable half-wave plate. When the helicity is reversed, the holding field direction is changed accordingly.

### 5.3.4. Polarimetry

The target polarization is measured by two means: with the Nuclear Magnetic Resonance (NMR) technique of adiabatic fast passage (AFP) [61], in which the signals are calibrated by comparing the ${ }^{3} \mathrm{He}$ NMR signals with those of water, and by measuring the frequency shifts that the polarized ${ }^{3} \mathrm{He}$ nuclei cause on the electron paramagnetic resonance (EPR) lines of Rb atoms. Both methods were used in the first two experiments. After careful analyses, each method achieved a precision of $4 \%$ with good agreement between the two methods.
These polarimetry methods were cross-checked by measuring the asymmetry in elastic scattering off ${ }^{3} \mathrm{He}$, because the ratio of the measured to the calculated asymmetry (from the world data set on elastic form factors) is proportional to the product of the beam and target polarization. The elastic asymmetry was found to be in good agreement with the results of the NMR and EPR polarimetry.

### 5.3.5. Apparatus overview

The target is in an enclosure filled with helium. Helium cooling jets on the target windows prevent the electron beam from overheating the target cell. The main components of the target include two pairs of large Helmholtz coils (one oriented parallel to the beam direction, the other

[^13]perpendicular) that are used to produce a static magnetic field of about 2.5 mT at an arbitrary angle in the horizontal plane. In addition to establishing the quantization axis for the target, the coils also suppress relaxation from magnetic field inhomogeneities.

The NMR components in the target include a set of RF drive coils, a separate set of pick-up coils, and appropriate electronics. The apparatus necessary for doing EPR polarimetry includes a small probe (housing a drive coil and a photodiode) and associated electronics. The polarimetry electronics is controlled by a PC with LabView, ${ }^{28}$ which communicates with EPICS.

A target ladder contains, in addition to the polarized ${ }^{3} \mathrm{He}$ cell, a reference cell, a seven-foil ${ }^{12} \mathrm{C}$ target and a BeO target. The reference cell is connected to a gas-handling system and can be filled with different target gases $\left({ }^{3} \mathrm{He},{ }^{4} \mathrm{He}, \mathrm{N}_{2}\right)$ at pressures ranging from 0 to 0.69 MPa . The sevenfoil ${ }^{12} \mathrm{C}$ target is used to study the spectrometer acceptance. The target ladder can be moved into each target position (including an empty target) and to the pick-up coil position.

The controls for the target motion, the laser, the oven and the heater and the read-out of the temperature and pressure are all handled with EPICS. Further details on the polarized ${ }^{3} \mathrm{He}$ target can be found in Ref. [62].

### 5.4. The waterfall target system

The waterfall target system provides a target for experiments on ${ }^{16} \mathrm{O}$. Using a waterfall for oxygen experiments has many advantages. Pure oxygen is difficult to handle, as it is highly reactive. The use of other oxygen compounds requires additional measurements to subtract the non-oxygen background, whereas the hydrogen in water can be used for calibration purposes. The technique of using continuously flowing water as an electron scattering target was first developed by Voegler and Friedrich [63], and later refined by Garibaldi et al. [64].

Water forced through slits forms one or more flat rectangular films which are stable as a result of

[^14]surface tension and adherence to stainless steel poles. Each waterfall foil is produced in a cell mounted in the standard scattering chamber. The water, continuously pumped from a reservoir, goes through a heat exchanger into the target zone and then back into the reservoir. All parts in contact with the water are made of stainless steel. Once the target is formed, the thickness increases with the pump speed up to a maximum value. A gear pump, magnetically coupled to a DC motor, is used to produce a stable film. The target thickness stability is monitored by continuously measuring the pump speed and the flow rate. A cooler can be used to keep the water at a constant temperature.

A three-waterfall offset configuration was chosen for the commissioning of the HRS spectrometers and for two ${ }^{16} \mathrm{O}$ experiments [65,66], with each waterfall nominally $125 \mathrm{mg} / \mathrm{cm}^{2}$ thick, and oriented at $30^{\circ}$ to the incident beam. The three foils are identical, 12 mm wide, and guided by poles which are $2 \mathrm{~mm} \times 2 \mathrm{~mm}$ with a machining tolerance of less than 0.15 mm . This configuration is superior to a single waterfall three times thicker, because the energy loss in each waterfall is reduced. Furthermore, requiring a consistent reaction vertex reduces the number of accidental coincidences, and allows a partial correction for energy loss. Care is taken to optimize the foil configuration with respect to the spectrometer acceptance and ejectile trajectory, so that the scattered particles do not go through a second water foil for any of the kinematics settings of the experiment. In order to exploit the availability of three separate films, it must be possible to track the scattered particles back to their target coordinates. The precise knowledge of the spectrometer matrix elements enables such a reconstruction. This is illustrated in Fig. 24, where the spectrum of scattered electrons is shown as a function of the coordinate perpendicular to the optical axis of the spectrometer.

The target is designed to stay at a fixed angular position: the waterfall target container is a box $630 \times 68 \times 8 \mathrm{~mm}^{3}$. Because it is intended to employ beam currents exceeding $50 \mu \mathrm{~A}$, care must be taken in choosing the window material because of the risk of melting. The entrance and exit windows are circular ( 30 mm in diameter) and


Fig. 24. The position of the three waterfall foils, reconstructed from the focal plane detector information.
made of $\mathrm{Be}(75 \mu \mathrm{~m}$ thick). Because Be is highly toxic, it has been plated with $13 \mu \mathrm{~m}$ of Ni and a monolayer of Au (which also serves to improve heat conductivity). The lateral windows, which the scattered electrons and knocked out protons must traverse, are made of stainless steel, $25 \mu \mathrm{~m}$ thick. Under the cell a target frame holds up to five solid targets. A target position can be selected remotely by a mechanical system driven by stepping motors and controlled by absolute encoders whose precision is 0.1 mm and $0.1^{\circ}$.

The waterfall target system has further been used for experiments $\mathrm{E} 00-102$ [67] and E94-107 [68]. Because the kinematics of all experiments were quasi-elastic, the $\mathrm{H}\left(\mathrm{e}, \mathrm{e}^{\prime}\right)$ reaction served as a continuous luminosity monitor, while the $\mathrm{H}\left(\mathrm{e}, \mathrm{e}^{\prime} \mathrm{p}\right)$ reaction was used to determine the $\vec{q}$ direction precisely. Details of the system can be found in Ref. [69].

## 6. Control systems

A distributed system based on the application framework of the Experimental Physics and Industrial Control System (EPICS) (see footnote 6 ) is used to monitor and control various elements
of the Hall A instrumentation. EPICS is also used at JLab to monitor and control both the Continuous Electron Beam Accelerator as well as the Free Electron Accelerator. The basic components of the system are:

- Operator Interfaces (OPI): UNIX based workstations able to run various EPICS tools like the Motiff Editor and Display Manager (MEDM) for display and control,
- Input/Output Controllers (IOCs): VME crates containing a computer, various Input/Output (I/O) modules (i.e. Analog to Digital Converters) as well as interfaces to other I/O buses like RS-232 (serial) or the General Purpose Instrumentation Bus (GPIB),
- Local Area Network (LAN): the communication path between the IOCs and the OPIs as well as between the IOCs.

EPICS has several interrelated characteristics that make it well suited for geographically extended control systems of medium to large size and complexity [70]:

- The use of industry standards like ethernet and TCP/IP allows a quick implementation of geographically distributed systems with the IOCs near the end devices. Depending on the extent of the system, substantial savings are obtained from shorter cable routing and not having to use signal conditioners. The number of OPIs and IOCs supported by EPICS is arbitrary and is limited only by the available network bandwidth.
- EPICS signals are uniquely identified within a network by arbitrarily assigned names instead of the network name/address of the OPI/IOC in which they reside. This allows, for example, redistribution of signals from a saturated IOC to other IOCs without having to change any other part of the system including other OPIs/ IOCs making use of those signals. A similar situation applies to applications running in the OPIs.
- Event-driven software components are used as much as possible in EPICS to minimize response times and optimize the use of
resources. Two levels of event-driven software are implemented: (a) hardware interrupts are used to communicate between processors and their I/O modules and, (b) signal handlers can be triggered when the value of another signal handler changes. Tests (see footnote 6) indicate that a Motorola 68040 processor at 33 MHz (a low-end processor by today's standards), can process about 6000 signals/s including network access.
- As the complexity of a control system grows, software tools are required to create, maintain, interact and monitor the integrity of the system. EPICS provides several tools (see footnote 6) to aid with these tasks. Besides the MEDM tool mentioned earlier, some other tools are:
- Alarm Handler (ALH): used to notify the operators when either communication with a given IOC has been lost or a monitored signal has exceeded a set threshold.
- Backup and Restore Tool (BURT): allows rapid restoration of each IOC to a previously known working state. It can be used, for example, to restore a corrupted IOC to the settings before the problem occurred or an entire accelerator to the settings of one year ago.
- Channel Archiver: maintains a history of selected signals.
- Graphical Database Configuration Tool (GDCT): used to create the signal handlers which reside in an IOC and their interrelation.

The standard Hall A IOC configuration consists of VME based Motorola MVME162 [71] singleboard computers executing the real-time operating system VxWorks [72]. The EPICS application executes on top of the VxWorks operating system. At the core of each IOC a memory-resident database describes each of the signals to be monitored and controlled by the IOC. Each database entry consists of a C language structure referred to as a record. EPICS has many predefined record templates (i.e., Analog Input or Analog Output) and new ones can be added. Each record template has a fixed number of variables. Some of these variables are common to all the record templates (i.e., a variable to hold the name
assigned to a given instantiation of a record template) while others are specific to a given record template. Among the common variables, one holds the processing method to be used by a database record. Several options are available:

- Periodic. The record is processed at a set frequency (i.e., 0.5 Hz ).
- Software Event. The record will be processed if its event number matches the event number posted by some other software component in the IOC.
- I/O Event. The record will be processed when an external interrupt occurs.
- Passive. The record is processed as a consequence of either external changes to the record (i.e., a new value was input by an operator) or processing of linked records.

Access (i.e. search, write and read) to the variables of each database record is through EPICS provided database manipulation functions. A detailed description of the predefined EPICS record templates, the variables that each record has, interfacing between the database records and the low-level hardware drivers as well as the routines for database access can be found in Ref. [13].

At present, there are 18 IOCs permanently located inside Hall A and a few that move in or out of the hall depending on the experimental setup. Some of the IOCs are dedicated to a specific purpose while others handle all signals to/from a region of the hall regardless of their specific purpose. Examples of specific purpose IOCs are those that handle the distribution of cryogenic fluids (helium and nitrogen) for the superconducting magnets, cryogenic targets and beam current monitoring. Examples of region-allocated IOCs are those located in the detector hut of each spectrometer or those which handle the basic infrastructure of each spectrometer (i.e., magnet power supplies, magnet power lead cooling, collimators and vacuum). The number of records being handled by the IOCs is estimated to be several thousand.

To minimize radiation effects on the IOCs (i.e. memory corruption), the IOCs are located either inside shielded enclosures like the detector hut or in the shadow cast (i.e., for gammas although not
neutrons) by thick objects such as the dipole of each spectrometer. It would have been desirable to have every piece of electronics (including the IOCs) well shielded from radiation but the limited space in the detector huts and the large angular range of both spectrometers do not allow this option. As much as possible of the critical electronics (i.e. systems that must operate for the hall to take data) was placed inside shielded enclosures. Examples are the IOCs that control the basic spectrometer infrastructure and some of the magnet power supplies' internal controllers. Systems which are either not used continuously during an experiment (i.e., spectrometer motion) or are less susceptible to radiation have been left more exposed to radiation. Remote reset lines allow rebooting any IOC which shows signs of failure or data corruption. Downtime due to radiation damage or corruption of electronics has been minimal.

## 7. Data acquisition

The data-acquisition (DAQ) systems in Hall A use CODA (CEBAF On-line Data Acquisition System) [73] developed by the JLab data-acquisition group. CODA is a toolkit of distributedsoftware components from which data-acquisition systems of varying degrees of complexity can be built. Supported hardware elements are mainly commercially available electronics, including front-end Fastbus and VME digitization devices (ADCs, TDCs, scalers), the Struck Fastbus Interface (which provides a VME interface to Fastbus), single-board VME computers, 100BaseT Ethernet networks, Unix or Linux workstations, and a mass storage tape silo (MSS) ${ }^{29}$ for long-term data storage. The commercial software elements are the VxWorks operating system (see footnote 14) which runs on the VME computers, and either SunOS ${ }^{30}$ or Linux ${ }^{31}$ on the workstations. Custom

[^15]hardware elements made at JLab include the trigger supervisor [74] which synchronizes the read-out of the front-end crates and handles the dead-time logic of the system, as well as interface cards for the Fastbus and VME crates which facilitate communication between the trigger supervisor and the front-end crates. The most important custom software components of CODA are the read-out controller (ROC) which runs on the front-end crates, the event builder (EB) and event recorder (ER) which run on a Unix or Linux workstation, the eventtransfer (ET) system which allows distributed access to the data on-line or insertion of data from user processes, and finally the RunControl process, from which users can select different experimental configurations, start and stop runs, as well as reset and monitor CODA components. Because of the modular nature of CODA and its emphasis on commercially available components, data-acquisition systems can be built and reconfigured rapidly.

For each event, which corresponds to a trigger accepted by the trigger supervisor, data are gathered from the front-end boards by the ROC component, which buffers the data in memory and sends these buffers via the network to the EB running on a workstation. The EB builds events from fragments sent by the various ROCs and passes them to the ER which writes data to a local disk. The data are subsequently written to tapes in the MSS and erased from disk typically after one day. Using the ET system, various additional pieces of data are inserted into the data stream every few seconds from the control system, scalers, or text files of information. In addition, the ET system is used by analysis clients to obtain a random sample of data in real-time anywhere on the network.

The performance of the spectrometer DAQ system has been modeled by a mathematical expression of Poisson probability that relates the dead time to the trigger rate. The only parameters of this model are the front-end conversion times of the Fastbus modules, the size of the buffer in Fastbus, and the read-out times of the Fastbus and VME crates (note that most of the VME modules do not support buffering). No other parameters of
the system, neither of the network nor of the workstation performance, are relevant under normal running conditions. This model gives confidence that the system is well understood and that the performance has been optimized. Typically, a 2 kHz trigger rate results in a $20 \%$ dead time.

## 8. Data analysis

The Hall A physics data analysis model is straightforward. Raw data from the data acquisition (DAQ) are decoded and analyzed by an event-processing program. The event processor creates data summary files that contain raw and computed data, typically in ntuple and histogram format. Diagnostic information as well as final physics results are then extracted from the summary files with the help of interactive analysis tools such as PAW [75] and ROOT [76]. This general scheme applies to both on-line and off-line analysis.

For on-line analysis, experimenters have the option of analyzing either raw data stored in files on local disks of the DAQ computers or a random sample of the raw data stream that is distributed via network in real time. Network distribution is provided by the ET component of the CODA [95] DAQ system.

Raw data files are typically processed shortly after acquisition (quasi-offline analysis). This method is particularly suitable if the on-line data rate is relatively low (typically below 1 k events/s) or while no data are being taken. At higher rates, simultaneous read and write access to the raw data storage may increase the DAQ computer deadtime. Such deadtime problems can be avoided by using the ET system; the main disadvantage of this system is that only a sample of the data, instead of the entire data set, can be analyzed.

For off-line analysis, the raw data files are qfirst retrieved from the JLab Mass Storage System ("tape silo") to staging disks, from where they can be processed either interactively or as part of a batch job. For batch processing, the JLab Computer Center maintains a large

PC farm, which at the time of this writing consists of 370 CPUs delivering approximately 11,500 SPECint95 [77]. The farm is shared among the various user groups from all three experimental halls performing data analysis. Interactive analysis is usually carried out on individual desktop computers or small PC clusters owned by individual groups. To date, virtually all farm and desktop systems run Linux.

### 8.1. General features

For the past several years, Hall A has been using the FORTRAN-based program ESPACE (Event Scanning Program for Hall A Collaboration Experiments) [78] as the standard physics eventprocessing software. ESPACE was originally developed at Mainz and improved at MIT before being introduced in Hall A in 1995. It is written in FORTRAN 77 with the addition of many VMSstyle (DEC Fortran) extensions such as structures and pointers. Common operations such as histogramming, graphics, and macro processing are implemented using various CERNLIB [79] packages.

ESPACE's capabilities include:

- reading, decoding, and scaling (calibrating) raw event data,
- reconstruction of wire chamber tracks, computation of spectrometer focal-plane coordinates and target quantities,
- computation of basic physics quantities (e.g., angles, four-vectors, kinematics),
- dynamic definition of conditional tests (cuts) and selection of event data based on these tests,
- dynamic definition of histograms and ntuples and output of these in HBOOK [80] format,
- fitting of analysis parameters (e.g., timing and position offsets, spectrometer reconstruction matrix elements) to experimental data ("optimization"),
- display of single events in terms of detector hits in a graphics window,
- program control and analysis steering via the Kit for a User Interface Package (KUIP) [81].

A dynamic definition of tests and histograms is implemented by the COOLHANDS package [82], which is accessible directly from KUIP.

ESPACE has been used to date by almost all Hall A experiments for production data analysis. Its main advantages are the fact that it is relatively well debugged and has been adapted to the specific Hall A requirements. Its track reconstruction algorithm is sophisticated and provides high efficiency and resolution. The typical analysis speed is $100-200$ events/s on a 500 MHz Linux PC.

In the following, a detailed description of the tracking and reconstruction algorithm used in ESPACE is given.

### 8.2. Tracking and reconstruction algorithm overview

Tracking information is obtained from the two vertical drift chambers (VDCs) in each spectrometer. The layout of the VDCs is illustrated in Fig. 9. An important advantage of the two-chamber design is that it provides a long lever arm for the measurement of track angles, resulting in high angular tracking resolution. Global track angles are determined from the two track cross-over positions measured in the two VDCs. The crossover positions can be reconstructed with very high precision and are insensitive to the details of the reconstruction algorithm. Knowledge of the local track angles in each wire plane is not necessary.

The tracking analysis can be divided roughly into the following steps:
(1) hit selection,
(2) cluster identification,
(3) TDC corrections,
(4) local cluster fitting,
(5) If multiple clusters are found in any plane:
(a) path analysis,
(b) global cluster fitting,
(c) path selection,
(d) "Golden Track" selection.
(6) Focal-plane coordinate transformations.
(7) Reconstruction of target coordinates.


Fig. 25. A typical cluster of hits in a VDC plane. $C_{i}$ denotes the $i$ th wire cell, and $d_{i}$ represents the perpendicular (effective) drift distance within that cell. The $i$ th cell is defined as the region within which ions drift to the $i$ th wire. By symmetry, the cell boundaries lie halfway between wires. The wire spacing is 4.24 mm . The separation between cathode high-voltage and wire planes is approximately 13 mm . The HV planes are held at a potential of approximately -4 kV , while the wires are effectively grounded.

We examine each step more closely in the following.

### 8.3. Hit detection and selection, and cluster identification

Fig. 25 illustrates the passage of a charged particle through a VDC plane. Along its way, the particle ionizes the gas in the chamber. Ions and electrons generated in this process drift with nearly constant velocity along the lines of the electric field between the wires, which are grounded, and the cathode planes, which are held at a negative potential of about -4 kV . As the field intensifies in the region close to the wires, drifting electrons accelerate and cause further ionizations, resulting in an avalanche which induces an electrical signal (hit) on the wire. The signals are preamplified and sent to TDCs.

The TDCs are capable of recording multiple hits per event and are operated in the common-stop mode. If multiple hits occur on a wire, the first hit corresponds to the largest TDC value. ESPACE uses only these first hits for further analysis, and all subsequent hits on a given channel are ignored.

This approach is reasonable because multiple hits per wire are often associated with electronic ringing or track-induced noise, where only the leading edge of the signal is physically meaningful. A typical spectrum of the TDC values of the first hits is shown in the lower left panel of Fig. 10.

To eliminate noise further, hits that do not satisfy the condition $-0.5 D \leqslant t \times \eta \leqslant 1.5 D$ are cut from the input data. Here, $D$ is the distance between the wire and the cathode planes $(13.0 \mathrm{~mm}), t$ the measured drift time, and $\eta$ the average electron drift velocity in the chamber ( $50 \mu \mathrm{~m} / \mathrm{ns}$ ).

Once hits have been selected, clusters are identified. Clusters consist of hits with consecutive wire numbers. To allow for inefficiencies, clusters are allowed to have gaps of one wire without a hit. By design, good tracks cross the VDCs at an angle of approximately $45^{\circ}$, corresponding to an angle of $55^{\circ}$ with respect to the wire planes (cf., Eq. (18)). Thus, there are typically four to six hits in a cluster.

### 8.4. TDC corrections

In principle, tracks can be reconstructed using only the cluster center coordinates, which can be obtained from the known wire locations; however, the spatial resolution per plane available in this way is of order of the wire separation ( 4.2 mm ), which is not sufficient to meet the precision requirements of the Hall A spectrometers. Better resolution can be obtained by analyzing the TDC timing information. The TDC data allow extraction of the projected drift distances $d_{i}$ within each wire cell $C_{i}$ (see Fig. 25). Once the distances $d_{i}$ are known, the cross-over point of the track in the wire plane can be determined with very high precision by a linear fit of drift distances vs. wire positions. The typical per-cluster position resolution obtained with the Hall A VDCs using this method is $225 \mu \mathrm{~m}$ FWHM [18].

The TDCs directly measure the time between ionization and the arrival of the signal at the wire (the "drift time"). The extraction of precise drift distances $d_{i}$ from the measured drift times requires
a more detailed analysis. The raw TDC data must be corrected for a number of effects:
(1) the time of flight between the cluster centroid and the first scintillator plane (S1);
(2) the dependence of the trigger scintillator timing on the amplitude of the scintillator signal ("timewalk"); and
(3) the non-linear relationship between drift time and drift distance.

While the first two corrections are relatively minor, the third one is important. The relationship between drift time and absolute drift distance is non-linear because of the non-uniform electric field within the cells; in particular, the mean drift velocity increases near the wires. The dependence of distance on time can be parameterized either analytically based on calculations or empirically based on data $[18,83]$.

Three different parameterizations are implemented in ESPACE to linearize the drift times:
(1) a fourth-order polynomial with fitted coefficients [83];
(2) a third-order polynomial with coefficients obtained from a GARFIELD $[83,84]$ simulation; and
(3) a two-dimensional lookup table generated from calibration data [18].
In practice, the most stable results are usually obtained with the first method.

Internally, ESPACE does not compute drift distances directly, but rather equivalent linearized drift times. Multiplication of these times with the average drift velocity $\eta$ yields drift distances. This approach allows a constant timing offset to be fitted along with the track parameters. This is important in the multi-cluster analysis (see Section 8.6).
The precision of the TDC corrections is not critically important for the precision of the final tracking results. Because of the symmetry of the cluster fit geometry, imprecise TDC data increase predominantly the error in the local track angles. The fitted cross-over positions are relatively insensitive to details of the corrections, with a highly symmetric cluster being the least sensitive. Eventually, only the local cross-over points, not
the angles, are used to compute the track parameters (see Eqs. (20) and (21)).

### 8.5. Local cluster fitting

After determination of the TDC corrections, track positions and angles are extracted from the cluster data.

If only one cluster is found per wire plane, a standard linear fit is performed on each cluster in each wire plane, and the analysis continues with the fitted local positions and slopes. Specifically, the fit is performed on the variables
$x_{i}=S_{i} \cdot \eta\left(t_{\mathrm{off}, i}-t_{i}+t_{\mathrm{corr}, i}\right)$
$y_{i}=w_{i}-w_{0}$
where $\eta$ is the average electron drift velocity, $t_{\text {off }, i}$ the TDC value for zero drift time (the "TDC offset") for the $i$ th wire, $t_{i}$ the measured TDC value for that wire, and $t_{\text {corr }, i}$ the sum of the TDC corrections explained above. The constants $w_{i}$ represent the position of the $i$ th wire. The relevant geometry is shown in Fig. 25. The quantity $S_{i}= \pm 1$ is the sign of the $i$ th drift distance. The sign $S_{i}$ is ambiguous because the TDC data contain no information as to whether a track passed below or above a wire and is determined in a separate step as explained below. The result of the fit are the intercept $u$ ( $v$ for V planes), slope $\tau_{u}\left(\tau_{v}\right)$, their respective uncertainties, and $\chi^{2}$. Note that, with these definitions, the slope $\tau$ vanishes when the track is perpendicular to the wires.

To resolve the ambiguity in the sign of the calculated drift distances, one observes that good tracks traverse the chamber at an angle of approximately $55^{\circ}$ with respect to the $u(v)$ axis. Assuming a given track satisfies this criterion, all hits with smaller $u(v)$ coordinates than the crossover point of the track in the wire plane can be assigned negative drift distances. The cross-over point can be taken to coincide with the wire that has the smallest drift distance ("pivot wire"). An ambiguity remains about the sign of the drift distance to be assigned to the pivot wire. It can be resolved by trial-and-error: two fits are performed, one with a positive and one with a negative value
of the drift time of the pivot wire, and the fit with the smaller $\chi^{2}$ is assumed to be correct.

The above method for resolving the sign ambiguity and determining the track parameters through a fit only works for clusters with three or more hits. For clusters with only two hits, it is usually possible to guess the signs of the two distances by requiring that the track slope be close to $55^{\circ}$. Thus slope and intercept can be estimated, albeit with reduced precision and confidence. This procedure slightly improves the tracking efficiency at the expense of a lower resolution for some tracks. "Clusters" consisting of only one hit do not yield sufficient information and are discarded.

At this point in the analysis, ESPACE distinguishes two cases:

- Exactly one cluster per plane. This is a "singlecluster event". The analysis continues as described in Section 8.7.
- More than one cluster in at least one plane. This is considered a "multi-cluster event", even if only a single plane has multiple clusters. In this case, the analysis continues as described in the next section.


### 8.6. Multi-cluster analysis

Multiple clusters in a wire plane may occur for several reasons:

- Noise, which may originate, for example, from the electronics, cosmics, or radiation background. True noise clusters usually do not give reasonable fit results and thus are easy to remove. Cosmics coincident with an actual track are normally very rare due to the low cosmics rate. Cosmics and certain background noise may lead to valid tracks through the chamber, but can usually be eliminated easily because of unreasonable angles, reversed scintillator timing, and, eventually, failure to reconstruct to the target.
- Actual multiple tracks from the target. These may occur for essentially two reasons: (a) several tracks emitted from the same interaction in the target fall within the acceptance of the spectrometer; and (b) accidental coincidences of tracks from two separate interactions occur
within the VDC timing window. The former case is rare because the Hall A spectrometers do not have a sufficiently large acceptance to be able to cover much of the phase space for multiparticle events. The latter case may occur rather frequently at sufficiently high singles rates, and thus it is the most likely cause of multi-track events. Usually, all tracks in true multi-track events can be reconstructed.
- Spurious tracks caused by delta rays, which are produced before or in the wire chamber by actual tracks. Such tracks often have unreasonable angles and/or do not make clusters in all wire planes (e.g., if they are generated inside the chamber); however, as they may occur close to actual tracks, they may cause overlapping clusters and thus corrupt valid tracking information. This may be a difficult situation to analyze, and actual tracks may not always be recoverable. An upper limit on the probability that spurious tracks occur in the chamber that disturb the regular tracking data is given by the abundance of clusters with high hit multiplicity. Typically, about 3-4\% of events in each spectrometer are found to have one or more clusters with eight or more hits. Such clusters cannot occur due to normal tracks alone and contain either spurious hits or are entirely due to tracks not originating from the target.

If multiple clusters occur in any plane, the association between clusters and tracks may become ambiguous. To determine the most probable track(s) through the chamber, an approach well known in wire chamber analysis is taken within ESPACE. All possible combinations of clusters from the four VDC planes are identified (each combination containing exactly one cluster from each plane), and each such combination is considered a possible path of the track through the chambers. A fit is then performed for each path, and the paths are ordered by the fit's total $\chi^{2}$. The path(s) with the smallest $\chi^{2}$ represent(s) the best reconstructed $\operatorname{track}(\mathrm{s})$.

In the following sections these steps are described in detail. As this algorithm is relatively involved and not guaranteed to yield improved tracking results, it is sometimes considered safer to
disregard any events with multiple clusters per wire plane altogether at the expense of tracking efficiency and to consider only unambiguous single-cluster events.

### 8.6.1. Path analysis

To identify paths through the chamber, ESPACE considers the wire planes in the order U1, U2, V1, and V2 (see Fig. 9). This sequence is preferable over the actual physical sequence because hits from like wire planes ( U or V ) can be fitted together.

For every cluster in plane U1, all combinations ("links") with clusters in plane U2 are considered. The cluster in U1 is considered the "start point", and the cluster in U2, the "end point" of the link. There are $n_{u 1} n_{u 2}$ such links, where $n_{u 1}$ and $n_{u 2}$ are the numbers of clusters in U1 and U 2, respectively. For each link, a fit is performed on the combined hits (typically $2 \times 5=10$ ) of the clusters from both planes, U1 and U2. The fitting procedure used is described in the next section in more detail. The resulting $\chi^{2}$, cross-over position, timing offset $t_{0}$, and track slope are stored with the link. This procedure is repeated identically for the combination of planes V1 and V2. For the combination U1 and $V 1$, it is not possible to perform a fit since the wire directions of the planes are orthogonal. Thus, only the possible links between these planes are stored.

Next, a table is built of all connecting combinations of links. Two links connect if the end point of a link in one plane is the start point of a link in another plane. Thus, each combination contains exactly three links, one between each pair of wire planes in the sequence U1-U2, U2-V1, and V1V2. There are $n_{u 1} n_{u 2} n_{v 1} n_{v 2}$ such combinations. Each is a possible path for the track.

### 8.6.2. Global cluster fitting

In a multi-track situation or in the presence of noise, tracks other than the one that generated the event trigger will, in general, occur at times other than the trigger; a fit to the drift times must, therefore, allow for a timing offset, called $t_{0}$. Clusters belonging to the "Golden Track" (the track that generated the trigger) will have $t_{0} \approx 0$, while clusters belonging to other tracks will, in
general, have a non-zero fitted time offset. To accommodate $t_{0}$, ESPACE uses a three-parameter fit in the multi-track analysis. The fit routine used is derived from the curfit algorithm of Bevington [85]. This is an iterative algorithm which is computationally relatively expensive.

As in the single-track case, the ambiguity of the pivot-wire drift time must be resolved. This is again done by trial-and-error; however, since two clusters from two different wire planes are involved in the multi-cluster fit, four fits are performed on the same data, corresponding to the four possible sign combinations of the two pivot wires. The result with the smallest $\chi^{2}$ is chosen. (The number of fits is the same as in the case of single clusters, of course, although the single-cluster fit algorithm is simpler and fewer data are processed with each fit.)

The computational requirements of this algorithm are relatively high. For instance, if two real tracks are present, generally there will be two clusters in each plane, and so $2^{4}=16$ paths to consider. Because a single path contains two pairs of wire planes (U1-U2 and V1-V2) that are fitted together, eight fits are performed for each path to resolve all ambiguities. As a result, $16 \times 8=128$ iterative fits must be carried out to identify two tracks.

### 8.6.3. Path ordering and track identification

Next in the analysis, paths are ordered according to a goodness-of-fit criterion, and the best-fit result(s) are selected. To order paths by their probability of describing a valid track, ESPACE uses the quantity

$$
\begin{align*}
\chi_{\mathrm{tot}}^{2}= & \chi_{u 1 u 2}^{2}+\chi_{v 1 v 2}^{2} \\
& +\left(\frac{t_{0, v 1 v 2}-t_{0, u 1 u 2}}{\min \left(\sigma\left(t_{0, v 1 v 2}\right), \sigma\left(t_{0, u 1 u 2}\right)\right)}\right)^{2} . \tag{14}
\end{align*}
$$

Here, $\chi_{u 1 u 2}^{2}$ and $\chi_{v 1 v 2}^{2}$ are the $\chi^{2}$-values found in the U1-U2 and V1-V2 global cluster fits, respectively, $t_{0, u 1 u 2}$ and $t_{0, v 1 v 2}$ are the timing offsets obtained from these respective fits, and the $\sigma\left(t_{0}\right)$ are the uncertainties in those offsets. The minimum uncertainty of the two $t_{0}$ fits is used, rather than the combined uncertainty, in order to give smaller $\chi^{2}$ in situations where the two $t_{0}$ fits have


Fig. 26. Typical VDC track multiplicity determined by ESPACE in a high-rate environment $(200 \mathrm{kHz}$ of electron singles triggers).
comparable rather than dissimilar uncertainty. Using the difference of timing offsets as a good-ness-of-fit criterion between the planes U2 and V1 is the best that can be done under the circumstances. Because the U and V coordinates are orthogonal, there is no good criterion for matching U and V clusters other than their timing. This is a design limitation of the Hall A VDCs. Different chamber designs include additional wire planes oriented in a third direction that allow easier correlation between clusters in different planes.

Possible physical tracks are now selected from the ordered paths. This step relies on the assumption that each cluster belongs to at most one physical track, which is correct so long as clusters from different tracks do not overlap. ESPACE selects the maximum number of tracks from the available paths that do not have any clusters in common, starting from the path with smallest $\chi_{\text {tot }}^{2}$. Note that this means, for example, that in order to find two valid tracks, every VDC plane must have at least two clusters. Even if many possible paths were found in the preceding analysis, only a small number of tracks survive at this point. A typical
histogram of the track multiplicity in a high-rate experiment is shown in Fig. 26. In general, tracking results are only considered useful for physics analysis if a single track is found. Events with multiple tracks are typically discarded (see Section 8.8). Using the single track criterion, the overall tracking efficiency varies between better than $95 \%$ at low rate and $70-80 \%$ at high rate.

### 8.6.4. Golden Track selection

The final step in the multi-cluster analysis is to select the Golden Track from the set of tracks determined in the previous analysis. The timing offset $t_{0}$ obtained from the global cluster fits (Section 8.6.2) can be used as a direct measure of the probability of a track to have generated the trigger. ESPACE uses the weighted average of the two timing offsets obtained, viz.

to select the Golden Track. The quantities $t_{0}$ and $\sigma\left(t_{0}\right)$ in Eq. (15) are the same as in Eq. (14). The track with the smallest $t_{0, a v}$ is chosen. Further analysis continues with this track only, and all other tracks found are subsequently ignored.

### 8.7. Coordinate transformations and target reconstruction

In the preceding analysis, the track through the VDC has been determined in terms of wire plane coordinates, $u$ and $v$. For further analysis, it is advantageous to convert the track coordinates to detector coordinates: $x_{\text {det }}$ and $y_{\text {det }}$, and their corresponding angular coordinates, $\theta_{\mathrm{det}}$ and $\phi_{\mathrm{det}}$. (By convention, $\theta_{\text {det }}$ and $\phi_{\text {det }}$ denote the tangents of the respective angles.) The relationship between the coordinate systems is shown in Fig. 27. The coordinate transformation can be written as
$x_{\mathrm{det}}=\frac{u \sin \gamma-v \sin \beta}{\sin (\gamma-\beta)}$
$y_{\mathrm{det}}=\frac{u \cos \gamma-v \cos \beta}{\sin (\gamma-\beta)}$


Fig. 27. Top view of the wire plane and VDC detector coordinate systems. The $u$ and $v$ axes are perpendicular to the wires of the U and V planes, respectively, and point in the direction of increasing wire numbers. The $x$-axis lies in the horizontal plane and points along the spectrometer dispersive direction (the long side of the VDC frame) such that $x_{\text {det }}$ increases as momentum increases. $z_{\text {det }}$ points vertically up, and $y_{\text {det }}$ is oriented along the non-dispersive direction to form a right-handed coordinate system. The $u$ and $v$-axes form angles $\beta$ and $\gamma$ with respect to the VDC $x$-axis. For the Hall A VDCs, $\gamma=45^{\circ}$ and $\beta=-45^{\circ}$.
$\theta_{\operatorname{det}}=\frac{\sin \gamma \tan \alpha_{u}-\sin \beta \tan \alpha_{v}}{\sin (\gamma-\beta)}$
$\phi_{\mathrm{det}}=\frac{\cos \gamma \tan \alpha_{u}-\cos \beta \tan \alpha_{v}}{\sin (\gamma-\beta)}$.
Here, $\alpha_{u}$ and $\alpha_{v}$ are the global track angles in the $u-v$ coordinate system, i.e., the angles between the $z$-axis and the projection of the track onto the $u-z$ and $v-z$ planes, respectively. In the single-cluster analysis, $\alpha_{u}$ and $\alpha_{v}$ are calculated using the fitted cross-over points $u_{1}, u_{2}, v_{1}$, and $v_{2}$ in the $\mathrm{U} 1, \mathrm{U} 2$, V1, and V2 planes, respectively, as follows:
$\tan \alpha_{u}=\frac{u_{2}-u_{1}}{d_{u}}$
$\tan \alpha_{v}=\frac{v_{2}-v_{1}}{d_{v}}$
where $d_{u}$ and $d_{v}$ are the separations of like planes, as illustrated in Fig. 9. In general, $\tan \alpha_{u}$ and $\tan \alpha_{v}$ will be close to the local cluster slopes $\tau_{u}$ and $\tau_{v}$ (cf., Section 8.5 and Fig. 25). In the multi-cluster analysis, $\alpha_{u}$ and $\alpha_{v}$ are determined directly in the
global fit procedure (Section 8.6.2) and are not calculated according to Eqs. (20) and (21).

The coordinates $u$ and $v$ in Eqs. (16) and (17) are given by
$u=u_{1}$
$v=v_{1}-d_{u v 1} \tan \alpha_{v}$
where $d_{u v 1}$ is the separation between the U 1 and V1 planes.

If any VDC plane has no cluster at all, attempts are made to estimate the track parameters from available local data in another plane. For instance, if the U2 cluster is missing, then the global track angle $\alpha_{u}$ can be approximated by the available local angle in U1:
$\tan \alpha_{u}=\tau_{u 1}$.
Similar replacements are made if other clusters are missing. In this way, up to one missing $u$ and one missing $v$ cluster can be tolerated at the expense of reconstruction precision. This missing cluster substitution occurs only if no plane has more than one hit-it is not compatible with the multi-cluster analysis described above.

Finally, ESPACE converts the VDC coordinates to focal-plane coordinates, which are suitable as input for the target reconstruction matrix multiplication. Focal-plane coordinates as well as the target reconstruction formalism are discussed in Section 9.2.1.

### 8.8. Limitations

The chief shortcomings of the ESPACE software are its lack of flexibility, maintainability, and to a lesser extent its lack of speed and it heavy reliance on legacy components such as CERNLIB, KUIP, and HBOOK. The first two issues are of particular concern in view of planned detector upgrades and reconfigurations in Hall A. The addition of new detectors and the handling of multiple experimental configurations is not well supported by ESPACE and would require a significant effort to implement.

The most significant limitation of the tracking algorithm is its inability to handle overlapping clusters of hits, even though sufficient information
to analyze such clusters is in principle available due to the use of multi-hit TDCs. In the present implementation, ESPACE has no provision for handling this situation. Without special processing, overlapping clusters often corrupt the tracking information. Such events are not analyzable, resulting in a tracking inefficiency. The magnitude of this inefficiency is difficult to estimate, however, because ESPACE does not provide unambiguous information as to which events were not analyzable due to overlapping clusters or due to other reasons, nor are overlapping clusters even identified. This has prompted experiments that have taken high-rate data to discard multi-cluster events altogether in the analysis. The ratio of multicluster events to single-cluster events is well defined, and so the inefficiency due to omitting multi-cluster events can be readily calculated.

### 8.9. New developments

To address many of the shortcomings of ESPACE, an effort is currently underway in Hall A to develop new analysis software using a flexible and highly maintainable object-oriented design implemented in $\mathrm{C}++$ [86]. The new analyzer is based on the ROOT system [76], an objectoriented framework that has been under development at CERN since 1995 and has been adopted widely in the nuclear and particle physics community and elsewhere. The new analysis software is currently under active development and will be described in a future publication.

## 9. Optics commissioning of the HRSs

### 9.1. Introduction

The HRSs have focusing properties that are point-to-point in the dispersive direction. The optics matrix elements allow the reconstruction of the interaction vertex from the coordinates of the detected particles at the focal plane. Data obtained with a set of foil targets (which define a set of well-defined interaction points along the beam) and a sieve-slit collimator were used to determine the optical matrix elements. The Hall A
event analyzer ESPACE (Section 8.1) and a newly written $\mathrm{C}++$ optimization routine [87] were used to derive optical matrix elements from these calibration data.

### 9.2. Acceptance

Due to the combination of a 10 cm extended target capability and a $10 \%$ momentum acceptance, the angular acceptance of the HRS devices is a complex function of momentum and target position. The acceptance of the spectrometers has been modeled by means of Monte Carlo simulations. In that modeling the raytracing program SNAKE [9] was used to trace trajectories, spanning the full acceptance and more, through the magnetic fields in each of the spectrometers. The descriptions of the magnetic fields are based on a combination of the original design parameters, survey information regarding the achieved physical locations of the magnets, and the results of the magnetic field mapping [13]. The location and direction of these trajectories are recorded at each of the critical apertures along the spectrometers. The critical apertures are those that have been identified as defining the acceptance. They are the exit of the $\mathrm{Q}_{1}$ quadrupole, the entrance of the dipole, the exit of the dipole, and both the entrance and exit of the $\mathrm{Q}_{3}$ quadrupole. Transfer functions from the target to each of these apertures of up to fifth order are determined using a polynomial fitting program. These transfer functions along with the knowledge of the physical size of each of the apertures are used to provide a test of whether or not any given trajectory in a Monte Carlo simulation will make it through the spectrometer. Except at extreme values of $y_{0}$ and $\delta$ comparisons of actual data with simulations have been found to agree at the $3 \%$ level or better. Updated optics models have been generated which improve the performance of the acceptance model and develop schemes for defining an acceptance through software cuts on trajectories that make optimal use of the full acceptance.

### 9.2.1. Approach

For each event, two angular coordinates $\left(\theta_{\text {det }}\right.$ and $\phi_{\text {det }}$ ) and two spatial coordinates ( $x_{\text {det }}$ and
$\left.y_{\text {det }}\right)$ are measured at the focal plane detectors. The position of the particle and the tangent of the angle made by its trajectory along the dispersive direction are given by $x_{\text {det }}$ and $\theta_{\operatorname{det}}$, while $y_{\text {det }}$ and $\phi_{\text {det }}$ give the position and tangent of the angle perpendicular to the dispersive direction. These focal plane variables are corrected for any detector offsets from the ideal central ray of the spectrometer to obtain the focal plane coordinates $x_{\mathrm{fp}}, \theta_{\mathrm{fp}}$, $y_{\mathrm{fp}}$, and $\phi_{\mathrm{fp}}$. A detailed description of the Hall A optics coordinate systems is given in Ref. [88]. These observables are used to calculate $\theta_{\mathrm{tg}}, y_{\mathrm{tg}}, \phi_{\mathrm{tg}}$ and $\delta$ for the particle at the target by matrix inversion of Eq. (2) which links the focal-plane coordinates to the target coordinates (in a firstorder approximation).

In practice, the expansion of the focal plane coordinates is performed up to fifth order. A set of tensors $Y_{j k l}, T_{j k l}, P_{j k l}$ and $D_{j k l}$ links the focal-plane coordinates to target coordinates according to ${ }^{32}$
$y_{\mathrm{tg}}=\sum_{j, k, l} Y_{j k l} \theta_{\mathrm{fp}}^{j} y_{\mathrm{fp}}^{k} \phi_{\mathrm{fp}}^{l}$,
$\theta_{\mathrm{tg}}=\sum_{j, k, l} T_{j k l} \theta_{\mathrm{fp}}^{j} y_{\mathrm{fp}}^{k} \phi_{\mathrm{fp}}^{l}$,
$\phi_{\mathrm{tg}}=\sum_{j, k, l} P_{j k l} \theta_{\mathrm{fp}}^{j} y_{\mathrm{fp}}^{k} \phi_{\mathrm{fp}}^{l}, \quad$ and
$\delta=\sum_{j, k, l} D_{j k l} \theta_{\mathrm{fp}}^{j} y_{\mathrm{fp}}^{k} \phi_{\mathrm{fp}}^{l}$
where the tensors $Y_{j k l}, T_{j k l}, P_{j k l}$ and $D_{j k l}$ are polynomials in $x_{\mathrm{fp}}$. For example,

$$
\begin{equation*}
Y_{j k l}=\sum_{i=0}^{m} C_{i} x_{\mathrm{fp}}^{i} \tag{29}
\end{equation*}
$$

Mid-plane symmetry of the spectrometer requires that $(k+l)$ is odd for $Y_{j k l}$ and $P_{j k l}$, while $(k+l)$ is even for $D_{j k l}$ and $T_{j k l}$ (Fig. 28).

In practice, the basic variables $y_{\mathrm{tg}}, \theta_{\mathrm{tg}}$ and $\phi_{\mathrm{tg}}$ do not form a good set of variables for the optics calibration procedure. For a foil target not located at the origin of the target coordinate system $y_{\mathrm{tg}}$ varies with $\phi_{\mathrm{tg}}$. In the case of a multi-foil target, $\phi_{\mathrm{tg}}$ calculated for a given sieve-slit hole depends
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Fig. 28. Reconstructed position along the beam line $\left(z_{\text {react }}\right)$ for 860 MeV electrons scattered from a set of ${ }^{12} \mathrm{C}$ foil targets. The lines indicate the expected positions of the foils. The spectrometer was set at $16^{\circ}$ to the beam. The $z_{\text {react }}$ resolution for the central foil is 1.5 cm (FWHM). Note that this corresponds to about 4 mm (FWHM) resolution in the $y_{\text {tg }}$ direction.
on $y_{\mathrm{tg}}$; furthermore, all three variables depend on the horizontal and vertical beam positions ( $x_{\text {beam }}$ and $y_{\text {beam }}{ }^{33}$ ). On the other hand, the interaction position along the beam, $z_{\text {react }}$, and vertical and horizontal positions at the sieve plane, $x_{\text {sieve }}$ and $y_{\text {sieve }}$, are uniquely determined for a set of foil targets and a sieve-slit collimator. These three variables are calculated by combining the "basic" variables defined above using the equations (see Fig. 29):

$$
\begin{align*}
z_{\text {react }}= & -\left(y_{\mathrm{tg}}+D\right) \frac{\cos \left(\arctan \phi_{\mathrm{tg}}\right)}{\sin \left(\theta_{0}+\arctan \phi_{\mathrm{tg}}\right)} \\
& +x_{\text {beam }} \cot \left(\theta_{0}+\arctan \phi_{\mathrm{tg}}\right)  \tag{30}\\
y_{\text {sieve }}= & y_{\mathrm{tg}}+L \phi_{\mathrm{tg}}  \tag{31}\\
x_{\text {sieve }}= & x_{\mathrm{tg}}+L \theta_{\mathrm{tg}} . \tag{32}
\end{align*}
$$

$L$ is the distance from Hall center to the sieve plane, while $D$ is the horizontal displacement of the spectrometer axis from its ideal position. The
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Fig. 29. Coordinates for electrons scattering from a thin foil target. $\mathbf{L}$ is the distance from Hall center to the sieve plane, while $\mathbf{D}$ is the horizontal displacement of the spectrometer axis from its ideal position. The spectrometer central angle is denoted by $\theta_{0}$. Note that $x_{\mathrm{tg}}$ and $x_{\text {sieve }}$ are vertically down (into the page)
spectrometer central angle is denoted by $\theta_{0}$. The vertical coordinate $x_{\text {tg }}$ is calculated using $\theta_{\mathrm{tg}}, z_{\text {react }}$ and the vertical displacement of the spectrometer from its ideal position.

The optics tensor coefficients are determined from a $\chi^{2}$ minimization procedure in which the events are reconstructed as close as possible to the known position of the corresponding foil target (in the case of $z_{\text {react }}$ ) or the sieve-slit hole (in the case of $y_{\text {sieve }}$ and $x_{\text {sieve }}$ ). The quality of the track reconstruction procedure is illustrated in Figs. 7 and 28.

### 9.2.2. Optics commissioning results

The following results were obtained from elastic scattering data taken at $E_{0}=845 \mathrm{MeV}$ on a thin ${ }^{12} \mathrm{C}$ target. An example of a momentum spectrum used in this analysis is shown in Fig. 30. All quantities have been measured at the target.

- Relative angular-reconstruction accuracy - in-plane (transverse): $\pm 0.2 \mathrm{mrad}$;
- out-of-plane (dispersive): $\pm 0.6 \mathrm{mrad}$.
- Angular Resolution (FWHM)
- in-plane (transverse): 2.0 (2.6) mrad;
- out-of-plane (dispersive): 6.0 (4.0) mrad.
- Momentum Resolution (FWHM): 2.5 (2.6) $\times$ $10^{-4}$


Fig. 30. The momentum of the scattered electron in the ${ }^{12} \mathrm{C}\left(\mathrm{e}, \mathrm{e}^{\prime}\right)$ reaction, indicating a FWHM of $2.5 \times 10^{-4}$ at $\delta \mathrm{p} / \mathrm{p}=$ $-1.5 \%$. The beam energy was 845 MeV , the scattering angle $16^{\circ}$. The observed momentum resolution is consistent with the design value of $1 \times 10^{-4}$ when multiple scattering from the windows of the scattering chamber and of the HRS entrance is taken into account.


Fig. 31. The FWHM momentum resolution $\delta \mathrm{p} / \mathrm{p}$ measured in the reaction ${ }^{12} \mathrm{C}\left(\mathrm{e}, \mathrm{e}^{\prime}\right)$ as a function of the momentum of the scattered electron. The curve represents the result of a simulation, taking into account the optical properties of the HRS device and multiple scattering effects.

- Relative transverse position reconstruction accuracy: $\pm 0.3 \mathrm{~mm}$.
- Transverse position resolution (FWHM): 4.0 (3.1) mm.

Values in parentheses are an estimate of the resolution values based on the design optics and multiple scattering in the various windows and detectors. The momentum resolution quoted above is for the center of the focal plane. Away from the center, the resolution increases (see Fig. 31). This is because the actual focal plane of the spectrometer does not coincide with the ideal focal plane used for measurements. As a result, the first-order $\theta$-dependent term becomes increasingly large as $\delta$ moves away from 0 , making the momentum determination increasingly sensitive to the measurement of the trajectory direction and, hence, more sensitive to multiple scattering.

### 9.3. Scattering angle determination

The electron scattering angle, $\theta_{\text {scat }}$, is calculated by combining $\phi_{\mathrm{tg}}$ and $\theta_{\mathrm{tg}}$ (measured relative to the central ray of the spectrometer) and the spectrometer central angle $\theta_{0}$ between the beamline and the spectrometer nominal central ray:

$$
\begin{align*}
\theta_{\text {scat }}= & \arccos \\
& \times\left(\frac{\cos \left(\theta_{0}\right)-\phi_{\mathrm{tg}} \sin \left(\theta_{0}\right)}{\sqrt{1+\theta_{\mathrm{tg}}^{2}+\phi_{\mathrm{tg}}^{2}}}\right) \tag{33}
\end{align*}
$$

Thus, the accuracy of the scattering angle determination depends on the accuracy of $\phi_{\mathrm{tg}}$ and $\theta_{\mathrm{tg}}$ relative to the central ray of the spectrometer. The accuracies quoted above are the relative accuracies of $\phi_{\mathrm{tg}}$ and $\theta_{\mathrm{tg}}$ with respect to the central sieve-slit hole. This makes the determination of $\phi_{\mathrm{tg}}$ and $\theta_{\mathrm{tg}}$ angles for the central sieve-slit hole crucial for the determination of the scattering angle. The values of $\phi_{\mathrm{tg}}$ and $\theta_{\mathrm{tg}}$ for the central sieve-slit hole are calibrated by using electron scattering from a thin ${ }^{12} \mathrm{C}$ target located close to the Hall A center. The two angles for the electrons passing through the central hole are calculated from the following survey information:

- the target position
- the spectrometer central angle
- the displacement of the spectrometer nominal central ray from the Hall center
- the position of the sieve-slit center with respect to the nominal central ray
- the position of the beam position monitors with respect to the ideal beam line.

Each of these measurements has approximately a 0.5 mm systematic uncertainty. With the distance from the target to the sieve collimator being about 1.18 m , the total contribution of these measurements (added in quadrature with relevant weights) to the scattering-angle accuracy is about 0.6 mrad . However, once the central sieve-slit hole angles are calibrated relative to the nominal central ray, this uncertainty will remain a constant systematic offset to the scattering angle.

An alternate method utilizes the elastic ${ }^{1} \mathrm{H}(\mathrm{e}, \mathrm{e}, \mathrm{p})$ reaction. After correcting for energy losses in the target along with internal bremsstrahlung for the incident electron, one can relate the beam energy to the electron scattering angle and the proton emission angle relative to the beam. By making several such measurements over a range of spectrometer angles at a fixed and independently measured beam energy, one arrives at a set of equations, each equation involving only the particle angles. Under the assumption that the angles are correctly measured except for a possible overall offset for each spectrometer (common to all kinematics within the set), one can determine these absolute offsets through a maximum likelihood analysis. The details of the method of extracting the spectrometer angular offsets can be found in Ref. [89]. In April of 2000 the first of such a series of ${ }^{1} \mathrm{H}\left(\mathrm{e}, \mathrm{e}^{\prime} \mathrm{p}\right)$ measurements was made. Several additional scans were made subsequently in order to assess the stability of the spectrometer angular offsets over time. To date, the first three scans have been analyzed [89,90], though the third lacked a direct, independent measurement of the beam energy. Based on the average of these three scans, the angular offsets were found to be $-0.91 \pm 0.08 \mathrm{mrad}$ and $-0.40 \pm 0.07 \mathrm{mrad}$ for the HRS-L and HRS-R arm, respectively. These averages were obtained by fitting only the angular offsets for the first two scans, constraining the beam energy to the values measured via the Arc method, and fitting both the angular offsets and
the beam energy for the third scan. The error was estimated from the spread in survey results.

### 9.4. Absolute momentum determination

The relative momentum $\delta$ for an event measured by the spectrometer is used to calculate the absolute momentum $p$ for that event:
$p=p_{0}(1+\delta)$
where $p_{0}$ is the central momentum of the spectrometer, related to the dipole magnetic field $B_{0}$ by,
$p_{0}=\Sigma_{i=1}^{3} \Gamma_{i} B_{0}^{i}$
where $\Gamma_{i}$ are the spectrometer constants. The extraction of the spectrometer constants for the HRS pair is described in detail in Ref. [91].

At beam energies below 1.5 GeV , elastically scattered electrons from a thin ${ }^{12} \mathrm{C}$ target were used to calculate the spectrometer constant for each spectrometer. For the ground state of ${ }^{12} \mathrm{C}$, the scattered electron momentum $p$ is related to the beam energy $E_{i}$ by
$p=E_{f}=\frac{E_{i}-E_{\text {loss1 }}}{1+2 E_{i} \sin ^{2}(\theta / 2) / M_{\mathrm{t}}}-E_{\text {loss } 2}$
where $E_{f}$ denotes the energy of the scattered electrons, $M_{t}$ the mass of the target nucleus, and $E_{\text {loss1 }}$ and $E_{\text {loss2 }}$ the energy loss before and after scattering.

At higher beam energies the cross section for elastic scattering from ${ }^{12} \mathrm{C}$ vanishes, making it impossible to use the above method to calculate spectrometer constants. Instead, missing-energy measurements of the $1 \mathrm{p}_{1 / 2}$ state in the ${ }^{12} \mathrm{C}\left(\mathrm{e}, \mathrm{e}^{\prime} \mathrm{p}\right)$ reaction were used to calculate spectrometer constants for momenta above 1.5 GeV . For this method the kinematics were chosen such that one spectrometer momentum is set at the lower region where the constant has already been determined using the previous method, while the second spectrometer momentum is at the higher value where the constant needs to be determined.

Due to the relatively heavy mass of the ${ }^{12} \mathrm{C}$ nucleus, the spectrometer constant calculated using the above methods depends only weakly on the spectrometer angle. Furthermore, for a thin foil target the energy loss before and after

Table 6
The spectrometer constant coefficients for the HRS pair (see Eq. (35))

|  | $\Gamma_{1}(\mathrm{MeV} / \mathrm{T})$ | $\Gamma_{2}\left(\mathrm{MeV} / \mathrm{T}^{2}\right)$ | $\Gamma_{3}\left(\mathrm{MeV} / \mathrm{T}^{3}\right)$ |
| :--- | :--- | :--- | :--- |
| HRS-L | $2702 \pm 1$ | 0 | $-1.6 \pm 0.4$ |
| HRS-R | $2698 \pm 1$ | 0 | $-1.6 \pm 0.4$ |

scattering is relatively small and can be calculated accurately.

Spectrometer constants were thus determined with an accuracy of $4 \times 10^{-4}$ over the full momentum range of both HRS. The beam energy for these measurements was measured using the Arc and eP methods to a few times $10^{-4}$. In the 3 GeV region (where the Arc and eP results disagree) the spectrometer constants are fully consistent with the Arc results.

Table 6 lists the spectrometer constant coefficients for the HRS pair.

## 10. Summary

The main components-spectrometers, beam line, target systems and detector packages-of Hall A at JLab are described in detail. The beam line diagnostics provide accurate measurements of all relevant beam properties. A variety of target systems is available to cover a diverse research program. The optical properties of the two HRS magnetic spectrometers have been studied with the aid of the focal plane detector packages. The acceptance and resolution, both in momentum and angle, are close to the design parameters. After a brief commissioning period in May of 1997, the hall has operated reliably for a large set of experiments. In summary, the Hall A instrumentation has proven capable of supporting a broad research program, with an emphasis on very high luminosity and good momentum and angular resolution for a variety of reaction products.
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