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In this work I will discuss some numerical results on the stability of the many-body localized phase
to thermal inclusions. The work simplifies a recent proposal by Morningstar et al. [arXiv:2107.05642]
and studies small disordered spin chains which are perturbatively coupled to a Markovian bath.
The critical disorder for avalanche stability of the canonical disordered Heisenberg chain is shown
to exceed W™ = 20. In stark contrast to the Anderson insulator, the avalanche threshold drifts
considerably with system size, with no evidence of saturation in the studied regime. I will argue
that the results are most easily explained by the absence of a many-body localized phase.

To date, the putative many-body localized (MBL)
phase is the sole example of a generic interacting local
Hamiltonian system that fails to thermalize under its own
internal dynamics. In contrast to other non-ergodic mod-
els, the integrability of the MBL phase is emergent. As
such, it has attracted a lot attention from the community
over the past decade [1, 2]. After the initial proposal, re-
search has been primarily focused on understanding the
nature of the phase transition between the thermal and
the MBL phase.

Recently, a number of works have questioned the sta-
bility of the MBL phase [3-8]. In turn, some of the con-
clusions were challenged by follow up papers [9-13]. Al-
though some of the critique in the aforementioned works
is technical, in essence they question the validity of the
conclusions drawn in ref. [3-7] because most of the nu-
merics is done in, or in the vicinity of, the thermal phase.

In this context, it would be highly desirable to nu-
merically investigate the instability of the MBL phase,
rather than its emergence from the thermal phase. Di-
rect numerical verification of incipient ergodicity is very
challenging. Even for clean systems, in which there is
a tradition of studying the approach to eigenstate ther-
malization, probing the onset of chaos has been noto-
riously hard. The leading proposed instability of MBL
is based on so called avalanches induced by rare ther-
mal inclusions. Exact numerical studies are limited to
small system sizes and can therefore not directly capture
these inclusions. To circumvent this bottleneck I adopt
a recent proposal by Morningstar et al. [14]. Instead
of directly investigating rare thermal regions in a closed
systems, let us study the transient dynamics of a system
coupled to an infinite bath. For an infinite bath the sys-
tem will definitely thermalize, but within the avalanche
theory [15, 16] it is the rate of thermalization that governs
how large the thermal inclusions become. The argument
is rather simple, consider a thermal inclusion of size £,
and imagine it has been able to thermalize ¢ spins on
both sides, then the inclusion has grown to a size £y + 2/.
Consequently, the level spacing of the inclusion has now
become ~ 2~ (26 The inclusion can only serve as a
proper bath as long as it thermalizes spins at a rate I’

which exceeds the level spacing, such that the spins can
not resolve the discreteness of the spectrum. For a finite
size system of length L, the critical thermalization rate to
be stable against avalanches thus becomes I' < 4=, The
main purpose of this paper is to investigate the behavior
of this thermalization rate I'. Before going on to describe
the exact procedure, it’s interesting to note that, coming
from the ergodic side, ergodicity gets broken when the
Thouless time exceeds the Heisenberg time, i.e. when
I' < 271, This opens up an entire parameter regime of
disorder strengths where a finite size systems lacks com-
plete ergodicty but it is still unstable to avalanches. I
would argue that large parts of the MBL literature, in
particular works with numerical support, have been con-
ducted in this intermediate regime.

Method— To study the relaxation rate, consider a sys-
tem coupled to infinite Markovian bath such that the
dynamics can be described by the following master equa-
tion

Orp = ['(p)v (1)

with a Liouvillian super-operator
) 1
L(p) = —ilH,pl +7) (LupLL -3 {LMLL,p}) (2
n

Here, H denotes the bare Hamiltonian of the system,
L, specifies the nature of the coupling to the bath and
v simply denotes the nominal strength of the coupling.
In what follows, I will consider the canonical disordered
Heisenberg model

L—1

H =

RN

L
o 1
0; Oip1 + 3 ; hiZs, (3)

i=1

with h; being i.i.d. random variables drawn out of uni-
form distribution on [-W, W] and &; = (X;,Y;, Z;) the
vector composed of Pauli operator. To mimic the ther-
mal inclusion, the Lindblad operators are taken to be the
Pauli operators on the first spin, i.e. L, = (X1,Y1,2Z1).
The solution to the Markovian master equation (1) is
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formally given by
pt = Z eNtpip;, (4)

where \; are the eigenvalues and p; the right eigenoper-
ators of the Liouvillian. The coefficients p; denote the
overlap of the initial state with the left eigenoperators
of the Liouvillian. The stationary state, Ag = 0, will be
unique and given by the infinite temperature ensemble
po x I. The slowest decaying operator is associated with
the eigenvalue with the second largest real part Ap, its
relaxation rate is given by I' = —Re(\1).

Finding the exact spectrum of the Liouvillian super-
operator is numerically quite demanding. It requires di-
agonalizing a 4V x 4" matrix for a system composed of
N spins and is thus limited to very small systems. This is
where I deviate from Morningstar et al. [14]. In ref. [14]
the coupling to the bath, v in eq. (2), is taken to be of
O(1). However, at present, there is no immediate reason
to be interested in non-perturbative effects of the system-
bath coupling. In fact, at sufficiently large system-bath
coupling one will induce a Zeno effect, resulting in a re-
laxation rate I' < 1/. The virtue of working at weak
coupling is that the decay rate can be computed pertur-
batively. For v = 0, the eigenoperators and eigenvalues
of the Liouvillian are simply given pp,,, = |n) (m| and
Anm = t(Em — Ey) respectively, where [n) and E,, denote
the eigenvectors and eigenvalues of the bare Hamiltonian
of the system. Assuming the Hamiltonian has no degen-
erate gaps, all the \,,, are unique as long as n # m.
There is an exponentially degenerate sector composed of
all operators that are diagonal in the Hamiltonian, i.e.
n = m such that \,, = 0. It’s easy to show that the
slowest operator will be in this degenerate diagonal sec-
tor. For example, the perturbative decay rate of ppm,
becomes Iy, =y Z# Ry, with

Ry =5 (|20 + (m| 2 m) — 2 | L)l Ly )

It follows that I'y,, > (Tpym + Tinp)/2, implying one of
the two diagonal states must have a smaller decay rate
than the off-diagonal combination. The slowest operator
thus resides in the diagonal sector and can be found by
diagonalizing the matrix

Mo =5 3 (L2 [0) 6 — |l Lyl 2) ()

such that the decay rate is given by the smallest non-zero
eigenvalue of M. Deep in the MBL phase, the latter can
be thought of as the lifetime of the most decoupled 1-bit.
The computational cost has been reduced to diagonal-
izing a 2% x 2V (non-sparse) matrix. In what follows, I
will discuss results for system sizes ranging from L = 4 to
L = 14. Currently, numerics is limited by the precision
with which one can represent the matrix elements of M.

Results— Recall that the goal is to investigate the scal-
ing behavior of the thermalization rate I', in order to un-
derstand the instability of the system against avalanches.
The latter occurs when the system thermalizes faster
than I' oc 4=, Since the exact scaling form of the ther-
malization rate is unknown, it’s instructive to look at
the crossing points of the rescaled rate g = I'4” for var-
ious system sizes, as shown in Fig. 1. As already noted
in Ref. [14], the crossing point drifts substantially with
system size. Extending the range of system sizes from
L =9 (in Ref. [14]) to L = 14 does not result in any
slowing down. In fact, the crossing point is pushed from
somewhere around W ~ 7 to W > 20. This is in stark
contrast to what happens in the non-interacting Ander-
son insulator where the crossing point barely moves (see
Fig. 6 in the Appendix). On the same system sizes I
extract a critical point of W = 1.4 for the Anderson in-
sulator, which is in good agreement with the W = 1.34
obtained by Crowley and Chandran [17]. Furthermore,
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FIG. 1. Scaled decay rate: Curves show the 80th percentile
of the distribution of the smallest (non-zero) eigenvalue of
the Liouvillian super-operator in an XXX chain over disorder
realizations. By rescaling with 47 the crossing point in the
data becomes indicative of the avalanche stability threshold.
Different curves show different system sizes, ranging from L =
7 — 14. The crossing point drifts substantially from around
W* =~ 8 for the smallest system to W™* > 20 for the largest
available system size. Inset shows the numerically extracted
minimal value of I'4" with 99% bootstrap confidence intervals.

over the range of available system sizes, the crossing in
Fig. 1 becomes shallower with increasing system size, giv-
ing the impression that there is a lower bound to the
rescaled rate g. This minimal value can easily be ex-
tracted by looking at fixed disorder W and analyzing the
dependence of the data on the system size L, as shown
in Fig. 2A. At sufficiently large disorder, one observes a
crossover where small systems appear to become more



stable to avalanches, i.e. g decreases with L, while ulti-
mately crossing back over to a regime in which ¢ increases
with L. Over the available range, the data can well be
approximated by a quadratic function of L, allowing to
extract the dependence of the minimal g on the disor-
der strength W. The latter appears to decay roughly
exponentially with W over a rather wide range.
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FIG. 2. Scaled decay rate II: Curves show the behavior
80th percentile of the distribution of the smallest (non-zero)
eigenvalue of the Liouvillian super-operator in an XXX chain
over disorder realizations. Panel A Different curves corre-
spond to different value of the disorder strength W = 8 — 20;
blue squares serve as a reference and correspond to weak dis-
order W = 1. Black lines show quadratic fits, from which we
extract the minimal value of the rescaled rate shown in the
inset in Fig. 1. Panel B shows the bare rate I' on a log-log
scale. Black lines are linear fits, corresponding to algebraic
decay of the rate with system size. The exponent z is shown
in Fig. 3.

Needless to say that there would be no stable MBL
phase in the thermodynamic limit if this behavior were
to persist. The reader might rightfully be concerned
about such extrapolation, and possibly even confused as
to how this scaling can even hold in the regime that is
being studied. After all, disorder W > 10 was until
now believed to be deep inside the MBL phase, where
one would surely expect exponentially localized I-bits
and as such exponentially decaying thermalization rate
with L. On a phenomenological level, the apparent con-
tradiction is resolved by noting that the thermalization
rate does not decay exponentially but is much better de-
scribed by a power-law T' o« L=*(W) | see Fig. 1B with
the extracted exponent show in Fig. 3. Power-law scal-
ing would of course explain the observed crossover, where
systems smaller than ~ z/log(4) would appear to become
more stable against avalanches. Such a powerlaw natu-
rally complements the phenomenology from the ergodic
side [4, 6, 7].
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FIG. 3. Power law: The numerically extracted exponent of
the power-law decay of the thermalization rate. Shaded areas
show 99% bootstrap confidence intervals. Different symbols
correspond to different datasets.

It should be noted, however, that such scaling is not
an explanation an sich. After all, a power-law indicates
some non-perturbative physics, which begs the question
how this emerges out of the asymptotically large W
regime. Deep in the MBL phase the thermalization rate
of the system should be determined by the decay of the
most distant I-bit from the bath. Reaching the bath than
requires using L — 1 bonds and if all those transitions are
far of resonant one would expect the thermalization rate
to scale as

C
I'~ W2L—1) (6)



Such scaling is very different from the approximate
power-law scaling and can indeed be observed at much
larger W, see Fig. 4. Due to limited numerical preci-
sion one can not access the asymptotic regime on larger
system sizes. In order to extract the constant C, I there-
fore factor out the expected W2t scaling and extrap-
olate the data to W — oo; numerically the constant b
is found to be 2.8 which seems close to the expected
b = 2. The procedure is summarized in Fig. 4B. It’s
immediately clear that the constant C' in expression (6)
has a very strong dependence on the system size. The
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FIG. 4. Relaxation rate XXX: The typical slowest relaxing
operator in a disordered Heisenberg chain. Curves show the
80th percentile of the distribution of the smallest (non-zero)
eigenvalue of the Liouvillian super-operator over disorder re-
alizations. Different curves correspond to different systems
sizes ranging from L = 4 — 10. Panel A shows the bare
rate I' and panel B shows the rate rescaled by its expected
asymptotic W2~ behavior. The dashed lines show the
extracted asymptotes and dotted lines show the extrapolated
function.

extracted constant, with bootstrapped confidence inter-
vals, is shown in Fig. 5. It grows at least exponentially
with system size, in contrast to the Anderson insulator in
which it barely changes. In additional, there is a signifi-
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FIG. 5. Asymptotic Scaling: At sufficiently large disor-
der W the slowest relaxation rate is expected to behave as
c/ W2E=D | This figure shows the change in the numerically
extracted prefactor with system size L. Red circles and blue
squares correspond to the Heisenberg chain and free fermions
respectively. Shaded areas indicate 99% bootstrap confidence
intervals. The black dashed line corresponds to o< [(L — 2)!]2.
The inset shows the same data as a function of Llog L.

cant curvature on a semi-log scale, making the data much
better described by a factorial rather than an exponen-
tial. This leaves two possibilities, either (i) the curvature
is transient and the asymptotic behavior is simply ex-
ponential C' ~ k2L, or (ii) the factorial growth persists
in the thermodynamic limit and logC' ~ Llog L. In the
first scenario, there would be a transition at finite disor-
der W* ~ 2k. However, even on these small system sizes
I find £ > 10. While it can not be ruled out that k will
saturate to some larger constant, I see no reasonable ex-
planation for such a large renormalization of the effective
hopping to Jeg ~ k/W; especially since it’s completely
absent in the Anderson insulator. In contrast, scenario
(ii) might have a rather simple explanation. There is a
key difference between the structure of perturbation the-
ory in the interacting and non-interacting case, namely,
the combinatorial structure of the latter is trivial. For ex-
ample, perturbatively dressing the last spin into an l-bit,
involves taking successive nested commutators of Z with
the Hamiltonian. The norm of ¢/th order nested commu-
tator of a local operator O with the Hamiltonian scales
as

L[+, T O ~ Ne(2)", (7)

where Ny keeps track of the number of connected clus-
ters that contribute to the commutator, see ref. [18].
For non-interacting systems N, = 1, as n-body op-
erators remain n-body operators. In one-dimensional
many-body systems one can in principle asymptotically



achieve log(Np) = Llog(aL/log(bL)) where a and b
are constants of O(1) [18], highlighting the spreading
through operator space. It should be noted that the
same combinatorics is the mathematical origin of the
non-zero high frequency spectral weight of local opera-
tors in many-body systems. It has recently been argued
by Polkovnikov and myself that this non-zero spectral
weight ultimately enables a Fermi golden rule like relax-
ation of spins [7]. This observation thus seems to natu-
rally merge our understanding deep on the ergodic side
with that deep in the MBL regime. While this argument
explains the large discrepancy between the Anderson in-
sulator and the Heisenberg model, it’s far from a proof.
In order to make the statement rigorous one has to show
that the energy denominators that will appear in per-
turbation theory do not conspire to cancel the (almost)
factorial growth.
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APPENDIX: ANDERSON INSULATOR

This appendix studies the Anderson insulator over the
same range of system sizes and disorder strengths as the
results presented on the Heisenberg model in the main
text. It serves as a point of comparison. Specifically,
consider the Hamiltonian

L—1 L
1
;:1 (XiXit1 + YY) + 3 E hiZi,  (8)

i=1

H =

R

with h; being i.i.d. random variables drawn out of uni-
form distribution on [-W, W] and (X;,Y;, Z;) denoting
the respective Pauli operators on each site i. After
Jordan-Wigner transformation this maps to free fermions
with on-site disorder. A detailed analysis by Crowley and
Chandran [17] concluded that the Anderson insulator
should be stable against avalanches for disorder strengths
W > 1.34. Even on very small systems I find W* ~ 1.4,
with a crossing that drifts very weakly to smaller values
of disorder, see Fig. 6. Note that at fixed disorder one
observes a rather clean exponential growth/decay for the
rescaled rate T'4%, in contrast to the observed crossover
behavior in the Heisenberg model.
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FIG. 6. Relaxation time Anderson: The typical slow-
est relaxing operator in a disordered chain of non-interacting
fermions. Curves show the 80th percentile of the distribution
of the smallest (non-zero) eigenvalue of the Liouvillian super-
operator over disorder realizations. Panel A Different curves
correspond to different systems sizes ranging from L = 4—10.
By rescaling with 4 the crossing point in the data becomes
indicative of the avalanche stability threshold. A stable cross-
ing is observed around W & 1.4. The dashed lines show the
decay rate of the slowest single particle operator. Panel B
The same data is shown as a function of L for different values
of the disorder strength W.



