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Abstract

This paper discusses the use of the bayesian network

model for a classification problem related to the document

image understanding field. Our application is focused on

logical labeling in documents, which consists in assigning

logical labels to text blocks. The objective is to map a set of

logical tags, composing the document logical structure, to

the physical text components. We build a bayesian network

model that allows this mapping using supervised learning,

and without imposing a priori constraints on the document

structure. The learning strategy is based partly on genetic

programming tools. A prototype has been implemented, and

tested on tables of contents found in periodicals and maga-

zines.

1 Introduction

Bayesian Networks (BN) are probabilistic graphical

models that represent a set of random variables for a given

problem, and the probabilistic relationships between them

[11]. They have been particularly used for problems involv-

ing reasoning under uncertainty in artificial intelligence, in

different applications including medical diagnostics, clas-

sification systems and software debugging. They can be

learned from a set of observed data. In this context, we

propose a genetic learning method, which does not impose

any constraint on the structure of the BN. This paper aims

at describing this method for a classification problem, and

its application for the first time in the field of document un-

derstanding.

The application lies within the logical labeling step of

document logical structure recognition. Indeed, a document

is considered at two main structuring levels: physical and

logical. The physical level represents the layout structure

of physical components like characters, words, lines, para-

graphs, etc. The logical structure is usually composed of

a set of logical functions or labels on the one hand, that

need to be assigned to the physical components, and of

the relationships between these components on the other

Figure 1. A table of contents example.

hand. Document recognition has been the subject of much

research in the last few decades. Most methods are based

on syntactical approaches [1], or arise from artificial intelli-

gence such as, rule-based [14] or knowledge-based systems

[3]. However, because these approaches were designed to

work on very structured documents, they are often inconve-

nient for documents with irregularities in their organization.

Moreover, the complexity of the layouts makes the analysis

at the physical level difficult, both for image segmentation

and feature extraction of the components. Since logical la-

beling is often fully dependent on these features, the errors

that occur at the physical level cause an instability of the

structures that can directly affects the logical level. A typ-

ical example of such documents are tables of contents in

periodicals or magazines (Figure 1).

Our objective in this application, is to develop a generic

approach that will allow an adaptive graphical represen-

tation of logical components in documents from physical

features. We decided to explore a probabilistic approach,

namely BN classifiers, expecting model adaptation to even-

tual irregularities in physical features. Logical labeling has

already been tested using a naive bayesian classifier, and in-
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Figure 2. (a):A example of Bayesian Network.
(b):Naive Bayesian Classifier.

teresting results were obtained [13]. But the advantage of

BN classifiers over naive bayesian classifiers, is that they

allow the selection of the most salient features and relation-

ships between features.

The rest of the paper is organized as follows. Section

2 presents a brief introduction on BN, BN classifiers, and

their learning and inference processes. Section 3 exposes

our specific genetic approach for learning BN classifiers.

The system overview of our application framework is then

described in section 4, and some results on tables of con-

tents of different periodicals are given in Section 5.

2 Bayesian Networks

We need firstly to give a formal definition of BN in order

to expose their learning and inference problems. But since,

we use them in a classification problem, we will focus on

BN classifiers.

For a set of random variables X = {X1, X2, . . . , Xn}, a

corresponding BN is represented partly by a Direct Acyclic

Graph (DAG), in which the nodes represent the variables

and the edges express the dependence between variables

(Figure 2a). To each variable Xi corresponds the set of

its parents ΠXi
formed by the variables it depends upon.

The second part of the BN is the set of conditional prob-

abilities P (Xi|ΠXi
) according to the graph. The prob-

ability among the set X can thus be decomposed by:

P (X1, X2, . . . , Xn) =
∏n

i=1
P (Xi|ΠXi

).

When BNs are used for classification problems, the set

of variables is composed of the class C and of attributes

(features) A1, A2, . . . , An, with n being the number of at-

tributes. The naive bayesian classifier is a particular case

of BNs, in which the attributes are assumed mutually inde-

pendent (Figure 2b). Such strong hypothesis, however, is

usually unfounded, and the general BN structure is much

more powerful.

Bayesian Network learning consists of two parts: learn-

ing the graph structure and learning the conditional proba-

bilities. Learning the structure, requires a search procedure

with a score function. Two main types of score functions

have been used: MDL (Minimum Description Length) [4],

and bayesian [2]. However this general learning problem

is NP–Hard [6]. Therefore, non-deterministic approaches

have been experimented, as for example genetic algorithms

[8]. Also, constraints can be imposed among the random

variables or on the structure types. For classifiers in particu-

lar, different restrictive structures have been studied [4, 10].

The main goal is to assume a minimum of constraints on the

structure to be as general as possible, but at the same time to

make their manipulation as simple and efficient as possible.

Conditional probabilities can be estimated using suffi-

cient statistics which correspond, for the case of discrete

random variables, to counting from the training set the num-

ber of occurrences of each combination of variable/parents.

Given a training set U containing vectors of values, and

V al(Xi) = {x1

i , x
2

i , . . . , x
ri

i } the value domain of Xi ∈ X,

with ri the number of the possible values for Xi. Let qi be

the number of distinct values of ΠXi
according to the train-

ing set U: πj
i with j ∈ {1, 2, . . . , qi}. We note Nijk the

number of cases in U for which Xi = xk
i and ΠXi

= πj
i .

Then the conditional probabilities can be estimated from

U and the network structure by simply counting the Nijk:

P [Xi = xk
i |ΠXi

= πj
i ] = Nijk/

∑ri

k=1
Nijk.

For the general BN model, the inference process consists

in determining various probabilities of interest within the

model. This problem being NP–Hard, several approximate

algorithms have been proposed [6]. But the classifier infer-

ence problem is much simpler. It only requires the com-

putation of the class probabilities give the attribute values :

P (C|A1, A2, . . . , An) = α · P (C|ΠC) ·
∏n

i=1
P (Ai|ΠAi

),
with α being a normalization factor [4].

3 Learning BNs: proposed approach

We propose a new method for learning BN structure us-

ing Genetic Programming [7] (not to be confused with ge-

netic algorithms). GP is an evolutionary algorithm that

evolves an initial population of individuals (programs) and

seeks to discover the best breed of programs using three ba-

sic genetic operators: selection biased toward the fitest in-

dividuals, crossover to exchange genetic material between

individuals, and mutation to stem new genetic material. GP

typically uses a tree structure to represent programs [5],

where the tree nodes are primitives of the solution domain.

Branches in the tree represent primitive functions and leave

denote the problem parameters. For our BN classifier prob-

lem, the programs will correspond to network structures and

the fitness function will be computed from the score func-

tion. The node will correspond to the random variables of

the BN, and the father-son relations will define the depen-

dence between variables. Now the main problem is to define

a procedure to convert a rooted tree structure into a DAG

structure. The solution is to iterate over the tree and insert
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each arc into the DAG structure as long as it does not induce

a cycle. Arc that produce a cycle are simply discarded. And

since the GP framework is constrained so that the tree root

is always the class variable, and also since attributes can

appear any number of times in the tree, then all DAG struc-

tures can stem from the trees. For more details, the reader

is referred to [12].

For the fitness function, both the bayesian [2] and the

MDL function [10] have been tested. We tried also to com-

bine linearly the two functions, with a positive factor for

the bayesian one which has to be maximized, and a neg-

ative factor for the MDL function which has to be mini-

mized. Finally, the score function corresponds to this com-

bination weighed using the recognition rate on the training

set obtained by applying the learned RB on the training data.

To evaluate the fitness of an individual, the following steps

are needed. First, the tree structure has to be converted to

a graph structure, using the defined conversion procedure.

Second, the conditional probabilities of the BN classifier

must be estimated from the training set. Finally, the score

function can be computed and it will correspond to the fit-

ness measure for the GP selection process.

4 Application to logical labeling

For our logical labeling problem, we use a BN model

as a classifier, to recognize relationships between physical

description and logical label of given text blocks. The at-

tributes represent the physical features of text blocks and

the class variable corresponds to the label that has to be

assigned to each block. We applied our method to tables

of contents documents in periodical magazines, because of

their complexity and variety in form, and of their content

structure (Figure 1). The information to extract is orga-

nized in different text categories, that must be recognized

and stored in a re-usable format. For each magazine, a clas-

sifier will be built to model the logical structure of its table

of contents.

Text blocks are provided by a segmentation process on

document images, using tools that were developed in our

laboratory [9]. These tools are adapted to the type of doc-

uments we consider. A basic layout structure is composed

of a hierarchy of geometric text blocks: characters, words

and lines. Typographical information for word level blocks

can also be extracted, giving a set of typographical families,

each one being composed of words having a single font. In

order to describe each block by an attribute vector, several

features can be extracted: the typographical family of the

block, its left and right neighbors, the alignment and the

horizontal and vertical spacing. Exactly 8 discrete features

are used. For each block, A1, A2, A3 are typographical fam-

ilies of respectively the block itself and its left and right

neighbors; A4, A5 are left and right horizontal distances;

A6 corresponds to the alignment of the line that contains

the considered block; A7, A8 are above and under vertical

distances. Finally, C is the class whose values are the differ-

ent labels according the content of the processed document.

We principally use the following labels: section title, article

title, author, page number, summary and a value associated

to the not labeled words.

5 Experiments

We implemented the BN’s learning process and applied

it to document images corresponding to tables of contents

pages from four periodical magazines. The constitution of

the training and test sets is shown in Table 2. For the ge-

netic learning process, population size was fixed at 500 in-

dividuals, tournament selection mode was chosen, and dif-

ferent numbers of generations were used. For each period-

ical, learning was conducted 8 times with various param-

eters, leading to 8 corresponding BNs. For each of them,

we performed the inference process on the document test

set on a per page basis. Recognition results are summarized

in Table 1 for the BN that had the best score and for the

BN that, on average, provided the best performance. We

can observe that the best score BNs are not the most effec-

tive. These rates are compared to those obtained using the

naı̈ve bayesien classifier (NBC) according to results given

in [13] using the same features on the same document base.

Different cases can be observed. For example, we can see

for the periodical [1], an improvement of the mean rate us-

ing the learned BN while the minimum and maximum rates

are lower compared with the NBC. These results can be ex-

plained by the structures of the learned BNs.

Figure 3 presents the BNs structures giving the best mean

recognition rate for the test set and for which recognition

rates are given in the Table 1. We can see that the structures

produced by the learning process express independence be-

tween attribute variables in most cases. This is mainly due

to our feature set and the nature of our data. We can de-

duce that our learning method is efficient because it gave

us network structures that better reflect the dependencies in

the data, even if these structures ressemble those of naı̈ve

bayesian classifiers, but the score function has to be im-

proved.

6 Conclusion

In this paper, a generic probabilistic model is proposed

for logical labeling in documents using BNs Classifiers. The

goal is to perform this labeling automatically. The model

is built with a supervised learning task on the basis of a

training set. A prototype has been implemented and applied

to periodical magazines. Significant results have been ob-

tained, however for some documents, recognition rates were

not satisfying. It is due to instability at the physical and the

logical levels, for example, the quality of documents does
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Best score BN (%) Best mean rate BN (%) NBC (%)

mean max min mean max min mean max min

[1] 82.8 92.4 53.8 88.6 98.5 62.1 82.6 99.3 65.9

[2] 91.2 95.8 85.8 94.0 97.9 88.8 94.7 97.9 88.3

[3] 94.3 96.3 86.7 94.4 96.3 86.7 92.8 96.6 84.0

[4] 88.8 94.7 78.1 91.1 96.9 81.3 93.2 98.2 85.6

Table 1. Recognition rates on the test set for the learned BN (best score and best mean) and the naı̈ve
bayesian classifier; mean, max and min are computed over all document pages.

Training set Test set

periodicals #pages #words #pages #words

[1] Biofutur 3 462 7 1139

[2] Cahiers. . . 3 489 7 1328

[3] Nature 4 1718 14 6059

[4] NewsWeek 3 641 11 2445

Table 2. Documents training set.
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Figure 3. Learned BNs for each periodical: (a)
Best mean rate BNs; (b) Best score BNs.

not always allow a perfect segmentation and feature extrac-

tion. We compared learned BNs to naı̈ve bayesian classi-

fiers but the difference was not significant because of the

nature of our data which is particularly well represented by

naı̈ve structures. In our work, we considered two distinct

problems: BN’s learning and logical labeling for document

interpretation. This experience showed, on the one hand,

that naı̈ve structures are more adapted to our data, that’s the

reason why we plan to test genetic learning to select the

best features while maintaining a naı̈ve structure. On the

other hand, it will be interesting to test our learning method

on data in a context that needs to find more complex BNs

structures.
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