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In recent years, the assistive technologies and stroke rehabilitation methods have been empowered by the use of virtual reality
environments and the facilities o	ered by brain computer interface systems and functional electrical stimulators. In this paper, a
therapy system for stroke rehabilitation based on these revolutionary techniques is presented. Using a virtual reality Oculus Ri

device, the proposed system ushers the patient in a virtual scenario where a virtual therapist coordinates the exercises aimed at
restoring brain function. �e electrical stimulator helps the patient to perform rehabilitation exercises and the brain computer
interface system and an electrooculography device are used to determine if the exercises are executed properly. Laboratory tests on
healthy people led to system validation from technical point of view. �e clinical tests are in progress, but the preliminary results
of the clinical tests have highlighted the good satisfaction degree of patients, the quick accommodation with the proposed therapy,
and rapid progress for each user rehabilitation.

1. Introduction

�e worldwide statistics reported by World Health Orga-
nization highlight that stroke is the third leading cause of
death and about 15 million people su	er stroke worldwide
each year [1]. Of these, 5 million are permanently disabled
needing long time assistance and only 5 million are consid-
ered socially integrated a
er recovering. Recovering from a
stroke is a di�cult and long process that requires patience,
commitment, and access to various assistive technologies
and special devices. Rehabilitation is an important part of
recovering and helps the patient to keep abilities or gain back
lost abilities in order to become more independent. Taking
into account the depression installed a
er stroke, it is very
important for a patient to bene
t from an e�cient and fast
rehabilitation program followed by a quick return to com-
munity living [2]. In the last decade, many research groups
are focused on motor, cognitive, or speech recovery a
er
stroke like Stroke Centers from Johns Hopkins Institute [3],

ENIGMA-Stroke Recovery [4], or StrokeBack Consortium
funded byEuropeanUnion’s Seventh FrameworkProgramme
[5]. Important ICT companies bring a major contribution
to the development of technologies and equipment that
can be integrated into rehabilitation systems. For example,
Stroke Recovery with Kinect is a research project to build
an interactive and home-rehabilitation system for motor
recovery a
er a stroke based onMicroso
 Kinect technology
[6].

In the last years, the virtual reality (VR) applications
received a boost in development due to VR headset prices
that dropped below $1000, allowing them to become a mass-
market product [7]. �e VR was and still is especially used
for military training or video games to provide some sense
of realism and interaction with the virtual environment to
its users [8]. Now it attracts more and more the interest of
physicians and therapist which are exploring the potential
of VR headset and augmented reality (AR) to improve the
neuroplasticity of the brain, to be used in neurorehabilitation
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and treatment of motor/mental disorders [9]. However,
considering the diversity of interventions and methods used,
there is no evidence that VR therapy alone can be e�cacious
compared with other traditional therapies for a particular
type of impairment [10].�is does notmean that the potential
of VR was overestimated and the results are not the ones
that were expected. �e VR therapy must be complemented
with other forms of rehabilitation technologies like robotic
therapy, brain computer interface (BCI) and functional elec-
trical stimulation (FES) therapy, and nevertheless traditional
therapy to provide a more targeted approach [11].

SaeboVR is a virtual rehabilitation system exclusively
focusing on activities of daily living and uses a virtual
assistant that appears on the screen to educate and facili-
tate performance by providing real-time feedback [12]. �e
neurotechnology companyMindMaze has introducedMind-
Motion PRO, a 3D virtual environment therapy for upper
limb neurorehabilitation incorporating virtual reality-based
physical and cognitive exercise games into stroke rehabilita-
tion programs [13]. At New York Dynamic Neuromuscular
Rehabilitation, the CAREN (Computer Assisted Rehabilita-
tion Environment) based on VR is currently used to treat
patients poststroke and postbrains injuries [14]. EVREST
Multicentre has achieved remarkable results regarding the
use of VR exercises in stroke rehabilitation [15].

Motor imagery (MI) is a technique used in poststroke
rehabilitation for a long time ago. One of its major problems
was that there was not an objective method to determine
whether the user is performing the expected movement
imagination. MI-based BCIs can quantify the motor imagery
and output signals that can be used for controlling an external
device such as a wheelchair, neuroprosthesis, or computer.
�e FES therapy combined with MI-based BCI became a
promising technique for stroke rehabilitation. Instead of
providing communication, in this case, MI is used to induce
closed-loop feedback within conventional poststroke reha-
bilitation therapy. �is approach is called paired stimulation
(PS) due to the fact that it pairs each user’s motor imagery
with stimulation and feedback, such as activation of a func-
tional electrical stimulator (FES), avatar movement, and/or
auditory feedback [16]. Recent research from many groups
showed that MI can be recorded in the clinical environment
from patients and used to control real-time feedback and at
the same time, they support the hypothesis that PS could
improve the rehabilitation therapy outcome [17–21].

In a recent study, Irimia et al. [22] have proved the e�cacy
of combining motor imagery, bar feedback, and real hand
movements by testing a system combining a MI-based BCI
and a neurostimulator on three stroke patients. In every ses-
sion, the patients had to imagine 120 le
-hand and 120 right-
hand movements. �e visual feedback was provided in form
of an extending bar on the screen. During the trials where
the correct imagination was classi
ed, the FES was activated
in order to induce the opening of the corresponding hand.
All patients achieved high control accuracies and exhibited
improvements in motor function. In a later study, Cho et
al. [23] present the results of two patients who performed
the BCI training with 
rst-person avatar feedback. A
er
the study, both patients reported improvements in motor
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Figure 1: TRAVEE system architecture.

functions and both have improved their scores on Upper
Extremity Fugl-Meyer Assessment scale. Even if the number
of patients presented in these two studies is low, they support
the idea that this kind of systems may bring additional bene-

ts to the rehabilitation process outcome in stroke patients.

2. General System Architecture

�e BCI-FES technique presented in this paper is part of a
muchmore complex systemdesigned for stroke rehabilitation
called TRAVEE [24], presented in Figure 1. �e stimulation
devices, the monitoring devices, the VR headset, and a
computer running the so
ware are the main modules of the
TRAVEE system. �e stimulation devices help the patient to
perform the exercises and the monitoring devices are used to
determine if the exercises are executed properly, according to
the proposed scenarios. Actually, the TRAVEE system must
be seen as a so
ware kernel that allows de
ning a series
of rehabilitation exercises using a series of USB connectable
devices. �is approach is very useful because it o	ers the
patient the options to buy, borrow, or rent the abovemen-
tioned devices according to his needs and a
er connection,
the therapist may choose the suitable set of exercises.

�e TRAVEE system is based on a new and promis-
ing rehabilitation concept which implies the augmented/
magni
ed feedback of the movement of the impaired limb
and can be successfully applied especially in the early stages
of the rehabilitation therapy in order to close the loop that
may trigger the mirror neurons [25]. �ese mirror neurons
intermediate learning, indirectly controlling the brain
plasticity and the technique is known as mirror therapy for
stroke rehabilitation [26]. Despite the advantages of mirror
therapy in comparison with other standard techniques, some
disadvantages are obvious: it is di�cult to explain to a patient
how the mirror helps him: monotony, the patient’s condition



Wireless Communications and Mobile Computing 3

Monitoring
devicesStimulation

devices EOG eye
tracking

BCI

FES

HMD

Virtual
therapist

Processing and
control unit

Patient

�erapist

Figure 2: �e BCI-FES TRAVEE subsystem.

Figure 3: �e hand rehabilitation exercise.

and position, the lack of challenging task, and so on. [27]. By
replacing the physical mirror with a VR headset the patient
has the same visual feedback that is needed to close the loop
that triggers the mirror neurons but without disadvantages
of the mirror therapy mentioned above. Once the patient
is immersed in the virtual world he is no longer a disabled
person and this has a good impact on patient’s self-esteem.
Within the TRAVEE project, encouraging results were
obtained for the development of a virtual reality system
for poststroke recovery using an inertial movement unit, a
glove with sensors, a Myo Armband with electromyography
sensors, and an Oculus Ri
 headset [28]. An alternate imple-
mented system contains a Leap Motion device for patient’s
limbs movements monitoring, a VR headset, and a haptic
module attached to patient’s arm also o	ering better results
than standard therapy methods [29].

3. Materials and Methods

For the current study, the BCI-FES TRAVEE subsystem
is composed of FES as stimulation device, BCI and an
electrooculography (EOG) system as monitoring devices,
Oculus Ri
 as VR headset, and a laptop, Figure 2.

�e rehabilitation exercise was focused on �exion and
extension of hand and 
ngers (Figure 3).�e patient is seated
in a wheelchair or normal chair. �e FES electrodes are

Figure 4: Patient executing a rehabilitation exercise.

mounted on extensors muscles of both hands as shown in
Figure 3 and the FES so
ware module is started in order to
determine the FES parameters (intensity and timings of the
current impulse: rising, front, and falling). �en, the EOG
electrodes and EEG helmet are mounted and the correct
acquisition of the signals is veri
ed. Before attaching the VR
headset, the therapist sits in front of the patient explaining
what he will see by showing him the following: the virtual
therapist will raise the hand like in Figure 3 (the le
 hand
of the therapist is the right hand of the patient); a big arrow
will appear on the upper le
 or right of the screen depending
on virtual therapist indications and the patient will also hear
sounds from the le
 or the right. A
er explanations, the VR
headset is mounted on (Figure 4), EOG system is calibrated,
and the recovery exercise may begin, but not before the
real therapist tells the patient that he has the possibility of
choosing between two views: front view (the virtual therapist
is located in front of the patient) or mirror view (the virtual
therapist is located on the le
 side and a mirror is in front of
them, like in a dance room) presented in Figure 5.

For the EOG calibration, a red spot appears for 2.5
seconds on a white background displayed on the VR system
in di	erent places, in the following order: center, upper right,
center, upper le
, center, lower le
, center, lower right, and
center. �e user has to gaze at the spot in each location. �e
calibration is very important for an accurate calculation of the
gaze points (eye tracking) during the tests.

In order to provide VR and FES feedback according to
the patient’s imagined movement, a set of spatial 
lters and
classi
er have to be created [22]. First, we are recording 4
runs of training data. Each run consists of 20 right- and 20
le
-MI trials, in a random order. We use the trial time course
and signal processing algorithms presented in [22]. Each trial
lasts 8 seconds. At second 2 a beep informs the user about
the upcoming cue. At second 3, the cue is presented and
marks the moment when the user has to start imagining the
movement shown by the virtual therapist until the end of
the trial. While recording the test data, starting with second
4.25, the user sees the virtual hand indicated by the cue
moving, and at the same time, the neurostimulator induces
the patient’s corresponding hand opening. A
er the spatial

lters and classi
er are created, we are recording 2 more
runs, where the VR and FES feedback are provided to the
patient between seconds 4.25 and 8 of each trial only if the
classi
cation result is correct. By comparing every sample
of the classi
cation result with the presented cue for each



4 Wireless Communications and Mobile Computing
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Figure 5: �e VR environment in which the patient is immersed: (a) and (c) patient views; (b) and (d) world views; (a) the therapist in front
of the patient; (c) the therapist on the le
 side of the patient with mirror in the front.

trial during the last 2 runs, we are calculating a control error
rate course for that session. Except the 
rst session, while
recording the 4 train data runs, we are using the set of spatial

lters and classi
er calculated in the previous session of that
patient only if the control error rate for that session was
smaller than 20%.

4. EEG and EOG Recording

�e BCI-FES subsystem consists of a 16-channel biosignal
ampli
er (g.USBamp, g.tec medical engineering GmbH) and
an 8-channel neurostimulator (MOTIONSTIM8,KRAUTH+
TIMMERMANN GmbH). �e EEG signals are collected
from 12 positions over the sensorimotor areas according to
the 10–20 International System, as seen in Figure 6(a). �e
last four channels are used in di	erential mode to record the
vertical and horizontal EOG. Figure 6(b) presents the EOG
electrodes position of the subject’s head. �e EEG and EOG
data are sampled at 256Hz and notch-
ltered for excluding
the 50Hz noise. �e EEG data are bandpass 
ltered between
8 and 30Hz and then fed to the processing algorithm that
performs spatial 
ltering with the Common Spatial Patterns
(CSP) method [30, 31] and Linear Discriminant Analysis
(LDA) classi
cation [22, 32]. �e EOG data are 
ltered with
a moving average 
lter in order to calculate the average of the
last 128 samples.

To acquire EOG signals the same EEG device was used
but from all the EEG electrodes of the gTec–g.USBamp, 4 of
themwere used for EOGsignals.�e eye tracking is necessary
because patient needs constant motivation and attention
during training/recovering session from a therapist. In fact,
a
er a while, the patient does not pay attention any more, is
falling asleep, or is looking at/thinking of something else. By
using the electrooculography (EOG) based eye tracking, the
system is able to determine if the patient is concentrated and
warns the patient if he is not. Figure 7 presents the output
of the implemented algorithm for detecting the gaze point of
the subject on the image in front of him. Figure 7(a) shows
the processed HEOG and VEOG while Figure 7(b) displays
the movement of the gaze point based on HEOG and VEOG.

5. Technical and Clinical Testing

�eonline signal processing and classi
cation of the EEG sig-
nals were done by using the Common Spatial Patterns 2 class
BCI Simulink model provided by g.tec medical engineering
GmbH and the o�ine analysis of the data was done using
g.BSanalyze so
ware provided by the same company. For the
EOG processing we developed a Simulink block containing
an algorithm that processes the EOG signals and outputs the
�-� gaze normalized coordinates with respect to the center
point of the image displayed on the VR system. �e whole
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Figure 6: (a) EEG electrodes positions according to the 10–20 International System; (b) EOG electrodes displacement.
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Figure 7: (a) HEOG and VEOG recorded for 100 seconds; (b) the gaze position on the image during 100 seconds of recording.

systemwas 
rst tested on 3 healthy people and then some 
ne
tunings were done based on their suggestions in order to get
high accuracy and a good repeatability coe�cient. All three-
healthy people achieved low control error rates, comparable
to the ones presented by Ortner and colleagues in [33].

Before starting the tests on patients within clinical envi-
ronment, this study was approved by the institutional review
board of the National Institute of Rehabilitation, Physical
Medicine and Balneoclimatology from Bucharest, Romania,
and each patient signed informed consent and an authoriza-
tion for videos and photographs release before starting the
study. �e general clinical pro
le of the patients included in
the study was afebrile, aware, temporospatial oriented, and

cardiorespiratory balanced,without digestive or reno-urinary
complains, with poststroke central neuromotor syndrome.
From the whole patients, one-third was women and two-
thirds were men, with ages between 52 and 79 years old.
�e inclusion criteria was stable neurological status; stable
consciousness state; signi
cant and persistent neuromotor
de
cit; disability for at least two of the following: mobil-
ity, self-help capacity, communication, sphincter control,
deglutition; su�cient cognitive functions to allow learning;
communication ability; su�cient physical exercise tolerance.

�e clinical tests are in progress and until this moment
the proposed system was tested on 7 patients. Each of them
performed three training sessions, and all of them were able
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Table 1: Mean and minimal control error rate values for seven patients.

Subject Session Mean error [%] Minimal error [%]

S1

1 20.62 5.48

2 20.62 7.11

3 26.48 19.70

S2

1 23.96 11.97

2 24.60 14.10

3 28.83 21.00

S3

1 33.56 22.78

2 37.00 21.35

3 35.58 29.51

S4

1 32.58 24.77

2 31.54 24.61

3 37.21 26.22

S5

1 18.50 7.36

2 19.72 10.72

3 20.80 9.45

S6

1 19.20 6.37

2 19.25 7.68

3 19.58 1.95

S7

1 28.19 15.00

2 25.53 13.56

3 21.91 5.13

Mean values 25.96 14.56
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Figure 8: �e error rate in time for subject S6, session 3.

to achieve a low control error rate over the whole system.
Table 1 presents the mean and minimal control error rate
achieved by each patient. �e mean error rate is calculated as
the mean of the errors for each time point between seconds
4.25 and 8 of the last 2 runs. Figure 8 presents the error rate
in time for subject S6, session 8, when he achieved the lowest
control error rate, indicated by the red circle at second 6.8.

Except for subjects S3 and S4, all patients exhibited
control error rates lower than 20% in at least one session. At

this time of the study, it is premature to make evaluations
of the rehabilitation outcome of the patients, but, based on
their feedback a
er each session, the VR system makes them
remain focused on the task that they have to perform, and
they see everything like an interactive game. �e fact that
they are cognitively involved in this task, unlike having a
passive or bored attitude, obviously brings additional bene
ts
to rehabilitation process outcome.

At the beginning, it was di�cult for the patients to under-
stand how to concentrate on imagining the movement of
their impaired limb as part of the rehabilitation exercise. For
those with a low-level education, it was unclear how such a
concentration e	ort regarding their limbmovement will help
them.�is was observed especially when the systemwas used
only with BCI module without VR. �e indications on what
they had to do were very poor in information (just a simple
sound and an arrow to indicate le
 or right). Also, the activity
around the patient disturbed him very easily from imagining
the movement. �e patients needed around 5 training ses-
sions in order to learn how to imagine the movements and
to obtain a good neurofeedback. By adding VR, the number
of training sessions was decreased to one or (very rarely) two.

Analyzing the questionnaires, it was concluded that the
average user satisfaction was around 3, the answers being
highly in�uenced by the patients’ understanding of the
rehabilitation therapy because most of them expected to
recover themselves based on the therapist’s activity and not
to be consciously involved in the rehabilitation process. �at
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depends also on the education degree. However, the overall
patients’ impressionwas that they felt and saw an encouraging
improvement in recovering a
er using the proposed system.

For the next months, we plan to organize two groups of
patients: a test group and a control group. �e test group
will perform up to 25 sessions of training with the system,
while the control group will perform only classical rehabili-
tation therapy. When 
nishing the study, the results will be
compared between groups and a statistical analysis will be
performed on the results to see if the test group function
improvements are statistically and signi
cantly higher than
the ones of the control group.

6. Conclusions

In this paper, a BCI-FES system for stroke rehabilitation
is presented. Besides stimulation device, the BCI and EOG
systems supervise how exercises are performed and the
patient’s commitment and Oculus Ri
 headset facilitates the
patient’s immersion in VR. By using this system, the patient
is not distracted by the real environment or by events around
him. He is just immersed in VR where the virtual therapist
tells and shows him how to perform every exercise and a red
big arrow is shown every time. �e patient is focused most
of the time, but if he loses his concentration the eye tracking
system detects this and gives a warning.

�e technical performances were validated by testing the
system on healthy persons with good knowledge in assistive
technologies. �e healthy people achieved low control error
rates, comparable to the ones reported in the literature.

�e clinical tests are in progress, but the preliminary
ones are very encouraging regarding fast accommodation
and satisfaction of each patient. �is approach of combining
VR and BCI and FES facilities can e	ectively speed up the
rehabilitation period and increase the users’ optimism and
the desire to exercise and recover lost skills. By involving the
brain via BCI and VR the system proved to be more e	ective
than the standard techniques.

�e clinical tests last for several months for a signi
cant
number of subjects but once these will be completed the
Likert questionnaires and technical 
les of all subjects will be
analyzed.

Conflicts of Interest

�e authors declare that there are no con�icts of interest
regarding the publication of this paper.

Acknowledgments

�is work was supported by the Romanian National Author-
ity for Scienti
c Research (UEFISCDI), Project 1/2014 Virtual
�erapist with Augmented Feedback for Neuromotor Recov-
ery (TRAVEE).

References

[1] Stroke Statistics,�e Internet StrokeCenter, http://www.stroke-
center.org/patients/about-stroke/stroke-statistics/, last visit
September 2017.

[2] Recovering A
er a Stroke: A Patient and Family Guide, http://
www.strokecenter.org/wp-content/uploads/2011/08/Recovering-
A
era-Stroke.pdf, last visit September 2017.

[3] Johns Hopkins Institute - Strock Centers, http://www.hopkins-
medicine.org/neurology neurosurgery/centers clinics/cerebro-
vascular/stroke/.

[4] ENIGMA-Stroke Recovery, http://enigma.ini.usc.edu/ongoing/
enigma-stroke-recovery/, last visit September 2017.

[5] StrokeBack Project, http://www.strokeback.eu/project.html,
last visit September 2017.

[6] Stroke recovery gets a boost from Kinect last visit September,
http://www.microsoft.com/en-us/research/blog/stroke-recovery-
gets-a-boost-from-kinect/.

[7] T. Bradshaw, “Virtual Reality gets its mass-market headset on,
Financial Times,” https://www.
.com/content/f8087e6e-8c66-
11e6-8aa5-f79f5696c731 last visit.

[8] A. Lele, “Virtual reality and its military utility,” Journal of Ambi-
ent Intelligence and Humanized Computing, vol. 4, no. 1, pp. 17–
26, 2013.

[9] K. Laver, S. George, S. �omas, J. E. Deutsch, and M. Crotty,
“Virtual reality for stroke rehabilitation: an abridged version of
a Cochrane review,” European Journal of Physical and Rehabili-
tation Medicine, vol. 51, no. 4, pp. 497–506, 2015.

[10] B. H. Dobkin and A. Dorsch, “New evidence for therapies in
stroke rehabilitation.,” Current Atherosclerosis Reports, vol. 15,
no. 6, p. 331, 2013.

[11] W.-P. Teo, M. Muthalib, S. Yamin et al., “Does a combination of
virtual reality, neuromodulation and neuroimaging provide a
comprehensive platform for neurorehabilitation?—A narrative
review of the literature,” Frontiers in Human Neuroscience, vol.
10, article no. 284, 2016.

[12] Bene
ts of Virtual Reality for Stroke Rehabilitation, http://www
.saebo.com/bene
ts-virtual-reality-stroke-rehabilitation/, last
visit September 2017.

[13] L. Panjwani, Virtual Reality �erapy Designed to Help Stroke
Patients Recover last visit September, http://www.rdmag.com/
article/2017/08/virtual-reality-therapy-designed-help-stroke-pa-
tients-recover.

[14] Virtual Reality in Stroke Rehabilitation at NYDNR, https://
nydnrehab.com/treatment-methods/neurorehab/virtual-reality-
in-stroke-rehabilitation/.

[15] Stroke Outcomes Research Canada, sorcan.ca/current-pro-
jects/,.

[16] N. Sabathiel, D. C. Irimia, B. Z. Allison, C. Guger, and G.
Edlinger, “Paired associative stimulation with brain-computer
interfaces: A new paradigm for stroke rehabilitation,” Lecture
Notes in Computer Science (including subseries Lecture Notes
in Arti	cial Intelligence and Lecture Notes in Bioinformatics):
Preface, vol. 9743, pp. 261–272, 2016.

[17] K. K.Ang, C.Guan, K. S. G. Chua et al., “A large clinical study on
the ability of stroke patients to use anEEG-basedmotor imagery
brain-computer interface,” Clinical EEG and Neuroscience, vol.
42, no. 4, pp. 253–258, 2011.

[18] F. Pichiorri, F. De Vico Fallani, F. Cincotti et al., “Sensorimotor
rhythm-based brain-computer interface training: �e impact
on motor cortical responsiveness,” Journal of Neural Engineer-
ing, vol. 8, no. 2, Article ID 025020, 2011.

[19] R. Ortner, D. C. Irimia, J. Scharinger, and C. Guger, “A motor
imagery based brain-computer interface for stroke rehabilita-
tion,” Stud Health Technol Inform, vol. 181, pp. 319–323, 2012.

http://www.strokecenter.org/patients/about-stroke/stroke-statistics/
http://www.strokecenter.org/patients/about-stroke/stroke-statistics/
http://www.strokecenter.org/wp-content/uploads/2011/08/Recovering-Aftera-Stroke.pdf
http://www.strokecenter.org/wp-content/uploads/2011/08/Recovering-Aftera-Stroke.pdf
http://www.strokecenter.org/wp-content/uploads/2011/08/Recovering-Aftera-Stroke.pdf
http://www.hopkinsmedicine.org/neurology_neurosurgery/centers_clinics/cerebrovascular/stroke/
http://www.hopkinsmedicine.org/neurology_neurosurgery/centers_clinics/cerebrovascular/stroke/
http://www.hopkinsmedicine.org/neurology_neurosurgery/centers_clinics/cerebrovascular/stroke/
http://enigma.ini.usc.edu/ongoing/enigma-stroke-recovery/
http://enigma.ini.usc.edu/ongoing/enigma-stroke-recovery/
http://www.strokeback.eu/project.html
http://www.microsoft.com/en-us/research/blog/stroke-recovery-gets-a-boost-from-kinect/
http://www.microsoft.com/en-us/research/blog/stroke-recovery-gets-a-boost-from-kinect/
https://www.ft.com/content/f8087e6e-8c66-11e6-8aa5-f79f5696c731 last visit
https://www.ft.com/content/f8087e6e-8c66-11e6-8aa5-f79f5696c731 last visit
http://www.saebo.com/benefits-virtual-reality-stroke-rehabilitation/
http://www.saebo.com/benefits-virtual-reality-stroke-rehabilitation/
http://www.rdmag.com/article/2017/08/virtual-reality-therapy-designed-help-stroke-patients-recover
http://www.rdmag.com/article/2017/08/virtual-reality-therapy-designed-help-stroke-patients-recover
http://www.rdmag.com/article/2017/08/virtual-reality-therapy-designed-help-stroke-patients-recover
https://nydnrehab.com/treatment-methods/neurorehab/virtual-reality-in-stroke-rehabilitation/
https://nydnrehab.com/treatment-methods/neurorehab/virtual-reality-in-stroke-rehabilitation/
https://nydnrehab.com/treatment-methods/neurorehab/virtual-reality-in-stroke-rehabilitation/


8 Wireless Communications and Mobile Computing

[20] S. R. Soekadar, N. Birbaumer, M. W. Slutzky, and L. G. Cohen,
“Brain-machine interfaces in neurorehabilitation of stroke,”
Neurobiology of Disease, vol. 83, pp. 172–179, 2015.

[21] A. Remsik, B. Young, R. Vermilyea et al., “A review of the
progression and future implications of brain-computer inter-
face therapies for restoration of distal upper extremity motor
function a
er stroke,” Expert Review of Medical Devices, vol. 13,
no. 5, pp. 445–454, 2016.

[22] D. C. Irimia, M. S. Poboroniuc, R. Ortner, B. Z. Allison, and
C. Guger, “Preliminary results of testing a BCI-controlled FES
system for post-stroke rehabilitation,” in Proceedings of the 7th
Graz Brain-Computer Interface Conference 2017, September 18th
– 22nd, Graz, Austria, 2017.

[23] W. Cho, A. Heilinger, R. Xu et al., “Hemiparetic Stroke Reha-
bilitation Using Avatar and Electrical Stimulation Based on
Non-invasive Brain Computer Interface,” International Journal
of Physical Medicine & Rehabilitation, vol. 05, no. 04, 2017.

[24] TRAVEE,Virtual�erapist withAugmented Feedback forNeu-
romotor Recovery, http://travee.upb.ro/, last visit september
2017.

[25] D. Cinteza, “Modern Concepts of Recovery and Rehabilitation -
CNS A	ections (Mirror System),” Balneo-Research Journal, vol.
3, 2012.

[26] M. E. Michielsen, R. W. Selles, J. N. van der Geest et al., “Motor
recovery and cortical reorganization a
er mirror therapy in
chronic stroke patients: a phase II randomized controlled trial,”
Neurorehabilitation and Neural Repair, vol. 25, no. 3, pp. 223–
233, 2011.

[27] T. Muza	ar, R. K. Wadhwa, B. Diganta, N. Laisram, and
SY. Kothari, “Evaluation of Mirror �erapy for Upper Limb
Rehabilitation in Stroke,” in Vol 24(3): 63-9, vol. 24, p. 63,
September, IJPMR, 2013.

[28] R. G. Lupu, F. Ungureanu, and A. Stan, “A virtual reality system
for post stroke recovery,” in Proceedings of the 20th International
Conference on System 
eory, Control and Computing, ICSTCC
2016, pp. 300–305, Romania, October 2016.

[29] R. G. Lupu, N. Botezatu, F. Ungureanu, D. Ignat, and A.
Moldoveanu, “Virtual reality based stroke recovery for upper
limbs using leap motion,” in Proceedings of the 20th Interna-
tional Conference on System 
eory, Control and Computing,
ICSTCC 2016, pp. 295–299, Romania, October 2016.

[30] J. Müller-Gerking, G. Pfurtscheller, and H. Flyvbjerg, “Design-
ing optimal spatial 
lters for single-trial EEG classi
cation in
a movement task,” Clinical Neurophysiology, vol. 110, no. 5, pp.
787–798, 1999.

[31] B. Blankertz, R. Tomioka, S. Lemm, M. Kawanabe, and K.-R.
Müller, “Optimizing spatial 
lters for robust EEG single-trial
analysis,” IEEE Signal Processing Magazine, vol. 25, no. 1, pp. 41–
56, 2008.

[32] S. Lemm, B. Blankertz, T. Dickhaus, and K.-R. Müller, “Intro-
duction to machine learning for brain imaging,” NeuroImage,
vol. 56, no. 2, pp. 387–399, 2011.

[33] R. Ortner, J. Scharinger, A. Lechner, and C. Guger, “How many
people can control a motor imagery based BCI using com-
mon spatial patterns?” in Proceedings of the 7th International
IEEE/EMBS Conference on Neural Engineering (NER ’15), pp.
202–205, April 2015.



International Journal of

Aerospace
Engineering
Hindawi
www.hindawi.com Volume 2018

Robotics
Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

 Active and Passive  
Electronic Components

VLSI Design

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Shock and Vibration

Hindawi
www.hindawi.com Volume 2018

Civil Engineering
Advances in

Acoustics and Vibration
Advances in

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Electrical and Computer 
Engineering

Journal of

Advances in

OptoElectronics

Hindawi

www.hindawi.com

Volume 2018

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2013
Hindawi
www.hindawi.com

The Scientific 
World Journal

Volume 2018

Control Science
and Engineering

Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi

www.hindawi.com

 Journal of

Engineering
Volume 2018

Sensors
Journal of

Hindawi
www.hindawi.com Volume 2018

International Journal of

Rotating
Machinery

Hindawi

www.hindawi.com Volume 2018

Modelling &
Simulation
in Engineering
Hindawi

www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Chemical Engineering
International Journal of  Antennas and

Propagation

International Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Navigation and 
 Observation

International Journal of

Hindawi

www.hindawi.com Volume 2018

 Advances in 

Multimedia

Submit your manuscripts at

www.hindawi.com

https://www.hindawi.com/journals/ijae/
https://www.hindawi.com/journals/jr/
https://www.hindawi.com/journals/apec/
https://www.hindawi.com/journals/vlsi/
https://www.hindawi.com/journals/sv/
https://www.hindawi.com/journals/ace/
https://www.hindawi.com/journals/aav/
https://www.hindawi.com/journals/jece/
https://www.hindawi.com/journals/aoe/
https://www.hindawi.com/journals/tswj/
https://www.hindawi.com/journals/jcse/
https://www.hindawi.com/journals/je/
https://www.hindawi.com/journals/js/
https://www.hindawi.com/journals/ijrm/
https://www.hindawi.com/journals/mse/
https://www.hindawi.com/journals/ijce/
https://www.hindawi.com/journals/ijap/
https://www.hindawi.com/journals/ijno/
https://www.hindawi.com/journals/am/
https://www.hindawi.com/
https://www.hindawi.com/

