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Abstract—Non-dispersive infrared gas sensing is one of the best
gas measurement method for air quality monitoring. However,
sensors drift over time due to sensor aging and environmental
factors, which makes regular calibration necessary. In this paper,
we first propose a general belief function fusion framework
for NDIR gas sensor calibration, where we focus on getting a
reasonable fused belief function of the true CO2 level. To deal
with belief functions that may highly conflict with each other, we
further propose a modified weighted average approach which
utilizes the Wasserstein distance as a measure of the similarity
between the belief functions. The numerical experiments show
excellent initial results which confirms the belief function fusion
framework for NDIR gas sensor is possible.

Index Terms—Non-dispersive infrared gas sensor, drift, self
calibration, belief function fusion, Wasserstein distance.

I. INTRODUCTION

Gas sensors are devices used to measure the presence or
concentration of gases in an area and play an important
role in many applications. A non-dispersive infrared sensor
(NDIR sensor) is simple spectroscopic sensor in which a non-
dispersive element is used to filter out the broad-band light into
a narrow spectrum suitable to sense a specific gas [1] and [2].
However, NDIR sensors have been recognized to be sensitive
to variations of ambient temperature, atmospheric pressure,
humidity and some other environmental factors [3]. Moreover,
aging of the sensor components also results in inaccuracy of
the sensors. Due to this, regular calibration is needed for long-
term accuracy of the sensors.

Today, state of the art of infrared gas sensor self-calibration
is the well-established ABC technology (Automatic Baseline
Correction) where the sensor is calibrated to a fixed value
that is assumed to be the fresh air gas concentration [4].
However, this method does not work well in mega-cities where
the sensors never get exposed to fresh air. Thus, designing
more robust and smart self-calibration algorithms which can
be widely applied in different environments becomes more and
more important.

The multi-sensor information fusion [5] has become one of
the most popular tools for the sensor calibration. It combines
the data and information from multiple sensors to achieve
more specific inferences than it could be achieved by using
a single, independent sensor. In the field of multi-sensor data
fusion, the belief function theory (also know as Dempster-
Shafer (DS) theory) [6] has been widely applied since it
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provides a particularly convenient theoretical framework for
uncertainty modeling and propagation in the combination of
partially reliable information. For instance, in [7], [8], the
authors utilize the belief function fusion approach to achieve
self-localization of mobile sensors. In [9], the belief function
fusion is applied to solve the sensor fusion problem for anti-
personnel mine detection. However, the traditional DS theory
will result in unreasonable fused beliefs when the belief
functions provided by different sensors highly conflict with
each other. To mitigate this issue, pre-processing methods of
the original belief functions have been proposed [10]. In [11],
the authors proposed to incorporate average belief into the DS
combining rule. However, it can be easily seen that simple av-
erage assigns equal weight to each body of evidence and does
not consider the relationship among the evidence collected
from multiple sensors, which is often unreasonable in the real
application system. In this case, different weighted average
approaches [12]–[14] have been proposed to management the
conflicts between the belief functions and are shown to have
good performance.

In this paper, we propose a general belief function fusion
framework for our proposed multi-sensor information fusion
problem for the calibration of NDIR CO2 sensors. We next
propose a modified weighted average approach to deal with the
case where belief functions highly conflict with each other.
Different from the aforementioned works [12]–[14], which
utilize the Jousselme distance [15] or the modified Jousselme
distance as a measure of the distance between the belief
functions, we propose to use the Wasserstein distance [16]
as a measure of distance between the belief functions, since
the Jousselme distance will not be applicable for the case
where the belief functions are just simple Bayesian probability
measures.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we present a system model for our NDIR
CO2 sensor network and the corresponding problem formu-
lation for the sensor fusion. Consider an NDIR CO2 sensor
system, where we have N sensors which measure the time-
varying CO2 level in the same environment over a certain
time horizon. In this case, the N sensors are regarded as
measuring the same CO2 level at each time instant. According
to our previous work [17], by using the hidden Markov
model framework, each sensor can form its own posterior
distributions of the current true CO2 level given historical
measurements, i.e., the belief functions of the current true



Fig. 1. System model for sensor fusion. Sensor i self-awareness of measure-
ment errors results in belief Pi(x). The fused result P (x) is later used for
calibration at each sensor.

CO2 level. Denote the true CO2 level by x ∈ X , where
X = {x1, x2, ..., xM} denotes the set of all possible sensor
CO2 levels. We further use Pi(x), which is a probability
mass function, to denote the belief function of sensor i on
the true CO2 level. Since the sensors are unaware of the true
CO2 level, to infer on the current true CO2 level, the sensors
combine the information provided by each individual sensor,
i.e., fuse the belief functions of each individual sensor. Finally,
the fused fused belief function P (x) will be adopted as new
belief by all sensors (calibration). The system model depicted
above is shown in Fig. 1.

A. Belief Function Fusion via DS Rule

Assume that the belief functions provided by all N sensors
are reliable. Our objective in this case is to design a fusion
rule to combine the beliefs provided by all the N sensors. The
DS rule [6] provides a general framework for such a reasoning
problem with uncertain information or partial information. Let
i, j ∈ {1, 2, ..., N} be the index of the two sensors. Consider
the most simple two sensor fusion case, where we wish to
combine the belief function provided by sensori and sensorj .
Applying the DS combination rule will lead to the following:

(Pi ⊕ Pj)(xk) =
1

1− F
Pi(xk)Pj(xk),∀xk ∈ X , (1)

where F =
∑

xm,xn∈X
xm 6=xn

Pi(xm)Pj(xn) denotes the normaliz-

ing factor, and ‘⊕’ denotes the combination operator via DS
rule.

For the N sensors fusion case, the N -fold extension of the
DS rule with singleton sets results in:

P (xk) = (P1 ⊕ P2 ⊕ ...⊕ PN )(xk)

=
1

F ′ P1(xk)P2(xk)...PN (xk),∀xk ∈ X ,
(2)

where the normalizing factor F
′

=∑
xm∈X P1(xm)P2(xm)...PN (xm). The fused belief P (x) is

then further used by all the sensors.

B. Belief Function Fusion via Wasserstein Distance based
Weighted Average

As we mentioned before, the DS rule will result in un-
reasonable fused beliefs when the belief functions provided
by different sensors highly conflict each other, e.g., the DS
rule will fail when some sensors hold highly different belief
functions compared to the other sensors. To address the
above issue, we propose a weighted average approach, with
a weighting of each belief function based on its similarity
with other belief functions. To this end, we next introduce
the Wassertein distance as a measure of distance between
the belief functions. The Wasserstein distance is suitable for
the case where the underlying support sets of two probability
measures are different. Let Y and Z be two random variables
with probability distribution PY and PZ . The Wasserstein
distance W2 between PY and PZ is defined as following:

W2(PY , PZ) =√
min

PY Z :
∑

z PY Z=PY ,
∑

y PY Z=PZ

∑
y∈Y,z∈Z

|y − z|2PY Z(y, z).

(3)
The distance between the belief functions of sensori and
sensorj thus can be denoted by W2(Pi(x), Pj(x)),∀i, j ∈
{1, 2, ..., N}. After getting the distance between each pair of
the sensors, we normalize all distances into the interval [0, 1]
as follows:

Ŵ2(Pi(x), Pj(x)) =
2×W2(Pi(x), Pj(x))∑
i

∑
j W2(Pi(x), Pj(x))

. (4)

With the normalized distance measure provided above, the
similarity measure between belief functions Pi(x) and Pj(x)
can be written as:

S(Pi(x), Pj(x)) = 1− Ŵ2(Pi(x), Pj(x)). (5)

We further define the support degree of a given belief function
Pi as:

Supp(Pi(x)) =

N∑
j=1,j 6=i

S(Pi(x), Pj(x)), (6)

which characterizes the importance of the belief function
Pi. The corresponding weighting factor of belief func-
tion Pi is then obtained after normalization, where αi =

Supp(Pi(x))∑N
i=1 Supp(Pi(x))

. And the weighted average of all the N belief

functions can be expressed P̂ (x) =
∑N

i=1 αiPi(x). Following
[11], the fused belief function is finally obtained by using the
DS rule to combine P̂ (x) for N − 1 times:

P (x) = (P̂ ⊕ P̂ ⊕ ...⊕ P̂ )(x), (7)

where we apply the operator ‘⊕’ for N − 1 times.

III. NUMERICAL RESULTS

In this section, we present numerical results of our proposed
fusion rule compared to the traditional DS rule. We use data
acquired from five different NDIR gas sensors which are put
in a station at highway E18 in Sweden. The sensors are



Fig. 2. Consistent belief functions provided by the sensors.

Fig. 3. Fusion results of consistent belief functions.

measuring the CO2 level in the same environment and we
aim for inferring the true CO2 level based on the belief
functions provided by these five sensors. As a comprehensive
comparison, we show the numerical results for the following
two cases.

Case 1: The belief functions provided by all sensors are
consistent, no strong conflicts are present. The belief functions
of all the sensors are shown in Fig. 2. By applying both
Dempster’s rule and our proposed fusion rule, we can get the
fusion results as shown in Fig. 3. Based on Fig. 2, the true
CO2 level will be most likely around 482ppm, since all five
beliefs present a relatively high probability around 482ppm.
Consistently, as we can see from Fig. 3, both of the fused
beliefs presents a high peak at around 482ppm, which means
the true CO2 level is most likely to be around 482ppm. The
fused beliefs are quite similar for two different fusion rules.
Thus, we can conclude that both DS rule and our proposed
fusion rule work well under the case where all beliefs are
consistent.

Case 2: One sensor has strong conflict with the other
sensors. The belief functions of all the sensors and the
corresponding fusion results are presented in Fig. 4 and Fig.
5. Based on Fig. 4, we can see that the beliefs from the
majority of the sensors convey the consistence message which

Fig. 4. Conflicting belief functions provided by the sensors.

Fig. 5. Fusion results of conflicting belief functions.

again shows the true CO2 level is most likely around 482ppm.
However, the belief of the last sensor is conflicting and
suggests that the true level should be some value between
470ppm and 480ppm. In this case, a good fusion rule needs
to mitigate the negative effect of the ‘bad’ evidence provided
by the last sensor, and tries to reflect the evidence provided by
the majority ‘good’ belief functions. Accordingly, the fusion
results show that the DS rule fails since its fused belief
suggests that the true CO2 level is most likely around 478ppm,
while the majority of the sensors have a strong belief around
482ppm. On the other hand, our proposed fusion algorithm
still has good performance since it again has an obvious peak
around 482ppm.

IV. CONCLUSION

In this paper, we studied the self-calibration of NDIR gas
sensors under the framework of belief function fusion. It turns
out that the general belief function fusion framework can work
well in the case where no strong conflict happen and the
beliefs provided by multiple sensors are consistent. A weighted
average belief function fusion approach is proposed to deal
with the problem when belief functions highly conflict each
other. The numerical results show that for the latter case our
weighted average approach has much better and reasonable
fusion performance compared to the tradition DS fusion rule.
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