# Bellman function in stochastic control and harmonic analysis 

F. Nazarov* ${ }^{*}$ S. Treil ${ }^{\dagger}$ and A. Volberg ${ }^{\ddagger}{ }^{\ddagger}$


#### Abstract

The stochastic optimal control uses the differential equation of Bellman and its solution-the Bellman function. We show how the homonym function in harmonic analysis is (and how it is not) the same stochastic optimal control Bellman function. Then we present several creatures from Bellman's Zoo: a function that proves the inverse Hölder inequality, as well as several other harmonic analysis Bellman functions and their corresponding Bellman PDE's. Finally we translate the approach of Burkholder to the language of "our" Bellman function.

The goal of this paper is almost entirely methodological: we relate the ideas to each other, rather than presenting the new ones.
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## 1. GEnEral approach: Bellman equation for STOCHASTIC OPTIMAL CONTROL

### 1.1. Stochastic optimal control

The goal of this paper is methodological. We want to relate the equation of Bellman from optimal control of stochastic processes to the concept of Bellman function that appeared in the first preprint version of [10] in 1995, was developed extensively in [8], and proved to be very useful in [9], [5], [11], [12], [13], [17], [14]. We want also to connect the ideas behind the construction of Burkholder's function $b(x, y)=(|x|-(p-1)|y|)(|x|+|y|)^{p-1}$ (which gives the exact estimates in certain martingale inequalities) to the concept of the Bellman equation.

Let us start with the problem of control of rather general stochastic process. We will borrow the pieces of exposition from the book [6].

Let we have a stochastic process $x^{t}$ in $\mathbb{R}^{d}$, satisfying the following integral equation

$$
\begin{equation*}
x^{t}=x+\int_{0}^{t} \sigma\left(\alpha^{s}, x^{s}\right) d w^{s}+\int_{0}^{t} b\left(\alpha^{s}, x^{s}\right) d s \tag{1.1}
\end{equation*}
$$

Here $t$ is the time, $w^{t}$ is a $d_{1}$-dimensional Wiener process (white noise), $\sigma=\sigma(\alpha, y)$ is a $d \times d_{1}$ matrix, and $b$ is a $d$-dimensional vector. The process $\alpha^{t}$ is supposed to be a control that we have to chose. We denote by $A \subset \mathbb{R}^{d_{2}}$ the set of admissible controls, i. e. the domain where the vector of control parameters $\alpha$ runs.

The choice of stochastic process $\alpha^{s}$ (in our cases it will be also $d$-dimensional, $d_{2}=d$, except for the case in Section 3.3) gives us different "motions" -different solutions of (1.1). Of course, the questions about existence and uniqueness of the solution immediately arise, nut in this paper we just assume that the solution exists and unique.

From the practical point of view it is reasonable to consider that the values of the control process $\alpha^{s}$ at the time $s>0$ are chosen on the basis of observation of the process $x^{t}$ up to the moment $s$, so we think that (for each individual trajectory, i. e. for each point $\omega$ of
the probability space $\Omega) \alpha^{s}$ is the function of the trajectory $\left\{\left(t, x^{t}\right): 0 \leq t \leq s\right\}$, that is $\alpha^{s}=\alpha^{s}\left(x^{[0, s]}\right)$.

Suppose we are given the profit function $f^{\alpha}(y)$; on the trajectory $x^{t}$ for the time interval $[t, t+\Delta t]$ the profit is $f^{\alpha^{t}}\left(x^{t}\right) \Delta t+o(\Delta t)$.

Therefore, on the whole trajectory we get $\int_{0}^{\infty} f^{\alpha^{t}}\left(x^{t}\right) d t$.
We want to chose the control $\alpha=\left\{\alpha^{s}\left(x^{[0, s]}\right)\right\}$ to maximize the average profit

$$
\begin{equation*}
v^{\alpha}(x)=\mathbb{E} \int_{0}^{\infty} f^{\alpha^{t}}\left(x^{t}\right) d t+\lim _{t \rightarrow \infty} \mathbb{E}\left(F\left(x^{t}\right)\right) \tag{1.2}
\end{equation*}
$$

for the process $x^{t}$ starting at $x$. Here $F$ is a bonus function - one gets it when one retires.
The optimal average gain is what is called the Bellman function for stochastic control:

$$
\begin{equation*}
v(x)=\sup _{\alpha} v^{\alpha}(x) \tag{1.3}
\end{equation*}
$$

here supremum is taken over all admissible controls $\alpha ; x \in \mathbb{R}^{d}$ is the starting point of the process: it is the same $x$ as in (1.1)

It satisfies a well known Bellman differential equation, which we are going to explain now. The deduction of the Bellman equation for the stochastic optimal control is based on two things:

1. Bellman's principle,
2. Ito's formula.

We want to review them to show what changes have to be made to obtain our Bellman function of harmonic analysis pedigree.

Bellman's principle states that

$$
\begin{equation*}
v(x)=\sup _{\alpha^{s}} \mathbb{E}\left[\int_{0}^{t} f^{\alpha^{s}}\left(x^{s}\right) d s+v\left(x^{t}\right)\right] \tag{1.4}
\end{equation*}
$$

for each $t \geq 0$. Here the supremum is taken over all admissible control processes $\alpha^{s}$.
To explain it, let us fix some time $t>0$, and let us consider an individual trajectory of the system. The profit for the interval $[0, t]$ is given by

$$
\int_{0}^{t} f^{\alpha^{s}}\left(x^{s}\right) d s
$$

Suppose that the trajectory of the process has reached the point, say $y$, at the moment $t$. Then the maximal average profit we can gain starting at the moment $t$ from the point $y$ is exactly $v(y)$. Indeed, since the increments of $w^{s}$ for $s \geq t$ do not depend on $w^{\tau}, \tau<t$, and they behave as corresponding increments after time 0 , and the equations are time invariant, there is no difference between starting at time 0 or at time $t$. Applying now full probability
formula to take into account all possible endpoints $x^{t}$, we get exactly the Bellman Principle (1.4).

Ito's formula gives us a representation of $v\left(x^{t}\right)$ as a stochastic integral (one can also say that it is a formula for the stochastic differential of $v\left(x^{t}\right)$ ). We then going to hit this formula with the averaging $\mathbb{E}$ over the probability.

For a reader who is not familiar with the stochastic differential/integral calculus, we a going to explain the version of Ito's formula we need.

Let us fix moment of time $s$, and a small increment $\Delta s$. We want to estimate the difference $v\left(x^{s+\Delta s}\right)-v\left(x^{s}\right)$. Recall that $w^{s}=\left(w_{1}^{s}, w_{2}^{s}, \ldots, w_{d_{1}}^{s}\right)^{T} \in \mathbb{R}^{d_{1}}, x=\left(x_{1}, x_{2}, \ldots x_{d}\right)^{T} \in \mathbb{R}^{d}$, and denote $\Delta w^{s}:=w^{s+\Delta s}-w^{s}, \Delta w_{k}^{s}:=w_{k}^{s+\Delta s}-w_{k}^{s}$, etc.

Using Taylor's formula (we think that $v$ is smooth, which might not be the case, but we do not care now-we are heading towards formal deduction of the Bellman equation), we will have to consider the term

$$
\sum_{k=1}^{d} \frac{\partial v}{\partial x_{k}}\left(x^{s}\right) \sum_{j=1}^{d_{1}} \sigma_{k, j}\left(\alpha^{s}, x^{s}\right) \Delta w_{j}^{s}+\sum_{k=1}^{d} \frac{\partial v}{\partial x_{k}}\left(x^{s}\right) b_{k}\left(\alpha^{s}, x^{s}\right) \Delta s
$$

Since we are going to average over the probability, the first term in the sum will vanish-the terms $\Delta w_{k}^{s}$ are independent of $x^{s}$ and have zero averages. The second term can be rewritten as $\left(\mathcal{L}_{1}^{\alpha^{s}}\left(x^{s}\right) v\right)\left(x^{s}\right) \Delta s$, where the first order differential operator $\mathcal{L}_{1}^{\alpha}(x)$ is given by

$$
\mathcal{L}_{1}^{\alpha}(x):=\sum_{k=1}^{d} b_{k}(\alpha, x) \frac{\partial}{\partial x_{k}}
$$

The main difference between the stochastic calculus and the regular one that in the former we need to consider higher order terms. The next term in the Taylor formula will be

$$
\begin{equation*}
\frac{1}{2} \sum_{i, j} \frac{\partial^{2} v}{\partial x_{i} \partial x_{j}}\left(\Sigma_{k} \sigma^{j k} \Delta w_{k}^{s}+b_{j}\left(\alpha^{s}, x^{s}\right) \Delta s\right) \cdot\left(\Sigma_{k} \sigma^{i k} \Delta w_{k}^{s}+b_{i}\left(\alpha^{s}, x^{s}\right) \Delta s\right) \tag{1.5}
\end{equation*}
$$

Let us see what happens with this term after averaging over the probability: the terms involving $\Delta w_{k}^{s} \Delta s$ disappear again, and we can disregard the terms involving ( $\left.\Delta s\right)^{2}$, for they are $o(\Delta s)$. Since

$$
\mathbb{E} \Delta w_{k}^{s} \Delta w_{m}^{s}= \begin{cases}0, & k \neq m \\ \Delta s & k=m\end{cases}
$$

the averaging of the (1.5) gives

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathcal{L}_{2}^{\alpha^{s}}\left(x^{s}\right) v\right)\left(x^{s}\right)\right] \Delta s \tag{1.6}
\end{equation*}
$$

where the second order differential operator $\mathcal{L}_{2}^{\alpha}(x)$ is given by

$$
\mathcal{L}_{2}^{\alpha}(x):=\sum_{i, j=1}^{d} a^{i j}(\alpha, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}},
$$

and

$$
a^{i j}(\alpha, x):=\frac{1}{2} \sum_{k=1}^{d_{1}} \sigma^{i k}(\alpha, x) \sigma^{j k}(\alpha, x) .
$$

So, we have got an extra term with $\Delta s$ !
The higher order Taylor terms other than (1.5) will give us $\Delta s$ to powers greater than 1 , and, therefore, can be omitted by an obvious reason.

Gathering all together and integrating with respect to $d s$ we get

$$
\begin{equation*}
\mathbb{E}\left(v\left(x^{t}\right)\right)=v(x)+\mathbb{E} \int_{0}^{t} \mathcal{L}^{\alpha^{s}}\left(x^{s}\right) v\left(x^{s}\right) d s \tag{1.7}
\end{equation*}
$$

where $\mathcal{L}^{\alpha}(x):=\mathcal{L}_{1}^{\alpha}(x)+\mathcal{L}_{2}^{\alpha}(x)$. That is exactly the application of Ito's formula we need. ${ }^{1}$
Putting (1.7) into the Bellman Principle (1.4) one gets:

$$
0=\sup _{\alpha^{s}} \mathbb{E}\left[\int_{0}^{t} f^{\alpha^{s}}\left(x^{s}\right) d s+\int_{0}^{t} \mathcal{L}^{\alpha^{s}}\left(x^{s}\right) v\left(x^{s}\right) d s\right]
$$

Dividing by $t$ and letting $t$ tend to zero, one gets Bellman's equation on Bellman function $v$ :

$$
\begin{equation*}
\sup _{\alpha \in A}\left[\mathcal{L}^{\alpha}(x) v(x)+f^{\alpha}(x)\right]=0 \tag{1.8}
\end{equation*}
$$

(Of course, to justify taking the limit one has to make some assumptions, so the above presentation is not a complete proof, but just a general scheme, explaining how the Bellman equation was derived).

Notice that in the above Bellman equation (1.8) the supremum is taken not over all control processes $\alpha^{s}$, but over all admissible values $\alpha \in A \subset \mathbb{R}^{d_{2}}$.

Let us also notice, that the bonus function $F$ is not included in the equation: it usually figures in the boundary conditions and (or) inequalities that $v$ has so satisfy. We will see examples later, see Section 3.2 below.

Note, that it is possible to reverse the above reasonings, namely to show that if (under some additional assumptions) a function $v$ satisfies the Bellman equation (1.8) with appropriate boundary conditions, then it has to be the Bellman function (1.3).

In applications to the Harmonic Analysis we will be more interested in supersolutions of the Bellman equation, i. e. functions $V$ satisfying

$$
\begin{equation*}
\sup _{\alpha \in A}\left[\mathcal{L}^{\alpha}(x) V(x)+f^{\alpha}(x)\right] \leq 0 . \tag{1.9}
\end{equation*}
$$

Suppose the bonus function $F \equiv 0$ and the profit density $f^{\alpha}(x) \geq 0$. Then clearly the Bellman function $v$ from (1.3) is nonnegative. Then we claim that any $V \geq 0$ satisfying the "Bellman inequality" (1.9) majorates $v, V \geq v$.

[^1]Indeed, (1.9) implies that $-\mathcal{L}^{\alpha}(x) V(x) \geq f^{\alpha}(x)$. Using this inequality in the Ito's formula (1.7) for $V$ we get

$$
\begin{aligned}
V(x) & =\mathbb{E} V\left(x^{t}\right)-\mathbb{E} \int_{0}^{t}\left(\mathcal{L}^{\alpha^{s}}\left(x^{s}\right) V\right)\left(x^{s}\right) d s \\
& \geq \mathbb{E} V\left(x^{t}\right)+\mathbb{E} \int_{0}^{t} f^{\alpha^{s}}\left(x^{s}\right) d s \geq \mathbb{E} \int_{0}^{t} f^{\alpha^{s}}\left(x^{s}\right) d s
\end{aligned}
$$

(the last inequality holds because $V \geq 0$ ). Taking limit as $t \rightarrow \infty$ and then supremum over all controls $\alpha$, we get the desired inequality $V(x) \geq v(x)$.

One more remark: if $\sigma(\alpha, x) \equiv 0$, i. e. the stochastic integral (with respect to the Wiener process $w$ ) disappears from the equation (1.1) and we have only integral with $d s$, then the problem becomes essentially deterministic. Namely, to find the optimal control $\alpha$ one just needs to find it for each trajectory separately, i. e. to solve a deterministic problem. In the Bellman equation (1.8) the second order term $\mathcal{L}_{2}$ disappears, and we get as a result a first order PDE, which is exactly the classical (deterministic) Bellman-Jacobi equation from optimal control. The second order operator $\mathcal{L}_{2}$ reflects the specifics of the stochastic case.

## 2. HaRmonic analysis Bellman function

### 2.1. Harmonic analysis problems

By "harmonic analysis problems" we always will mean here some dyadic problem, dealing with averages over dyadic intervals. It is often possible to pass from a dyadic problem to a problem with analytic or harmonic function by using some kind of Green's formula, see [9].

By dyadic lattice $\mathcal{D}$ we mean the collection of all dyadic interval, i. e. the collection of all intervals of form $\left[j \cdot 2^{k},(j+1) \cdot 2^{k}\right), j, k \in \mathbb{Z}$.

If $I$ is an interval, we denote by $|I|$ its length, and by $\chi_{I}$ its characteristic function, $\chi_{I}(x)=1$ if $x \in I$, and $\chi_{I}(x)=0$ if $x \notin I$. Symbols $I_{+}$and $I_{-}$denote right and left halves of the interval $I$ respectively.

And finally, given a function $f$ we denote by $\langle f\rangle_{I}$ its average over the interval $I$,

$$
\langle f\rangle_{I}:=|I|^{-1} \int_{I} f(x) d x
$$

For an interval $I$ define the Haar function $h_{I}:=|I|^{-1 / 2}\left(\chi_{I_{+}}-\chi_{I_{-}}\right)$. The Haar system $\left\{h_{I}: I \in \mathcal{D}\right\}$ is an orthonormal basis in $L^{2}(\mathbb{R})$.

### 2.2. General remarks.

In "our" Bellman function deduction we must have several changes in the scheme. The most important change is that our time will be discrete. Let us postpone this modification. So, our time is still continuous.

The second change is that in most of our problems the corresponding Wiener process will be one-dimensional $\left(d_{1}=1\right)$. So, it simplifies the things a bit.

The matrix $\sigma(\alpha, x)$ will be so just a column $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{d}\right)^{T}$. Very often it will be very simple, just $\sigma_{k}=\alpha_{k}, k=1,2, \ldots, d$.

The first order operator $\mathcal{L}_{1}^{\alpha}$ will remain the same, but the second order part will be much simpler,
$\mathcal{L}_{2}^{\alpha}(x)=\frac{1}{2} \sum_{i, j} \sigma_{i}(\alpha, x) \sigma_{j}(\alpha, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \quad\left(=\frac{1}{2} \sum_{i, j} \alpha_{i} \alpha_{j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \quad\right.$ if $\left.\sigma_{k}=\alpha_{k}, k=1,2, \ldots, d.\right)$
Usually, the solutions of Bellman equation (1.8) are quite difficult to find, so in most cases we will be looking for supersolutions (1.9), when the equality is replaced by $\leq$ sign. The Bellman inequality (1.9) in our case usually mean some kind of convexity. For example, if there is no linear term $\mathcal{L}_{1}$, and the profit density $f^{\alpha} \equiv 0$, then, in the case $\sigma_{k}=\alpha_{k} \forall k$, the Bellman inequality (1.9) becomes

$$
\frac{1}{2} \sup _{\alpha} \sum_{i, j=1}^{d} \alpha_{i} \alpha_{j} \frac{\partial^{2} v}{\partial x_{i} \partial x_{j}} \leq 0
$$

i. e. exactly the concavity condition for $v$.

But let us consider a simple example to illustrate what we were saying.

### 2.3. An example: $A_{\infty}$ weights and their associated Carleson measures

We call a positive function $w$ on the line $\mathbb{R}$ an $A_{\infty}$ weight (dyadic $A_{\infty}$ weight, actually) if

$$
\begin{equation*}
\langle w\rangle_{J} \leq c_{1} e^{\langle\log w\rangle_{J}}, \quad \forall J \in \mathcal{D} \tag{2.1}
\end{equation*}
$$

Here $\mathcal{D}$ denotes a dyadic lattice on $\mathbb{R}$, and $\langle\cdot\rangle_{J}$ denotes the averaging over $J$.
We are going to use our Bellman function technique to prove the following result of Buckley [1] that can be found (along with it "continuous analogs) also in the paper of Fefferman-Kenig-Pipher [4].

Theorem 2.1. Let $w \in A_{\infty}$. Then

$$
\begin{equation*}
\forall I \in \mathcal{D}, \quad \frac{1}{|I|} \sum_{\ell \subset I}\left(\frac{\langle w\rangle_{\ell_{+}}-\langle w\rangle_{\ell_{-}}}{\langle w\rangle_{\ell}}\right)^{2}|\ell| \leq c_{2} \tag{2.2}
\end{equation*}
$$

where $c_{2}$ depends only on $c_{1}$ in (2.1).
The meaning of (2.2) is that a certain measure associated with $w \in A_{\infty}$ must be a Carleson measure.

### 2.3.1. "Common sense" approach

We present first a "naïve" approach, based essentially just on common sense, and then show how it correspond to the general scheme presented above.

Let us fix the averages $\mathbf{w}:=\langle w\rangle_{I}, \mathbf{u}:=\langle\log w\rangle_{I}$.
Define a function $\mathcal{B}=\mathcal{B}_{I}=\mathcal{B}_{I}(\mathbf{u}, \mathbf{w})$ of two real variables $\mathbf{u}, \mathbf{w}$ as

$$
\mathcal{B}_{I}(\mathbf{u}, \mathbf{w}):=\sup \frac{1}{|I|} \sum_{J \subset I}\left(\frac{\langle w\rangle_{J_{+}}-\langle w\rangle_{J_{-}}}{\langle w\rangle_{J}}\right)^{2}|J|
$$

where the supremum is taken over all weights $w$ on $I$ satisfying the $A_{\infty}$ condition (2.1) and such, that $\langle w\rangle_{I}=\mathbf{w},\langle\log w\rangle_{I}=\mathbf{u}$. We use the letter $\mathcal{B}$ here for Bellman.

Note, that the function $\mathcal{B}_{I}$ does not depend on the interval $I$ : it clearly doesn't change if one shifts the interval $I$, and the scaling is chosen in such a way, that $\mathcal{B}$ remains the same if one changes the size of $I$. Therefore, in what follows, we just skip the subscript $I$.

Clearly, the above Theorem 2.1 holds if and only if $\mathcal{B} \leq c_{2}$. Let us try to investigate the properties of the function $\mathcal{B}$. Clearly, the following properties hold

1. Domain: the function $\mathcal{B}$ is defined on the domain $D e^{\mathbf{u}} \leq \mathbf{w} \leq c_{1} e^{\mathbf{u}}$.

The first inequality here is just Jensen inequality $e^{\langle\log w\rangle_{I}} \leq\langle w\rangle_{I}$ (geometric mean is at most the arithmetic mean), and the second one is the $A_{\infty}$ condition (2.1).
It takes some effort to prove that for any pair $\mathbf{u}, \mathbf{w}$ from the domain one can find an $A_{\infty}$ weight $w$ such that $\langle\log w\rangle_{I}=\mathbf{u},\langle w\rangle_{I}=\mathbf{w}$, but we really do not need this fact to prove the theorem: we need it only to be sure that we did not miss anything in our Bellman function approach.
2. $0 \leq \mathcal{B} \leq c_{2}$; the first inequality just follows from the definition, and the second one is just our belief that the theorem is true;
3. The main inequality: for any three pairs $(\mathbf{u}, \mathbf{w}),\left(\mathbf{u}_{+}, \mathbf{w}_{+}\right),\left(\mathbf{u}_{-}, \mathbf{w}_{-}\right)$in the domain satisfying

$$
\mathbf{u}=\frac{1}{2}\left(\mathbf{u}_{+}+\mathbf{u}_{-}\right), \quad \mathbf{w}=\frac{1}{2}\left(\mathbf{w}_{+}+\mathbf{w}_{-}\right)
$$

the following inequality

$$
\begin{equation*}
\mathcal{B}(\mathbf{u}, \mathbf{w}) \geq\left(\frac{\mathbf{w}_{+}+\mathbf{w}_{-}}{\mathbf{w}}\right)^{2}+\frac{1}{2}\left(\mathcal{B}\left(\mathbf{u}_{+}, \mathbf{w}_{+}\right)+\mathcal{B}\left(\mathbf{u}_{-}, \mathbf{w}_{-}\right)\right) \tag{2.3}
\end{equation*}
$$

holds.
The explanation for this main inequality is rather simple: consider all $A_{\infty}$ weights $w$ such that $\langle\log w\rangle_{I}=\mathbf{u},\langle w\rangle_{I}=\mathbf{w}$, and the corresponding averages over subintervals $I_{+}$and $I_{-}$ are $\mathbf{u}_{+}, \mathbf{w}_{+}$, and $\mathbf{u}_{-}, \mathbf{w}_{-}$respectively. Then

$$
\frac{1}{|I|} \sum_{J \subset I}\left(\frac{\langle w\rangle_{J_{+}}-\langle w\rangle_{J_{-}}}{\langle w\rangle_{J}}\right)^{2}|J|=\left(\frac{\mathbf{w}_{+}+\mathbf{w}_{-}}{\mathbf{w}}\right)^{2}+\frac{1}{|I|} \sum_{J \subset I_{+}} \ldots+\frac{1}{|I|} \sum_{J \subset I_{-}} \ldots
$$

Taking the supremum of the left side over all such $w$ we get at most $\mathcal{B}(\mathbf{u}, \mathbf{w})$. On the other hand, since one can define the function $w$ independently on the intervals $I_{+}$and $I_{-}$, the supremum of the right side gives us $\left(\frac{\mathbf{w}_{+}+\mathbf{w}_{-}}{\mathbf{w}}\right)^{2}+\frac{1}{2}\left(\mathcal{B}\left(\mathbf{u}_{+}, \mathbf{w}_{+}\right)+\mathcal{B}\left(\mathbf{u}_{-}, \mathbf{w}_{-}\right)\right)$. The main inequality is proved.

### 2.3.2. Connections with stochastic control

Now, let us see how does it fit in the general scheme of stochastic control. First of all, the time here is discrete. Instead of the Wiener process, we consider its simplest discrete time analogue - the process $\sum_{k=0}^{n} \xi^{k}, n=0,1,2, \ldots$, where $\xi^{k}$ are independent coin tosses, i. e. the independent random quantities taking values 1 and -1 with probabilities $1 / 2$. Now we have to deicide what is the state space variable $x$ and what is the control $\alpha$. For $x$ it is easy to deicide: it is two-dimensional vector of averages, $x=(\mathbf{u}, \mathbf{w})$.

The equation of the process is

$$
x^{n+1}=x^{n}+\alpha^{n} \xi^{n}, \quad x^{0}=(\mathbf{u}, \mathbf{w})^{T}
$$

The interpretation is the following. We start from the interval $I$ and going down to its subintervals, so at the moment $n$ we are on a subinterval $J$ of lengths $2^{-n}|I|$. The position of the interval $J$ is determined by the sequence of coin tosses $\xi^{k}$ : we move from the interval $J$ to $J_{+}$if $\xi^{n}=1$, and to $J_{-}$if $\xi^{n}=-1$.

If we are given a weight $w$, it completely defines the process, namely, the initial state ( $\mathbf{u}, \mathbf{w}$ ) (just the averages over the interval $I$ ) as well as the control $\alpha$. Namely, the vector $x^{n}=\left(\mathbf{u}^{n}, \mathbf{w}^{n}\right)$ is just the vector of averages over an appropriate interval $J$, and if $x^{n}=$ $\left(\mathbf{u}^{n}, \mathbf{w}^{n}\right)=\left(\langle\log w\rangle_{J},\langle w\rangle_{J}\right)$, then $\alpha^{n}=\left(x^{n+1}-x^{n}\right) / \xi^{n}$, so

$$
\alpha_{1}^{n}=\frac{1}{2}\left(\langle\log w\rangle_{J_{+}}-\langle\log w\rangle_{J_{-}}\right), \quad \alpha_{2}^{n}=\frac{1}{2}\left(\langle w\rangle_{J_{+}}-\langle w\rangle_{J_{-}}\right) .
$$

On the other hand, if we have a process (i. e. the initial state ( $\mathbf{u}, \mathbf{w}$ ) and the control process $\alpha$ ) such, that $\lim _{n \rightarrow \infty} e^{\mathbf{u}^{n}}=\lim _{n \rightarrow \infty} \mathbf{w}^{n}$ with probability 1 , then it uniquely defines an $A_{\infty}$ weight $w$.

Indeed, the process defines the "averages" $\mathbf{u}_{J}, \mathbf{w}_{J}$ for all dyadic subintervals $J$ of $I$, and we just put

$$
w=\lim _{n \rightarrow \infty} \sum_{J \subset I:|J|=2^{-n}|I|} \mathbf{w}_{J} \chi_{J} .
$$

Since we always stay in the domain, the resulting weight $w$ clearly satisfies the $A_{\infty}$ condition (2.1).

Since we established one to one correspondence between weights and controlled processes, in what follows we will switch freely from one language to another.

The profit density in our case is $4\left(\alpha_{2} / x_{2}\right)^{2}=4\left(\alpha_{2} / \mathbf{w}\right)^{2}$, so we need to maximize the average gain

$$
\mathbb{E} \sum_{n=0}^{\infty} 4 \cdot\left(\frac{\alpha_{2}^{n}}{\mathbf{w}^{n}}\right)^{2}=\frac{1}{|I|} \sum_{J \subset I}\left(\frac{\langle w\rangle_{J_{+}}-\langle w\rangle_{J_{-}}}{\langle w\rangle_{J}}\right)^{2}|J| .
$$

(the term $|J| /|I|$ in the right hand sum is the probability of getting to the interval $J$ ).
The Bellman principle for the discrete process (for time $t=1$ ) reads

$$
\mathcal{B}(\mathbf{u}, \mathbf{w})=\sup \mathbb{E}\left\{4 \cdot\left(\frac{\alpha_{2}^{0}}{\mathbf{w}}\right)^{2}+\mathcal{B}\left(\mathbf{u}^{1}, \mathbf{w}^{1}\right)\right\}
$$

where the supremum is taken over all admissible control processes $\alpha$. The explanation of the Bellman principle is exactly the same as in the case of continuous time.

Let us now deduce the Bellman equation. For a given control process $\alpha$ let us compute the expectation

$$
\mathbb{E}\left\{4 \cdot\left(\frac{\alpha_{2}^{0}}{\mathbf{w}}\right)^{2}+\mathcal{B}\left(\mathbf{u}^{1}, \mathbf{w}^{1}\right)\right\}=4 \cdot\left(\frac{\alpha_{2}^{0}}{\mathbf{w}}\right)^{2}+\frac{1}{2}\left(\mathcal{B}\left(x+\alpha^{0}\right)+\mathcal{B}\left(x-\alpha^{0}\right)\right)
$$

If we now denote $\mathbf{u}_{ \pm}:=\mathbf{u} \pm \alpha_{1}^{0}, \mathbf{w}_{ \pm}:=\mathbf{w} \pm \alpha_{2}^{0}$, then the above identity immediately implies the main inequality (2.3) (property 3 from Section 2.3.1).

One can be tempted to take the supremum over all possible values of $\alpha^{0}$ to get the Bellman equation

$$
\begin{equation*}
\mathcal{B}(\mathbf{u}, \mathbf{w})=\sup \left\{4 \cdot\left(\frac{\alpha_{2}^{0}}{\mathbf{w}}\right)^{2}+\frac{1}{2}\left(\mathcal{B}\left(\mathbf{u}+\alpha_{1}^{0}, \mathbf{w}+\alpha_{2}^{0}\right)+\mathcal{B}\left(\mathbf{u}-\alpha_{1}^{0}, \mathbf{w}-\alpha_{2}^{0}\right)\right)\right\} \tag{2.4}
\end{equation*}
$$

but unfortunately this leads nowhere: the obvious choice $\alpha^{0}=0$ gives us trivial identity $\mathcal{B}(x)=\mathcal{B}(x)$.

So, what we have now, is an inequality for a supersolution.

### 2.3.3. From supersolution to the theorem

As we already have discussed above in Section 1.1, a supersolution majorates the Bellman function, so if we find any functions satisfying the conditions 1-3 from Section 2.3.1 we prove Theorem 2.1. For the sake of completeness, let us present the reasoning in this discrete case.

Take an arbitrary $A_{\infty}$ weight $w$, and for a dyadic subinterval $J$ of $I$ let us denote $\mathbf{u}_{J}:=$ $\langle\log w\rangle_{J}, \mathbf{w}_{J}:=\langle w\rangle_{J}$. The main inequality 3 (Bellman inequality) implies

$$
|I| \cdot \mathcal{B}\left(\mathbf{u}_{I}, \mathbf{w}_{I}\right) \geq|I| \cdot\left(\frac{\mathbf{w}_{I_{+}}-\mathrm{w}_{I_{-}}}{\mathbf{w}_{I}}\right)^{2}+\left|I_{+}\right| \cdot \mathcal{B}\left(\mathbf{u}_{I_{+}}, \mathbf{w}_{I_{+}}\right)+\left|I_{-}\right| \cdot \mathcal{B}\left(\mathbf{u}_{I_{-}}, \mathbf{w}_{I_{-}}\right)
$$

Writing similar inequalities for $I_{+}$and $I_{-}$, then for the intervals of the next generation, etc, and them summing everything up to the intervals of the generation $n+1$, we get

$$
\begin{aligned}
|I| \cdot c_{2} \geq|I| \cdot \mathcal{B}\left(\mathbf{u}_{I}, \mathbf{w}_{I}\right) & \geq \sum_{\substack{J \subset I \\
2^{-n}|I|<|J| \leq|I|}}|J| \cdot\left(\frac{\mathbf{w}_{J_{+}}-\mathbf{w}_{J_{-}}}{\mathbf{w}_{J}}\right)^{2}+\sum_{\substack{J \subset I \\
|J|=2^{-n}|I|}}\left|J_{-}\right| \cdot \mathcal{B}\left(\mathbf{u}_{J_{-}}, \mathbf{w}_{J_{-}}\right) \\
& \geq \sum_{\substack{J \subset I \\
2^{-n}|I|<|J| \leq|I|}}|J| \cdot\left(\frac{\mathbf{w}_{J_{+}}-\mathbf{w}_{J_{-}}}{\mathbf{w}_{J}}\right)^{2}
\end{aligned}
$$

(the last inequality holds because $\mathcal{B} \geq 0$ ). Taking limit as $n \rightarrow \infty$, we get exactly the conclusion of the theorem.

### 2.3.4. Continuous (infinitesimal) version

To solve the above Bellman equation (inequality), we first move to its continuous (infinitesimal) version.

Let $x=(\mathbf{u}, \mathbf{w})$ in the interior of the domain of $\mathcal{B}$ and $\alpha=\left(\alpha_{1}, \alpha_{2}\right)=(d \mathbf{u}, d \mathbf{w})$ be fixed, and let $x_{ \pm}=\left(\mathbf{u}_{ \pm}, \mathbf{w}_{ \pm}\right)=x \pm \alpha$. (Here we are skipping the superscript 0 at $\alpha_{k}$ from (2.4)). Multiplying $\alpha$ by a small constant, we can always assume that the whole interval $\left[x_{-}, x_{+}\right]$ belongs to the domain.

Consider functions $\varphi, \Phi$ of the scalar argument $t$,
$\varphi(t)=\mathcal{B}(x+\alpha t), \quad \Phi(t)=\mathcal{B}(x)-\frac{1}{2}(\mathcal{B}(x+\alpha t)+\mathcal{B}(x-\alpha t))-\left(\frac{2 \alpha_{2} t}{\mathbf{w}}\right)^{2}, \quad-1 \leq t \leq 1$.
If the function $\mathcal{B}$ is $\mathcal{C}^{2}$-smooth

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{\varphi(t)+\varphi(-t)-2 \varphi(0)}{t^{2}}=\varphi^{\prime \prime}(0)=\sum_{j, k=1}^{2} \frac{\partial^{2} \mathcal{B}(x)}{\partial x_{j} \partial x_{k}} \alpha_{j} \alpha_{k} \tag{2.5}
\end{equation*}
$$

The Bellman Inequality (2.3) implies that $\Phi(t) \geq 0 \forall t \in[-1,1]$. Dividing this inequality by $t^{2}$ and taking limit as $t \rightarrow 0$, we get (taking into account (2.5))

$$
\begin{equation*}
-\frac{1}{2} \sum_{j, k=1}^{2} \frac{\partial^{2} \mathcal{B}(x)}{\partial x_{j} \partial x_{k}} \alpha_{j} \alpha_{k} \geq 4 \cdot\left(\frac{\alpha_{2}}{\mathbf{w}}\right)^{2} \tag{2.6}
\end{equation*}
$$

or, equivalently $-d^{2} \mathcal{B} \geq 8(d \mathbf{w} / \mathbf{w})^{2}$. We have proved the above inequality only for small $\alpha$, but because of the homogeneity, it holds for all $\alpha$.

Note, that if we consider a continuous time controlled process

$$
x^{t}=\int_{0}^{t} \alpha^{s} d w^{s}, \quad x^{s}=\left(x_{1}^{s}, x_{2}^{s}\right), \quad \alpha^{s}=\left(\alpha_{1}^{s}, \alpha_{2}^{s}\right)
$$

(here $w^{s}$ is one dimensional Wiener process, and not a weight) with profit density $f^{\alpha}(x)=$ $4\left(\alpha_{2} / x_{2}\right)$, then the Bellman equation for this process will be

$$
\begin{equation*}
\sup _{\alpha}\left\{\frac{1}{2} \sum_{j, k=1}^{2} \frac{\partial^{2} \mathcal{B}(x)}{\partial x_{j} \partial x_{k}} \alpha_{j} \alpha_{k}+4 \cdot\left(\frac{\alpha_{2}}{x_{2}}\right)^{2}\right\}=0 \tag{2.7}
\end{equation*}
$$

The inequality $(2.6)\left(-d^{2} \mathcal{B} \geq 8(d \mathbf{w} / \mathbf{w})^{2}\right)$, which we have just derived from the discrete Bellman inequality, is simply the inequality for a supersolution of the continuous time Bellman equation (2.7).

This is not a coincidence: we get the infinitesimal version of the discrete Bellman equation if we assume that all changes of state variables are infinitely small. Mathematically it can be expressed (at least formally) by considering the process

$$
x^{n+1}=x^{n}+\alpha^{n} \xi^{n},
$$

where $\xi^{n}$ are independent random variables taking values $-1 / \sqrt{N}$ and $1 / \sqrt{N}$ with probabilities $1 / 2$, and maximizing the average $\mathbb{E} \sum_{n=0}^{\infty}\left(\frac{\alpha_{2}}{x_{2}}\right)^{2} \frac{1}{N}$.

Taking the limit as $N \rightarrow \infty$ (assuming that the time elapsed from $n$ to $n+1$ is $1 / N$ ), we get (at least formally) the continuous time process.

We leave all the details as an exercise for the reader. A detailed proof of this equivalence with justification of all limiting procedures, is beyond the scope and goals of this paper.

We will call equation (2.7) the Bellman equation for Theorem 2.1. Note, that formally this equation is not well defined, namely, any function satisfying $-d^{2} \mathcal{B} \geq 8(d \mathbf{w} / b w)^{2}$ automatically satisfies (2.7) (supremum is attained at $\alpha=0$ ). To get the equation one has to require, for example that supremum is attained at some $\alpha \neq 0$.

It is possible to show (under some additional assumption) that if $\mathcal{B}$ is $\mathcal{C}^{2}$-smooth, then the the Bellman function must satisfy this equation. However, in most situations it is rather hard to show that the Bellman function is smooth (moreover, it is often not the case), so it does not make a lot of sense proving that the Bellman equation is necessary.

Besides, very often we are not able to solve the equation, and guessing a supersolution is the best we can do. And in rare cases when we can solve the equation, it is usually possible to show that the solution is indeed the Bellman function.

### 2.3.5. Solution of the Bellman equation

In this case we are lucky - we can just guess a solution of the Bellman equation (2.7). Namely,

$$
\mathcal{B}(\mathbf{u}, \mathbf{w}):=8 \cdot(\log \mathbf{w}-\mathbf{u})
$$

clearly satisfies the equation. What is more important, it is indeed the Bellman function! Note, that equation (2.7) does not have a unique solution: for example, one can get infinitely many solutions adding arbitrary linear functions.

Let us first show, that the function $\mathcal{B}$ satisfies conditions 1-3 from Section 2.3.1. Clearly, $\mathcal{B}(\mathbf{u}, \mathbf{w}) \geq 0$ if $e^{\mathbf{u}} \leq \mathbf{w}$, and $\mathcal{B}(\mathbf{u}, \mathbf{w}) \leq c_{2}=8 \log c_{1}$ if $\mathbf{w} \leq c_{1} e^{\mathbf{u}}$. So, conditions 1 and 2 are satisfied.

Let us prove the main inequality (2.3). Denote $x=(\mathbf{u}, \mathbf{w}), x_{ \pm}=\left(\mathbf{u}_{ \pm}, \mathbf{w}_{ \pm}\right)=\left(\mathbf{u} \pm \alpha_{1}, \mathbf{w} \pm\right.$ $\left.\alpha_{2}\right)$. Then

$$
\begin{aligned}
\mathcal{B}(x)-\frac{1}{2}\left(\mathcal{B}\left(x_{+}\right)+\mathcal{B}\left(x_{-}\right)\right) & =8 \cdot\left(\log \mathbf{w}-\frac{1}{2}\left(\log \left(\mathbf{w}+\alpha_{2}\right)+\log \left(\mathbf{w}-\alpha_{2}\right)\right)\right) \\
& =-4 \log \left(1-\left(\frac{\alpha_{2}}{\mathbf{w}}\right)^{2}\right) \geq 4 \cdot\left(\frac{\alpha_{2}}{\mathbf{w}}\right)^{2}=\left(\frac{\mathbf{w}_{+}-\mathbf{w}_{-}}{\mathbf{w}}\right)^{2}
\end{aligned}
$$

The main inequality (2.3), and so the theorem are proved.
Let us show now, that the function $\mathcal{B}$ we constructed is indeed the Bellman function. Note first, that $\langle\log w\rangle_{I}=\log \left(\langle w\rangle_{I}\right)$ if and only if $w \equiv$ Const, so the Bellman function is 0 if $\mathbf{u}=\log \mathbf{w}$. Our function $\mathcal{B}$ satisfies this property, so this is a good indication.

To prove that the function $\mathcal{B}(\mathbf{u}, \mathbf{w}):=8 \cdot(\log \mathbf{w}-\mathbf{u})$ is the Bellman function let us fix a point $x=(\mathbf{u}, \mathbf{w})$ in the domain, and given $\varepsilon>0$ construct a process (chose "control" $\alpha$ )

$$
x^{n+1}=x^{n}+\alpha^{n} \xi^{n}
$$

in the domain, starting at $x$, such that $\lim _{n \rightarrow \infty} e^{\mathbf{u}^{n}}=\lim _{n \rightarrow \infty} \mathbf{w}^{n}$ with probability 1 . Recall, that $\xi^{n}, n=0,1,2, \ldots$ is the sequence of independent coin tosses, each $\xi^{n}$ takes values $\pm 1$ with probability $1 / 2$.

As we had discussed above, such processes correspond to $A_{\infty}$ weights. So, if we are able, given $\varepsilon>0$ to pick control $\alpha=\left\{\alpha^{n}\right\}_{n=0}^{\infty}$ such, that

$$
\mathbb{E} \sum_{n=0}^{\infty}\left(\frac{\alpha^{n}}{\mathbf{w}^{n}}\right)^{2} \geq(1-\varepsilon) \mathcal{B}(x)
$$

then we are done (constructed an $\varepsilon$-optimal weight).
To construct such a process, let us fix in the domain a line segment $L=[A, B]$ containing $x$ and with both endpoints $A$ and $B$ on the lower bound $\mathbf{w}=e^{\mathbf{u}}$ of the domain, see Fig. 1. Our process will be just a discrete random walk on the line $L$ with small steps. Namely, at each step we will move by on the line $L$ by $\delta$, picking one of two possible directions with probability $1 / 2$.

Formally, it will be written as follows. Let $\boldsymbol{\ell}$ be a unit vector parallel to $L$. Let $\delta>0$ be a small number to be picked later. We put $\alpha^{n}:=\delta \boldsymbol{\ell}$ if $\delta \leq d:=\operatorname{dist}(x,\{A, B\})$, and put $\alpha^{n}:=d \cdot \boldsymbol{\ell}$ otherwise. The latter simply means that we have to decrease the step near the boundary, to avoid going out of the domain $\Omega$. It also means, that when we hit the boundary, we just stay there forever.

It is clear, that with probability 1 all trajectories eventually hit the boundary. Applying the Taylor's formula and using compactness of $L$ we can find $\delta>0$ such, that

$$
\mathcal{B}(x)-\frac{1}{2}(\mathcal{B}(x+\alpha)+\mathcal{B}(x-\alpha)) \leq(1+\varepsilon) \cdot 4 \cdot\left(\frac{\alpha_{2}}{\mathbf{w}}\right)^{2} .
$$

Since with probability 1 all trajectories end on the lower boundary $\mathbf{w}=e^{\mathbf{u}}$ and on this boundary $\mathcal{B}(x)=0$, we can conclude that

$$
\mathbb{E} \sum_{n=0}^{\infty}\left(\frac{\alpha^{n}}{\mathbf{w}^{n}}\right)^{2} \geq \frac{1}{(1+\varepsilon)} \mathcal{B}(x) \geq(1-\varepsilon) \mathcal{B}(x)
$$

and that is exactly what we need.

### 2.4. Concluding remarks

The above example illustrates pretty much main ideas of our Bellman function method: determine variables (usually averages), find discrete Bellman inequality, then its infinitesimal version, and finally pick a supersolution. There are few points we want to make

- Domain of $\mathcal{B}$ is essential, to emphasize this we even included it as a property. For example, it is impossible to find a bounded solution of the Bellman inequality (2.3) (or (2.6)) on the whole plane.
- Infinitesimal Bellman equation (inequality) can be obtained (at least formally) as the Bellman equation (inequality) for the corresponding continuous time process. This formalism sometimes can be easier than investigation of the discrete case


Figure 1: Constructing suboptimal random walk.

This feature of our Bellman function theory - guessing the supersolution of Bellman equation-will eventually be replaced hopefully by some intelligent method. But so far no such method is available - so the guessing of simple blocks and putting them together as in the lego game is the only approach now. The excuse is that our Bellman equation is usually very complicated.

## 3. New creatures from Bellman's Zoo

There are many of them to be found in [8]. Here we have a few more.

### 3.1. A two-weight inequality

Theorem 3.1. Let $u, v$ be two positive functions such that for any dyadic interval $I$,

$$
\langle u\rangle_{J}\langle v\rangle_{J} \leq 1
$$

Then for any dyadic interval I

$$
\begin{equation*}
\frac{1}{|I|} \sum_{J \in \mathcal{D}, J \subset I}\left|\langle u\rangle_{J_{+}}-\langle u\rangle_{J_{-}}\right| \cdot\left|\langle v\rangle_{J_{+}}-\langle v\rangle_{J_{-}}\right| \cdot|J| \leq 16\langle u\rangle_{I}^{1 / 2}\langle v\rangle_{I}^{1 / 2} \tag{3.1}
\end{equation*}
$$

This inequality is a particular case of two-weight inequality for martingale transform. The general two-weight inequality for martingale transform was found in [10] (and it has far reaching consequences in [17], [14], [5], [11], [12], [13]). But this particular case (3.1) was our first Bellman function inequality, and it appeared in the first preprint version of [10].

Let us deduce the Bellman equation (inequality) for this problem. The choice of variables is obvious, we take the averages $\mathbf{u}=\langle u\rangle_{I}, \mathbf{v}=\langle v\rangle_{I}$. Let us fix a dyadic interval $I$ and define the function $\mathcal{B}=\mathcal{B}_{I}$ as follows:

$$
\mathcal{B}(\mathbf{u}, \mathbf{v}):=\sup \left\{\frac{1}{|I|} \sum_{J \in \mathcal{D}, J \subset I}\left|\langle u\rangle_{J_{+}}-\langle u\rangle_{J_{-}}\right| \cdot\left|\langle v\rangle_{J_{+}}-\langle v\rangle_{J_{-}}\right| \cdot|J|\right\}
$$

where the supremum is taken over all non-negative functions $u$ and $v$ satisfying $\langle u\rangle_{J}\langle v\rangle_{J} \leq 1$ for all dyadic intervals $J$, and such, that $\langle u\rangle_{I}=\mathbf{u},\langle v\rangle_{I}=\mathbf{v}$. Note, that again, because of right scaling, the function $\mathcal{B}$ does not depend on the interval $I$, so we will skip it.

The Bellman function $\mathcal{B}$ satisfies the following properties:

1. Domain $\Omega: \mathbf{u}, \mathbf{v} \geq 0, \mathbf{u v} \leq 1$;
2. Range: $0 \leq \mathcal{B} \leq 16 \sqrt{\mathbf{u v}}$;
3. Main inequality: for any three pairs $x=(\mathbf{u}, \mathbf{v}), x_{+}=\left(\mathbf{u}_{+}, \mathbf{v}_{+}\right), x_{-}=\left(\mathbf{u}_{-}, \mathbf{v}_{+}\right)$belonging to the domain $\Omega$ and satisfying $x=\left(x_{+}+x_{-}\right) / 2$, the inequality

$$
\begin{equation*}
\mathcal{B}(x) \geq \frac{1}{2}\left(\mathcal{B}\left(x_{+}\right)+\mathcal{B}\left(x_{-}\right)\right)+\left|\mathbf{u}_{+}-\mathbf{u}_{-}\right| \cdot\left|\mathbf{v}_{+}-\mathbf{v}_{-}\right| \tag{3.2}
\end{equation*}
$$

holds.

The inequality $\mathcal{B} \geq 0$ follows immediately from the definition of $\mathcal{B}$, and the inequality $\mathcal{B}(\mathbf{u}, \mathbf{v}) \leq 32 \sqrt{\mathbf{u v}}$ is our belief that the theorem is true.

The explanation for the main inequality (3.2) is also simple. Let us consider all weights $u, v$ satisfying $\langle u\rangle_{J}\langle v\rangle_{J} \leq 1$ for all dyadic intervals $J$, and such, that the averages over the intervals $I, I_{+}, I_{-}$are fixed,

$$
\langle u\rangle_{I}=\mathbf{u}, \quad\langle v\rangle_{I}=\mathbf{v}, \quad\langle u\rangle_{I_{ \pm}}=\mathbf{u}_{ \pm}, \quad\langle v\rangle_{I_{ \pm}}=\mathbf{v}_{ \pm}
$$

Then, for any such $u, v$

$$
\begin{aligned}
\mathcal{B}(\mathbf{u}, \mathbf{v}) & \geq \frac{1}{|I|} \sum_{J \in \mathcal{D}, J \subset I}\left|\langle u\rangle_{J_{+}}-\langle u\rangle_{J_{-}}\right| \cdot\left|\langle v\rangle_{J_{+}}-\langle v\rangle_{J_{-}}\right| \cdot|J| \\
& =\left|\mathbf{u}_{+}-\mathbf{u}_{-}\right| \cdot\left|\mathbf{v}_{+}-\mathbf{v}_{-}\right|+\frac{1}{2}\left(\sum_{J \subset I_{+}} \ldots+\sum_{J \subset I_{-}} \ldots\right),
\end{aligned}
$$

and taking the supremum over all such $u, v$ we get the main inequality (3.2).

Again, if we find any function satisfying the conditions $1-3$ above, the theorem is proved. Indeed, for any weights $u, v$ from the theorem the main inequality (3.2) implies

$$
\begin{aligned}
\left|\langle u\rangle_{I_{+}}-\langle u\rangle_{I_{-}}\right| \cdot \mid\langle v\rangle_{I_{+}}-\langle v\rangle_{I_{-}} & |\cdot| I \mid \\
& \leq|I| \mathcal{B}\left(\langle u\rangle_{I},\langle v\rangle_{I}\right)-\left|I_{+}\right| \mathcal{B}\left(\langle u\rangle_{I_{+}},\langle v\rangle_{I_{+}}\right)-\left|I_{-}\right| \mathcal{B}\left(\langle u\rangle_{I_{-}},\langle v\rangle_{I_{-}}\right)
\end{aligned}
$$

Writing similar inequalities for $I_{+}$and $I_{-}$, then for the intervals of the next generation and summing everything up to the intervals of the generation $n+1$, we get

$$
\begin{aligned}
\sum_{\substack{J \subset I \\
2^{-n}|I|<|J| \leq|I|}}\left|\langle u\rangle_{J_{+}}-\langle u\rangle_{J_{-}}\right| \cdot\left|\langle v\rangle_{J_{+}}-\langle v\rangle_{J_{-}}\right| \cdot|J| & \leq|I| \mathcal{B}\left(\langle u\rangle_{I},\langle v\rangle_{I}\right)-\sum_{\substack{J \subseteq I \\
|J|=2^{-n}|I|}} \mathcal{B}\left(\langle u\rangle_{J},\langle v\rangle_{J}\right) \\
& \leq|I| \mathcal{B}\left(\langle u\rangle_{I},\langle v\rangle_{I}\right) \leq 16|I| \sqrt{\langle u\rangle_{I}\langle v\rangle_{I}}
\end{aligned}
$$

Taking limit as $n \rightarrow \infty$ we get the conclusion of the theorem.
The stochastic control interpretation is as follows. We have a controlled process

$$
x^{n+1}=x^{n}+\alpha^{n} \xi^{n}
$$

where $\xi^{n}$ is the sequence of independent coin tosses, and we want to maximize the average profit $\mathbb{E}\left(\sum 4\left|\alpha_{1}^{n}\right| \cdot\left|\alpha_{2}^{n}\right|\right)$.

Here again the weights $u, v$ determine the process, namely, the initial state $x=(\mathbf{u}, \mathbf{v})$ (it is just the averages over the interval $I$ ) and the control $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$. Namely, as it was discussed in Section 2.3.2, the sequence of coin tosses $\xi^{n}$ determines the interval we are on: we move from an interval $J$ to $J_{+}$if $\xi^{n}=1$ and to $J_{-}$if $\xi^{1}=-1$. If at the time $n$ we are on an interval $J$, then the state space vector $x$ is just the vector of averages over $J$,

$$
x^{n}=\left(\mathbf{u}^{n}, \mathbf{v}^{n}\right)=\left(\langle u\rangle_{J},\langle v\rangle_{J}\right)
$$

and the control $\alpha^{n}=\left(\alpha_{1}^{n}, \alpha_{2}^{n}\right)$ is determined by

$$
\alpha_{1}^{n}=\frac{1}{2}\left(\langle u\rangle_{J_{+}}-\langle u\rangle_{J_{-}}\right), \quad \alpha_{1}^{n}=\frac{1}{2}\left(\langle v\rangle_{J_{+}}-\langle v\rangle_{J_{-}}\right) .
$$

In this situation we have that the average profit $\mathbb{E}\left(\sum 4\left|\alpha_{1}^{n}\right| \cdot\left|\alpha_{2}^{n}\right|\right)$ is exactly the sum in the left side of (3.1).

Again, as in Section 2.3.4 we can find that the main inequality (3.2) implies its infinitesimal version

$$
\begin{equation*}
-\frac{1}{2} \sum_{j, k=1}^{2} \frac{\partial^{2} \mathcal{B}(x)}{\partial x_{j} \partial x_{k}} \alpha_{j} \alpha_{k} \geq 4\left|\alpha_{1}\right| \cdot\left|\alpha_{2}\right| \tag{3.3}
\end{equation*}
$$

or equivalently, $-d^{2} \mathcal{B} \geq 8|d \mathbf{u}| \cdot|d \mathbf{v}|$.
This inequality also can be formally obtained by considering a continuous time analogue of our process and writing corresponding Bellman equation for it. The continuous time version of our process is

$$
x^{t}=\int_{0}^{t} \alpha^{s} d w^{s}
$$

where $w^{t}$ is one dimensional Wiener process, $x^{t}=\left(x_{1}^{t}, x_{2}^{t}\right), \alpha^{t}=\left(\alpha_{1}^{t}, \alpha_{2}^{t}\right)$, and we want to maximize $\mathbb{E}\left(\int_{0}^{\infty} 4\left|\alpha_{1}^{t} \alpha_{2}^{t}\right| d t\right)$, so the profit density $f^{\alpha}=\left|\alpha_{1} \alpha_{2}\right|$. The corresponding Bellman equation (see Section 1.1) is

$$
\sup _{\alpha}\left\{\frac{1}{2} \sum_{j, k=1}^{2} \frac{\partial^{2} \mathcal{B}(x)}{\partial x_{j} \partial x_{k}} \alpha_{j} \alpha_{k}+4\left|\alpha_{1}\right| \cdot\left|\alpha_{2}\right|\right\}=0
$$

so the partial differential inequality (3.3) is simply the inequality for supersolution.
We do not know how to solve the equation, but it is really not too hard to guess a supersolution. It is an easy exercise in multivariable calculus to compute the Hessian (the matrix of second derivatives) and to verify that for the function

$$
\mathcal{B}(\mathbf{u}, \mathbf{v}):=4 \cdot(4 \sqrt{\mathbf{u v}}-\mathbf{u v})
$$

the partial differential inequality (3.3) holds.
We are almost done. We are saying "almost", because to prove the theorem we need the discrete main inequality (3.2). If the domain $\Omega$ were convex, the discrete inequality (3.2) would immediately follow from the infinitesimal version (3.3). Unfortunately, the domain is not convex, so additional work is needed. Let, according to our notational convention $x_{ \pm}=\left(\mathbf{u}_{ \pm}, \mathbf{v}_{ \pm}\right)=x \pm \alpha=(\mathbf{u}, \mathbf{v}) \pm\left(\alpha_{1}, \alpha_{2}\right)$. Then, if $\alpha_{1} \alpha_{2} \geq 0$, and the points $x, x_{+}$and $x_{-}$ are in the domain $\Omega$, then the whole interval $\left[x_{-}, x_{+}\right]$is in the domain. Therefore, for such $\alpha_{1}, \alpha_{2}$ we can apply Taylor's formula to get the main inequality (3.2) from it infinitesimal version (3.3).

There is also an elementary way to get to that conclusion. Since

$$
\begin{equation*}
\mathbf{u v}-\frac{1}{2}\left(\left(\mathbf{u}+\alpha_{1}\right)\left(\mathbf{v}+\alpha_{2}\right)+\left(\mathbf{u}-\alpha_{1}\right)\left(\mathbf{v}-\alpha_{2}\right)\right)=-\alpha_{1} \alpha_{2} \tag{3.4}
\end{equation*}
$$

and the function $\sqrt{\mathbf{u v}}$ is concave, the main inequality (3.2) follows immediately if $\alpha_{1} \alpha_{2}>0$.
To treat the case $\alpha_{1} \alpha_{2}<0$ we note, that the function $t \mapsto \sqrt{t}$ is concave, so

$$
\begin{aligned}
\sqrt{\mathbf{u} \mathbf{v}}-\frac{1}{2}\left(\sqrt{\mathbf{u}_{+} \mathbf{v}_{+}}+\sqrt{\mathbf{u}_{-} \mathbf{v}_{-}}\right) & \geq \sqrt{\mathbf{u} \mathbf{v}}-\sqrt{\frac{\mathbf{u}_{+} \mathbf{v}_{+}+\mathbf{u}_{-} \mathbf{v}_{-}}{2}} \\
& =\sqrt{\mathbf{u} \mathbf{v}}-\sqrt{\mathbf{u v}+\alpha_{1} \alpha_{2}} \geq-\frac{1}{2} \frac{\alpha_{1} \alpha_{2}}{\sqrt{\mathbf{u} \mathbf{v}}} \geq \frac{1}{2}\left|\alpha_{1} \alpha_{2}\right|
\end{aligned}
$$

The term - uv works against us in the case $\alpha_{1} \alpha_{2}<0$, see (3.4), but it gets overpowered by $4 \sqrt{\mathbf{u v}}$, so the main inequality (3.2) holds in this case as well.

Our "the first harmonic analysis Bellman function"

$$
\mathcal{B}(\mathbf{u}, \mathbf{v}):=4 \cdot(4 \sqrt{\mathbf{u v}}-\mathbf{u v})
$$

looks rather simple. A much more complicated siblings of this Bellman function helped us to solve the two-weight Martingale transform in [10]. But, actually, even this "simple" one has a challenging minus sign. However, this minus sign is not too difficult to explain: it serves the goal to make $\mathcal{B}$ strictly concave (it must be quite concave - see (3.3)) exactly where $\sqrt{\mathbf{u v}}$ looses concavity (near the diagonal $\mathbf{u}=\mathbf{v}$ ).

### 3.2. Inverse Hölder inequality

Let us recall that a weight (a nonnegative locally $L^{1}$ function) $w$ is called a dyadic $A_{\infty}$ weight if

$$
\begin{equation*}
\langle w\rangle_{J} \leq c \exp \left(\langle\log w\rangle_{J}\right), \quad \text { for any dyadic interval } J \tag{3.5}
\end{equation*}
$$

The best constant $c$ is called the $A_{\infty}$-norm of $w$. Of course, the $A_{\infty}$ norm is not a real norm, but we will use the term anyway.

Theorem 3.2. If $w$ is in dyadic $A_{\infty}$, then there exists $p>1$ (depending only on $A_{\infty}$-norm of $w$ ) such that for any dyadic interval I

$$
\begin{equation*}
\left\langle w^{p}\right\rangle_{I} \leq C\langle w\rangle_{I}^{p} \tag{3.6}
\end{equation*}
$$

To prove the theorem let us fix the averages

$$
\begin{equation*}
x_{1}=\mathbf{w}:=\langle w\rangle_{I}, \quad x_{2}=\mathbf{u}:=\langle\log w\rangle_{I}, \tag{3.7}
\end{equation*}
$$

and define the Bellman function $\mathcal{B}$ by

$$
\mathcal{B}(x)=\mathcal{B}(\mathbf{w}, \mathbf{u}):=|I|^{-1} \sup \left\{\int_{I} w^{p} d x: w \text { satisfying (3.5), (3.7) }\right\}
$$

(clearly it does not depend on the interval $I$ ).
In terms of stochastic processes the equation can be written as

$$
x^{n+1}=x^{n}+\binom{\alpha_{1}^{n}}{\alpha_{2}^{n}} \xi^{n}, \quad x^{0}=(\mathbf{w}, \mathbf{u})^{T} .
$$

and we want to maximize

$$
\lim _{n \rightarrow \infty}\left(E\left|x_{1}^{n}\right|^{p}\right)
$$

The variables are easy to read: if at the moment of time $n$ we are at an interval $I$, then $x^{n}=\left(x_{1}^{n}, x_{2}^{n}\right)^{T}=\left(\mathbf{w}^{n}, \mathbf{u}^{n}\right)^{T}=\left(\langle w\rangle_{I},\langle\log w\rangle_{I}\right)^{T}$, and

$$
\alpha_{1}^{n}=\left(\langle w\rangle_{I_{+}}-\langle w\rangle_{I_{-}}\right) / 2, \quad \alpha_{2}^{n}=\left(\langle\log w\rangle_{I_{+}}-\langle\log w\rangle_{I_{-}}\right) / 2,
$$

There is no profit function to optimize - $f^{\alpha}(x)=0$, only the retirement bonus $F(x)=$ $\left|x_{1}\right|^{p}$.

The properties of $\mathcal{B}$ :

1. Domain: $\Omega=\Omega_{c}=\left\{\mathbf{w}, \mathbf{u}: 1 \leq \mathbf{w} e^{-\mathbf{u}} \leq c\right\}$
2. Range: $\mathbf{w}^{p} \leq B(x) \leq C \mathbf{w}^{p}$ (the first inequality is just the Hölder inequality $\langle w\rangle_{I}^{p} \leq$ $\left\langle w^{p}\right\rangle_{I}$, and the second one should hold if the theorem is true).
3. Main inequality: for any $x, x_{+}, x_{-} \in \Omega$ and satisfying $x=\left(x_{+}+x_{-}\right) / 2$, the inequality $\mathcal{B}(x) \geq\left(\mathcal{B}\left(x_{+}\right)+\mathcal{B}\left(x_{-}\right)\right) / 2$ holds.

Again, if we find a function $\mathcal{B}$ satisfying the above properties $1-3$, the theorem is proved. Indeed, fix an $A_{\infty}$ weight $w$, and for an interval $I$ denote

$$
x_{I}=\left(\mathbf{w}_{I}, \mathbf{u}_{I}\right)=\left(\langle w\rangle_{I},\langle\log w\rangle_{I}\right) .
$$

Main inequality 3 implies

$$
\left|I_{+}\right| \cdot \mathcal{B}\left(x_{I_{+}}\right)+\left|I_{-}\right| \cdot \mathcal{B}\left(x_{I_{-}}\right) \leq|I| \cdot \mathcal{B}\left(x_{I}\right)
$$

Applying the same inequality to $I_{+}$and $I_{-}$, and then to their subintervals, we get after going $n$ generations down

$$
\sum_{\substack{J \subset I \\|I|=2^{-n}|I|}}\langle w\rangle_{J}^{p}|J| \leq \sum_{\substack{J \subseteq I \\|I|=2^{-n}|I|}} \mathcal{B}\left(x_{J}\right)|J| \leq|I| \cdot \mathcal{B}\left(x_{I}\right) \leq C \cdot|I|\langle w\rangle_{I}^{p}
$$

Taking limit as $n \rightarrow \infty$ we get

$$
\int_{I} w^{p} \leq C \cdot|I|\langle w\rangle_{I}^{p}
$$

which is exactly the conclusion of the theorem.
The infinitesimal version of the main inequality is simply the concavity condition $d^{2} \mathcal{B} \leq 0$. It can be also obtained by writing the formal Bellman equation for the continuous analogue of our process.

So, we need to find a concave function $\mathcal{B}$ in $\Omega$, satisfying the inequalities 2 . We actually should prove that there exists $p=p(c)>1$, for which such a concave function exists in $\Omega_{c}$.

And indeed such a function can be found in the form $B(x)=x_{1}^{p} \varphi\left(x_{1} e^{-x_{2}}\right)$. The reader can find $\varphi$ on $[1, c]$ in such a way that the above aggregate is concave in $\Omega_{c}, g$ being bounded and $\varphi \geq 1$.

Looks like we are done, but a careful reader can notice that there remains an issue to be resolved. Namely, because the domain $\Omega=\Omega_{c}$ is not convex, the concavity condition $d^{2} \mathcal{B} \leq 0$ does not imply main inequality 3 .

To overcome this difficulty, let us notice, that if all 3 points, $x, x_{+}$and $x_{-}$are in the domain $\Omega_{c}$, then the whole interval $\left[x_{-}, x_{+}\right]$is in the domain $\Omega_{c^{2}}$. This would immediately solve all our problems, since a concave function in the domain $\Omega_{c^{2}}$ satisfies the main inequality 3 in the smaller domain $\Omega_{c}$.

To show that the interval $\left[x_{-}, x_{+}\right]$lies in $\Omega_{c^{2}}$, define $\mathbf{w}_{\tau}:=\mathbf{w}+\left(\mathbf{w}_{+}-\mathbf{w}_{-}\right) \tau / 2, \mathbf{u}_{\tau}:=$ $\mathbf{u}+\left(\mathbf{u}_{+}-\mathbf{u}_{-}\right) \tau / 2$, so $\mathbf{w}_{ \pm 1}=\mathbf{w}_{ \pm}, \mathbf{u}_{ \pm 1}=\mathbf{u}_{ \pm}$. Define $g(\tau)=\log \mathbf{w}_{\tau}-\mathbf{u}_{\tau}$. Note that $g(\tau)$ is concave $\left(g^{\prime \prime} \leq 0\right)$ non-negative function on $[-1,1]$ and $g(0) \leq \log c$. Therefore, the whole graph of $g$ lies within the "butterfly" on Figure 2, and we get $g(\tau) \leq 2 g(0) \leq 2 \log c$, which means $\mathbf{w}_{\tau} e^{-\mathbf{u}_{\tau}} \leq C^{2}$.

### 3.3. Sharp constant in the (dyadic) Carleson embedding theorem

In this section we are going to prove the following theorem.


Figure 2: The graph of $g(\tau)=\log \mathbf{w}_{\tau}-\mathbf{u}_{\tau}$ has to be inside the "butterfly".

Theorem 3.3. If the values $\mu_{I}, I \in \mathcal{D}$ satisfy the Carleson measure condition, that means

$$
\sum_{\substack{J \text { is dyadic } \\ J \subset I}} \mu_{J} \leq|I| \quad \text { for any dyadic interval } I,
$$

then for any $f \in L^{2}$

$$
\sum_{I \text { is dyadic }} \mu_{I}\left|\langle f\rangle_{I}\right|^{2} \leq 4\|f\|_{L^{2}}^{2},
$$

and, moreover, the constant 4 is sharp (cannot be replaced by a smaller one)
It is the well known Carleson embedding theorem (dyadic version). There exist several different proofs of it. For example, it was proved in [8] (with the same constant) by the Bellman function method. The new fact here is that the constant is sharp.

Let us prove the theorem. Let us first define the Bellman function. Fix a dyadic interval $I$ and real numbers $F, \mathbf{f}, M$. Consider all sequences $\left\{\mu_{J}\right\}_{J \in \mathcal{D}}$ satisfying the Carleson condition

$$
\begin{equation*}
\frac{1}{|J|} \sum_{J^{\prime} \subset J} \mu_{J^{\prime}} \leq 1 \quad \forall J \in \mathcal{D} \tag{3.8}
\end{equation*}
$$

and such that

$$
\begin{equation*}
\frac{1}{|I|} \sum_{J \subset I} \mu_{J}=M \tag{3.9}
\end{equation*}
$$

Consider also all functions $f \in L^{2}$ for which the quantities

$$
\begin{equation*}
\left\langle f^{2}\right\rangle_{I}=F, \quad\langle f\rangle_{I}=\mathbf{f} \tag{3.10}
\end{equation*}
$$

are fixed, and define the Bellman function $\mathcal{B}$ as

$$
\mathcal{B}(F, \mathbf{f}, M)=\frac{1}{|I|} \sup \left\{\sum_{J \subset I} \mu_{J} \cdot\langle f\rangle_{J}^{2}: f,\left\{\mu_{J}\right\}_{J \in \mathcal{D}} \text { satisfy (3.8), (3.9), (3.10) }\right\}
$$

In terms of stochastic processes, we have a process

$$
x^{n+1}=x^{n}+\left(\begin{array}{c}
\alpha_{1}^{n} \\
\alpha_{2}^{n} \\
\alpha_{3}^{n}
\end{array}\right) \xi^{n}+\left(\begin{array}{c}
0 \\
0 \\
\alpha_{4}^{n}
\end{array}\right), \quad x^{0}=(F, \mathbf{f}, M)^{T},
$$

and we want to maximize $\mathbb{E}\left(\sum_{n}\left(\mathbf{f}^{n}\right)^{2} \alpha_{4}^{n}\right)$. Here the state space vector $x$ is just the vector of averages $(F, \mathbf{f}, M)^{T}$, that is if at the moment $n$ we are at the interval $J$, then

$$
\left.x^{n}=\left(F^{n}, \mathbf{f}^{n}, M^{n}\right)^{T}=\left(\left.\langle | f\right|^{2}\right\rangle_{J},\langle f\rangle_{J},|J|^{-1} \sum_{J^{\prime} \subset J} \mu_{J}\right)^{T}
$$

The vector $\alpha$ of controls is determined by

$$
\alpha_{1}^{n}=\left(F_{J_{+}}-F_{J_{-}}\right) / 2, \quad \alpha_{2}^{n}=\left(\mathbf{f}_{J_{+}}-\mathbf{f}_{J_{-}}\right) / 2 \quad \alpha_{3}^{n}=\left(M_{J_{+}}-M_{J_{-}}\right) / 2 \quad \alpha_{4}^{n}=|J|^{-1} \mu_{J}
$$

Note that $\mathcal{B}(F, \mathbf{f}, M)$ does not depend on the choice of an interval $I$.

### 3.3.1. Properties of $\mathcal{B}(F, \mathbf{f}, M)$

1. Domain: $\mathbf{f}^{2} \leq F, 0 \leq M \leq 1$ (Cauchy inequality and the Carleson condition);
2. Range: $0 \leq \mathcal{B}(F, \mathbf{f}, M) \leq C F$ (our belief that the theorem is true);
3. Key property: for all $0 \leq \Delta M \leq M$

$$
\mathcal{B}(F, \mathbf{f}, M) \geq \Delta M f^{2}+\frac{1}{2}\left\{\mathcal{B}\left(F_{+}, \mathbf{f}_{+}, M_{+}\right)+\mathcal{B}\left(F_{-}, \mathbf{f}_{-}, M_{-}\right)\right\}
$$

whenever all triples $(F, \mathbf{f}, M),\left(F_{ \pm}, \mathbf{f}_{ \pm}, M_{ \pm}\right)$belong to the domain and

$$
F=\frac{1}{2}\left(F_{+}+F_{-}\right), \quad \mathbf{f}=\frac{1}{2}\left(\mathbf{f}_{+}+\mathbf{f}_{-}\right), \quad \text { and } \quad M=\frac{1}{2}\left(M_{+}+M_{-}\right)+\Delta M .
$$

The main property 3 is simply discrete Bellman inequality. It was explained in details how to get it in [8]; one can also just apply the technique from Sections 1,2 to get the discrete Bellman inequality.

It is also easy to show, and was shown in [8] that existence of a function $\mathcal{B}$ satisfying the above properties 1-3 implies the estimate

$$
\sum_{I \text { is dyadic }} \mu_{I}\left|\langle f\rangle_{I}\right|^{2} \leq C\|f\|_{L^{2}}^{2}
$$

where $C$ is the same as in in the property 2 . So we need to show that $C=4$ is the best possible constant in 2.

We need to get a continuous version of the main property 3. It again was done in [8], and here we present an alternative explanation. Namely, let us just write the Bellman equation for the continuous analogue of our process. It will be

$$
\begin{equation*}
\sup _{\alpha}\left\{\frac{1}{2} \sum_{j, k=1}^{3} \frac{\partial^{2} \mathcal{B}}{\partial x_{j} \partial x_{k}} \alpha_{j} \alpha_{k}+\frac{\partial \mathcal{B}}{\partial M} \alpha_{4}\right\}=0 . \tag{3.11}
\end{equation*}
$$

This immediately implies the following 2 inequalities

$$
\begin{aligned}
3^{\prime} \cdot d^{2} \mathcal{B} & \leq 0 \\
3^{\prime \prime} \cdot \frac{\partial \mathcal{B}}{\partial M} & \geq \mathbf{f}^{2}
\end{aligned}
$$

which, as it was shown in [8], constitute the infinitesimal version of the main property 3 (the derivatives here can be understood in the sense of distributions). Inequalities 3 ', 3 " clearly follows from 3 (just consider infinitely small changes of variables). Since the domain is convex, it is not difficult to show, that the infinitesimal version implies, in turn, the discrete version 3, see again [8].

To "solve" the Bellman equation, let us eliminate one variable, using a trick of Burkholder, see [2]. We will also use this trick in the next section.

Namely, let us suppose the "real" Bellman function (i. e. obtained as sup) $\mathcal{B}$ satisfies the inequality $\mathcal{B} \leq c F$. Define

$$
u(\mathbf{f}, M):=\sup _{F}\{\mathcal{B}(F, \mathbf{f}, M)-C \cdot F\} .
$$

We claim, that the function $u$ is concave, and satisfies the inequalities $\partial u / \partial M \geq \mathbf{f}^{2}$ and $-C \mathbf{f}^{2} \leq u(\mathbf{f}, M) \leq 0$.

The last inequality is trivial: we simply take supremum in the inequality

$$
-C F \leq \mathcal{B}(F, \mathbf{f}, M)-C F \leq 0
$$

The concavity is not completely trivial. We know, that the infimun of concave functions is concave, but that is not true for supremum. However, we have not just a family of concave functions, but the function that is concave in all variables, and the following simple lemma takes care of everything.

Lemma 3.4. Let $\varphi(x, y)$ be a concave function, and let $\Phi(x):=\sup _{y} \varphi(x, y)$. Then $\Phi$ is concave.

The proof of this lemma is a simple exercise in convex analysis, and we omit it.
The inequality $\partial u / \partial M \geq \mathbf{f}^{2}$ is also not difficult, and we leave its proof to the reader.
Summarizing, if the Carleson Embedding Theorem holds with constant $C$, there exists a convex function $u(\mathbf{f}, M)$ satisfying $\partial u / \partial M \geq \mathbf{f}^{2}$ and such that $-C \mathbf{f}^{2} \leq u(\mathbf{f}, M) \leq 0$. On the other hand, if such $u$ exists, we can define $\mathcal{B}(F, \mathbf{f}, M):=u(\mathbf{f}, M)+C F$, so the Carleson Embedding Theorem holds with the same constant $C$. Hence, the best constant in the Carleson Embedding Theorem is exactly the best constant for which the function $u$ exists.

Now we use the homogeneity of $\mathcal{B}$ and $u$ to eliminate one more variable. Namely, the "real" Bellman function $\mathcal{B}$ (defined as the supremum) satisfies the following property:

$$
\mathcal{B}\left(a^{2} F, a \mathbf{f}, M\right)=a^{2} \mathcal{B}(F, \mathbf{f}, M) \quad \forall a \in \mathbb{R} .
$$

Therefore

$$
\begin{equation*}
u(a \mathbf{f}, M)=a^{2} u(\mathbf{f}, M) \tag{3.12}
\end{equation*}
$$

i. e. $u$ can be represented as

$$
\begin{equation*}
u(\mathbf{f}, M)=\mathbf{f}^{2} \varphi(M) \tag{3.13}
\end{equation*}
$$

Note, that to get the homogeneity condition (3.12), one does not have to know anything about the "real" Bellman function. Namely, if we have a function $\widetilde{u}$ satisfying all the inequalities, then any its "rescaling" $u_{a}:=a^{-2} \widetilde{u}(a \mathbf{f}, M)$ satisfies all the inequalities too (because all the inequalities have correct homogeneity). So, if we define $u(\mathbf{f}, M):=\inf _{a \neq 0} a^{-2} \widetilde{u}(a \mathbf{f}, M)$, it satisfies (3.12). It is clear that $u$ is concave (as infimum of concave functions), and it is easy to show that $\partial u / \partial M \geq \mathbf{f}^{2}$ (in the sense of distributions).

For the function $u$ defined by (3.13) the Hessian (matrix of second derivatives) equals to

$$
\left(\begin{array}{cc}
2 \varphi(M) & 2 \mathbf{f} \varphi^{\prime}(M) \\
2 \mathbf{f} \varphi^{\prime}(M) & \mathbf{f}^{2} \varphi^{\prime \prime}(M)
\end{array}\right)
$$

so the concavity of $u$ is equivalent to the following two inequalities:

$$
\varphi \leq 0, \quad \varphi \varphi^{\prime \prime}-2\left(\varphi^{\prime}\right)^{2} \geq 0 \quad \text { for } M \in[0,1]
$$

The inequality $\partial u / \partial M \geq \mathbf{f}^{2}$ means simply that $\varphi^{\prime} \geq 1$, and $\varphi$ also has to satisfy $-C \leq \varphi \leq 0$.
Now it is an easy task to find $\varphi$. The inequality $\varphi \varphi^{\prime \prime}-2\left(\varphi^{\prime}\right)^{2} \geq 0$ can be rewritten as

$$
\varphi^{4}\left(\varphi^{\prime} / \varphi^{2}\right)^{\prime} \geq 0
$$

The critical case $(=0)$ gives rise to the differential equation

$$
\left(\varphi^{\prime} / \varphi^{2}\right)^{\prime}=0
$$

which has general solution

$$
\varphi(M)=1 /\left(C_{1}+C_{2} M\right)
$$

Let us consider only solutions that are non-positive on $[0,1]$ and satisfy $\varphi^{\prime} \geq 1$ there. Among all such solutions function

$$
\varphi(M)=-4 /(1+M)
$$

has the best lower bound on $[0,1], \inf \{\varphi(M): M \in[0,1]\}=-4$.
It is not difficult to show that if we consider on $[0,1]$ all non-negative solutions of the inequality $\varphi \varphi^{\prime \prime}-2\left(\varphi^{\prime}\right)^{2} \geq 0$ which satisfy $\varphi^{\prime} \geq 1$, we do not improve the lower bound.

So, $C=4$ is the best constant in the Carleson Embedding Theorem, and it is given by the function $u(\mathbf{f}, M)=-4 \mathbf{f}^{2} /(1+M)$.

Note that

$$
\mathcal{B}(F, \mathbf{f}, M)=u(\mathbf{f}, M)+4 F=4\left(F-\mathbf{f}^{2} /(1+M)\right)
$$

is exactly the Bellman function that was obtained in [8]. It means that the best estimate in the Carleson Embedding Theorem was already obtained in [8], although we did not realize that until now.

Note also, that the function $\mathcal{B}$ defined above is not the "real" Bellman function: in particular, it does not satisfy the Bellman equation (3.11) (recall, that "satisfies" means that supremum is attained at some non-zero $\alpha$; it is always attained at $\alpha=0$.) Of course, this is only an indication, not a proof, for we did not prove that the Bellman Equation in this sense (supremum is attained at non-zero $\alpha$ ) is necessary. But it is easy to see that on the boundary $F=\mathbf{f}^{2}$ the "real" Bellman function must satisfy the boundary condition $\mathcal{B}(F, \mathbf{f}, M)=M \mathbf{f}^{2}=M F$, and the function we constructed does not satisfy this condition.

So, our Bellman function only touches the real one along some set.

## 4. Burkholder meets Bellman

Let us recall a famous result of Burkholder [2] about basis constant for the Haar system in $L^{p}$. Symbol $h_{I}$ here denotes the normalized Haar function for the interval $I$.

Theorem 4.1. Let $1<p<\infty$, and let $f=\sum_{I \in \mathcal{D}} c_{I} h_{I}$ (we can always assume that the sum is finite) and $g=\sum_{I \in \mathcal{D}} \varepsilon_{I} c_{I} h_{I}$, where $\varepsilon_{I}= \pm 1$. Then for any choice of the sequence $\varepsilon_{I}(= \pm 1)$

$$
\|g\|_{p} \leq C_{p}\|f\|_{p}
$$

here $C_{p}=p^{*}-1, p^{*}=\max \left\{p, p^{\prime}\right\}$, where $p^{\prime}$ is the conjugate exponent, $1 / p+1 / p^{\prime}=1$.
Moreover, the constant $C_{p}$ here is sharp.
Let us translate Burkholder's approach to the Bellman function language.
But first, few trivial observations. First of all, by duality, it is sufficient to prove the theorem only for $p>2$ (case $p=2$ is trivial because of orthogonality). So, from now on we assume that $2<p<\infty$, so $p^{*}=p$. The second observation is that the theorem holds true if $\varepsilon_{I}$ are arbitrary numbers in the interval $[-1,1]$, because any such sequence belongs to the convex hall of $\pm 1$ sequences (it is sufficient to consider only sequences with finitely many non-zero terms).

### 4.1. Bellman equation for Burkholder's theorem

To construct the Bellman function, let us fix a dyadic interval $I$, and consider all functions $f=\sum_{J \in \mathcal{D}} c_{J} h_{J}, g=\sum_{J \in \mathcal{D}} \varepsilon_{J} c_{J} h_{J}, \varepsilon_{J}= \pm 1$, such that the averages over the interval $I$ are fixed:

$$
\begin{equation*}
\left.\langle f\rangle_{I}=\mathbf{f}, \quad\langle g\rangle_{I}=\mathbf{g},\left.\quad\langle | f\right|^{p}\right\rangle_{I}=F . \tag{4.1}
\end{equation*}
$$

Define function $\mathcal{B}(\mathbf{f}, \mathbf{g}, F)$ of 3 real variables (all functions are assumed to be real-valued as $\mathcal{B}(\mathbf{f}, \mathbf{g}, F):=\sup \left\{\left.\langle | g\right|^{p}\right\rangle_{I}: f, g$ satisfying (4.1)\}. Clearly, it does not depend on the interval $I$, due to the right scaling.

In terms of stochastic processes, the equation of our motion is

$$
x^{n+1}=x^{n}+\alpha^{n} \xi^{n}, \quad x^{0}=(\mathbf{f}, \mathbf{g}, F)^{T}
$$

where $\xi^{n}$ are independent (scalar) "coin tosses", and we want to maximize $\lim _{n \rightarrow \infty} \mathbb{E}\left(\left|x_{2}^{n}\right|^{p}\right)$ (only "retirement bonus" here).

All variables and controls $\alpha$ here are easy to understand: if at the moment $n$ we are at an interval $J$, then

$$
\left.x^{n}=\left(x_{1}^{n}, x_{2}^{n}, x_{3}^{n}\right)^{T}=\left(\langle f\rangle_{J},\langle g\rangle_{J},\left.\langle | f\right|^{p}\right\rangle_{J}\right)^{T}
$$

and

$$
\alpha^{n}=\left(\alpha_{1}^{n}, \alpha_{2}^{n}, \alpha_{3}^{n}\right)^{T}=\left(\frac{\langle f\rangle_{J_{+}}-\langle f\rangle_{J_{-}}}{2}, \frac{\langle g\rangle_{J_{+}}-\langle g\rangle_{J_{-}}}{2}, \frac{\left.\left.\left.\langle | f\right|^{p}\right\rangle_{J_{+}}-\left.\langle | f\right|^{p}\right\rangle_{J_{-}}}{2}\right)^{T} .
$$

Let us check the properties of the function $\mathcal{B}$ : it is defined on the (convex) domain $|\mathbf{f}|^{p} \leq F$ (Hölder inequality), and it has to satisfy the inequalities

$$
\begin{align*}
\mathcal{B}(\mathbf{f}, \mathbf{g}, F) & \geq|\mathbf{g}|^{p},  \tag{4.2}\\
\mathcal{B}(0,0, F) & \leq C_{p}^{p} F \tag{4.3}
\end{align*}
$$

The last inequality (4.3) here is our belief that the theorem is true: if we consider $f=$ $\sum_{J \subset I} c_{J} h_{J}$, then $\langle f\rangle_{I}=\langle g\rangle_{I}=0$.

What about the main property-Bellman equation? Since there is no profit function, only the "retirement bonus", it looks like the Bellman equation (inequality) is simply the concavity condition. However, one can easily see that it is impossible to find a concave function $\mathcal{B}$ in the domain $|\mathbf{f}|^{p} \leq F$, satisfying (4.2) and (4.3). So, what is wrong?

The answer is simple: we did not take into account that the controls $\alpha$ are not arbitrary, they satisfy some restrictions. Namely, since $f=\sum_{J} c_{J} h_{J}$ and $g=\sum_{J} \varepsilon_{J} c_{J} h_{J}, \varepsilon_{J}= \pm 1$, we have that for any interval $I$,

$$
\left|\langle f\rangle_{I_{+}}-\langle f\rangle_{I_{-}}\right|=\left|\langle g\rangle_{I_{+}}-\langle g\rangle_{I_{-}}\right|,
$$

so $\left|\alpha_{1}\right|=\left|\alpha_{2}\right|$. So, the Bellman inequality is not the concavity, but restricted concavity

$$
\begin{equation*}
\mathcal{B}(\mathbf{f}, \mathbf{g}, F) \geq\left(\mathcal{B}\left(\mathbf{f}+\alpha_{1}, \mathbf{g}+\alpha_{2}, F+\alpha_{3}\right)+\mathcal{B}\left(\mathbf{f}-\alpha_{1}, \mathbf{g}-\alpha_{2}, F-\alpha_{3}\right)\right) / 2 \tag{4.4}
\end{equation*}
$$

whenever $\left|\alpha_{1}\right|=\left|\alpha_{2}\right|$ (and all the arguments belong to the domain).

Note, that if we construct any function $\mathcal{B}=\mathcal{B}(\mathbf{f}, \mathbf{g}, F)$ on the domain $|\mathbf{f}|^{p} \leq F$, satisfying the Bellman inequality (4.4) and the estimates (4.2), (4.3), then we prove the theorem.

Indeed, consider $f$ supported by a dyadic interval $I, f=\sum_{J \subset I} c_{J} h_{J}$. Then the Bellman inequality (4.4) implies that

$$
\begin{aligned}
\left.|I| \cdot \mathcal{B}\left(0,0,\left.\langle | f\right|^{p}\right\rangle_{I}\right) & \left.=|I| \cdot \mathcal{B}\left(\langle f\rangle_{I},\langle g\rangle_{I},\left.\langle | f\right|^{p}\right\rangle_{I}\right) \\
& \left.\left.\geq\left|I_{+}\right| \cdot \mathcal{B}\left(\langle f\rangle_{I_{+}},\langle g\rangle_{I_{+}},\left.\langle | f\right|^{p}\right\rangle_{I_{+}}\right)+\left|I_{-}\right| \cdot \mathcal{B}\left(\langle f\rangle_{I_{-}},\langle g\rangle_{I_{-}},\left.\langle | f\right|^{p}\right\rangle_{I_{-}}\right)
\end{aligned}
$$

Writing the Bellman inequalities to $I_{+}$and $I_{-}$, then to their halves, we get after going $n$ generations down:

$$
\begin{aligned}
\left.|I| \cdot \mathcal{B}\left(0,0,\left.\langle | f\right|^{p}\right\rangle_{I}\right) & \left.\geq \sum_{J \subset I:|J|=2^{-n}|I|}|J| \cdot \mathcal{B}\left(\langle f\rangle_{J},\langle g\rangle_{J},\left.\langle | f\right|^{p}\right\rangle_{J}\right) \\
& \left.\geq\left.\sum_{J \subset I:|J|=2^{-n}|I|}|J| \cdot\langle | g\right|^{p}\right\rangle_{J}
\end{aligned}
$$

(the last inequality here is just (4.2)).
Taking limit as $n \rightarrow \infty$ and using (4.3) we get

$$
\left.\left.C_{p}^{p} \int_{I}|f|^{p}=\left.C_{p}^{p}|I|\langle | f\right|^{p}\right\rangle_{I} \geq|I| \cdot \mathcal{B}\left(0,0,\left.\langle | f\right|^{p}\right\rangle_{I}\right) \geq \int_{I}|g|^{p}
$$

To complete the proof it remains to notice that any finite sum $f=\sum c_{J} h_{J}$ is supported by a union of at most 2 disjoint dyadic intervals.

### 4.2. Finding $\mathcal{B}$ : biconcave function

To find $\mathcal{B}$, let us first understand what does the restricted concavity (4.4) mean.
To do that let us do a simple change of variables. Let us introduce new variables, $\mathbf{x}:=\mathbf{g}+\mathbf{f}, \mathbf{y}:=\mathbf{g}-\mathbf{f}$, so

$$
\mathbf{f}=(\mathbf{x}-\mathbf{y}) / 2, \quad \mathbf{g}=(\mathbf{x}+\mathbf{y}) / 2
$$

Define $\widetilde{\mathcal{B}}(\mathbf{x}, \mathbf{y}, F):=\mathcal{B}(\mathbf{f}, \mathbf{g}, F)=\mathcal{B}((\mathbf{x}-\mathbf{y}) / 2,(\mathbf{x}+\mathbf{y}) / 2, F)$. Then the restricted concavity (4.4) of $\mathcal{B}$ just mean that the function $\widetilde{\mathcal{B}}$ for any fixed $\mathbf{y}$ is concave in arguments $\mathbf{x}, F$, and for any fixed $\mathbf{x}$ is concave in arguments $\mathbf{y}, F$. The inequalities (4.2), (4.3) can be translated into

$$
\begin{aligned}
\widetilde{\mathcal{B}}(\mathbf{x}, \mathbf{y}, F) & \geq\left|\frac{\mathbf{x}+\mathbf{y}}{2}\right|^{p} \\
\widetilde{\mathcal{B}}(0,0, F) & \leq C_{p}^{p} F
\end{aligned}
$$

Domain of $\widetilde{\mathcal{B}}$ will be $\left|\frac{\mathbf{x}-\mathbf{y}}{2}\right|^{p} \leq F$.
Burkholder in $[2,3]$ did the above change of variables in the original problem, using the so-called "zigzag martingales".

To find $\widetilde{\mathcal{B}}$, one can use the homogeneity of the "real" Bellman function $\mathcal{B}$ to get the condition

$$
\widetilde{\mathcal{B}}\left(a \mathbf{x}, a \mathbf{y},|a|^{p} F\right)=|a|^{p} \widetilde{\mathcal{B}}(\mathbf{x}, \mathbf{y}, F) .
$$

This allows us to reduce the number of variable to 2 , and the partial differential equations appearing from the concavity conditions can be solved (by Burkholder, not by us).

It is really amazing, that Burkholder, see [3] was able to solve these PDE's: they are really complicated, and solving them definitely goes beyond our abilities.

However, there is an easier method, also due to Burkholder. This method gives us a supersolution with the best constant, as well as the proof that the constant is best. We essentially following Burkholder [2] here, and we refer the reader to [2,3] for all the details.

Suppose we found a function $\mathcal{B}$ satisfying $\mathcal{B}(0,0, F) \leq C_{p}^{p} F$ with some $C_{p}$, as well as all other necessary inequalities. Changing variables to $\mathbf{x}, \mathbf{y}$ we get the function $\widetilde{\mathcal{B}}(\mathbf{x}, \mathbf{y}, F)$. Let us now eliminate variable $F$, using the same trick as in the previous section with the Carleson Embedding Theorem. Define

$$
u(\mathbf{x}, \mathbf{y}):=\sup _{F \geq\left|\frac{\mathbf{x}-\mathbf{y}}{2}\right|^{p}}\left\{\widetilde{\mathcal{B}}(\mathbf{x}, \mathbf{y}, F)-C_{p}^{p} F\right\} .
$$

Using Lemma 3.4 we get that the function $u$ is biconcave, that means the functions $u(\mathbf{x}, \cdot)$ and $u(\cdot, \mathbf{y})$ are concave. The function $u$ also satisfies the inequalities

$$
\begin{equation*}
u(0,0) \leq 0, \quad u(\mathbf{x}, \mathbf{y}) \geq\left|\frac{\mathbf{x}+\mathbf{y}}{2}\right|^{p}-C_{p}^{p} \cdot\left|\frac{\mathbf{x}-\mathbf{y}}{2}\right|^{p} \tag{4.5}
\end{equation*}
$$

The first one is trivial, because $\widetilde{\mathcal{B}}(0,0, F)-C_{p}^{p} F \leq 0$, and the second one follows from the inequality

$$
\widetilde{\mathcal{B}}(\mathbf{x}, \mathbf{y}, F)-C_{p}^{p} F \geq\left|\frac{\mathbf{x}+\mathbf{y}}{2}\right|^{p}-C_{p}^{p} F
$$

and the fact that $\sup \left\{-F: F \geq\left|\frac{\mathbf{x}-\mathbf{y}}{2}\right|^{p}\right\}=-\left|\frac{\mathbf{x}-\mathbf{y}}{2}\right|^{p}$.
We have proved, that if a function $\mathcal{B}$ exists for some $C_{p}$, then a function $u$ exists for the same constant $C_{p}$. The converse is also true: if a function $u$ exists for some $C_{p}$, then we can define $\widetilde{\mathcal{B}}(\mathbf{x}, \mathbf{y}, F):=u(\mathbf{x}, \mathbf{y})+C_{p}^{p} F$, and then changing variables $\mathbf{x}, \mathbf{y}$ back to $\mathbf{f}$ and we get $\mathcal{B}$. Thus the estimate in the Burkholder's theorem is equivalent to the existence of such biconvex $u$, and the best constant is the best $C_{p}$ for which such $u$ exists.

Note, that without loss of generality one can assume that $u$ is symmetric and homogenous of degree $p$ :

$$
\begin{equation*}
u(\mathbf{x}, \mathbf{y})=u(\mathbf{y}, \mathbf{x}), \quad u(a \mathbf{x}, a \mathbf{y})=|a|^{p} u(\mathbf{x}, \mathbf{y}), \quad a \in \mathbb{R} . \tag{4.6}
\end{equation*}
$$

For a function $u$ obtained from the "real" Bellman function it can be deduced from the symmetry and homogeneity of $\mathcal{B}$, but there is an alternative, very simple explanation. Namely, if a function $u=u(\mathbf{x}, \mathbf{y})$ satisfies inequalities (4.5), then the functions $|a|^{-p} u(a \mathbf{x}, a \mathbf{y})$ and $u(\mathbf{y}, \mathbf{x})$ satisfy them as well. So, if we have some biconcave $u_{0}$, then we can define a symmetric and homogenous biconcave $u$ by

$$
u(\mathbf{x}, \mathbf{y})=\inf _{a \neq 0}|a|^{-p}\left(u_{0}(a \mathbf{x}, a \mathbf{y})+u_{0}(a \mathbf{y}, a \mathbf{x})\right) / 2
$$

(infimum of concave functions is concave). Note, that $u(0,0)=0$ even if $u_{0}(0,0)>0$, so we do not have to worry about first inequality in (4.5).

The fact that $u$ is homogenous means that it is (almost) completely defined by $w(\mathbf{x}):=$ $u(\mathbf{x}, 1)$, namely $u(\mathbf{x}, \mathbf{y})=|\mathbf{y}|^{p} w(\mathbf{x} / \mathbf{y})$ if $y \neq 0$.

If we denote

$$
v(\mathbf{x}, \mathbf{y})=\left|\frac{\mathbf{x}+\mathbf{y}}{2}\right|^{p}-C_{p}^{p} \cdot\left|\frac{\mathbf{x}-\mathbf{y}}{2}\right|^{p}
$$

then clearly $w(\mathbf{x}) \geq v(\mathbf{x}, 1)$. The function $w$ is clearly concave. Note, that a $p$-homogenous $u$ satisfies $u(\mathbf{x}, \mathbf{y})=u(\mathbf{y}, \mathbf{x})$ if and only if

$$
\begin{equation*}
w(\mathbf{x})=|\mathbf{x}|^{p} w(1 / \mathbf{x}) . \tag{4.7}
\end{equation*}
$$

Indeed,

$$
u(\mathbf{x}, \mathbf{y})=|\mathbf{y}|^{p} w(\mathbf{x} / \mathbf{y})=|\mathbf{y}|^{p}|\mathbf{x} / \mathbf{y}|^{p} w(\mathbf{y} / \mathbf{x})=|\mathbf{y}|^{p} w(\mathbf{y} / \mathbf{x})=u(\mathbf{y}, \mathbf{x})
$$

In this case $u$ can be completely restored from $w$ by putting $u(\mathbf{x}, 0)=\mid x{ }^{p} w(0)$. Note, that if $w$ is concave (and satisfies (4.7)), then the restored function $u$ is biconcave: indeed, for any fixed $\mathbf{y}$ the function $u(\cdot, \mathbf{y})$ is clearly concave, and the symmetry condition $u(\mathbf{x}, \mathbf{y})=u(\mathbf{y}, \mathbf{x})$ implies that $u(\mathbf{x}, \cdot)$ is concave as well.

Therefore, given $C_{p} \geq 1$, the existence of the biconcave $u$ (and so the Burkholder's Theorem) is equivalent to the existence of a concave $w$ satisfying (4.7) and such, that $w(\mathbf{x}) \geq$ $v(\mathbf{x}, 1)$.

Let $\mathbf{x}_{0}$ be the solution of the equation $v(\mathbf{x}, 1)=0$ on the interval $[-1,1], \mathbf{x}_{0}=\left(C_{p}-\right.$ 1) $/\left(C_{p}+1\right)$.

Lemma 4.2. A concave function $w$ as above exists if and only if $C_{p} \geq p-1$ (we are considering only the case $p \geq 2$ here). Moreover, if $C_{p}=p-1$, then $w$ is uniquely defined on the interval $\left[\mathbf{x}_{0}, 1 / \mathbf{x}_{0}\right]$, and it is an affine function on $\left[\mathbf{x}_{0}, 1\right]$.

Proof. If

$$
L:=\lim _{\mathbf{x} \rightarrow 1-} \frac{w(\mathbf{x})-w(1)}{\mathbf{x}-1}, \quad R:=\lim _{\mathbf{x} \rightarrow 1+} \frac{w(\mathbf{x})-w(1)}{\mathbf{x}-1}
$$

then (4.7) implies that $L=p w(1)-R$. Since $w$ is concave, we have

$$
p w(1)=L+R \leq 2 L \leq 2 \frac{w(1)-w\left(\mathbf{x}_{0}\right)}{1-\mathbf{x}_{0}}=\left(C_{p}+1\right)\left(w(1)-w\left(\mathbf{x}_{0}\right)\right) \leq\left(C_{p}+1\right) w(1)
$$

the last inequality here follows from the fact that $w\left(\mathbf{x}_{0}\right) \geq v\left(\mathbf{x}_{0}, 1\right)=0$.
So, $p w(1) \leq\left(C_{p}+1\right) w(1)$, and since $w(1) \geq v(1,1)>0$, we get $C_{p} \geq p-1$.
If $C_{p}=p-1$, then all the inequalities in the above chain become equalities, and that means on the interval $\left[\mathbf{x}_{0}, 1\right]\left(\mathbf{x}_{0}=1-2 / p\right.$ in this case $)$ the function $w$ must be an affine function satisfying $w\left(\mathbf{x}_{0}\right)=0$. Since $w$ is a concave majorant of $v(\mathbf{x}, 1)$, the slope must be equal to the derivative $\frac{d}{d \mathbf{x}} v(\mathbf{x}, 1)$ at $\mathbf{x}=\mathbf{x}_{0}$. So, indeed, the function $w$ (if it exists) is uniquely defined on $\left[\mathbf{x}_{0}, 1\right]$ (and so on $\left[\mathbf{x}_{0}, 1 / \mathbf{x}_{0}\right]$ ).

To prove that the condition $C_{p} \geq p-1$ is sufficient it is enough to construct $w$ for the critical case $C_{p}=p-1$. The function $w$ is uniquely defined on the interval $\left[\mathbf{x}_{0}, 1 / \mathbf{x}_{0}\right]$, and
outside of this interval we can just put $w(\mathbf{x})=v(\mathbf{x}, 1)$. Of course, it remains to check that $w$ is a concave majorant of $v(\mathbf{x}, 1)$, and it is nor hard to do.

Note, that function $w$ is not unique, there are other choices possible. For example, we can choose $w$ to be an affine function on $[-1,1]$ (extension of the affine function on $\left[\mathbf{x}_{0}, 1\right]$ ), and then extend it to $\mathbb{R}$ according to (4.7). Again, one has to check that $w$ majorates $v(\mathbf{x}, 1)$ and that it is concave (outside of $[-1,1]$ ). The resulting function is given by

$$
\begin{equation*}
w(\mathbf{x})=\alpha_{p}\left\{\left|\frac{\mathbf{x}+1}{2}\right|-\left(p^{*}-1\right)\left|\frac{\mathbf{x}-1}{2}\right|\right\}\left\{\left|\frac{\mathbf{x}+1}{2}\right|+\left|\frac{\mathbf{x}-1}{2}\right|\right\}^{p-1} \tag{4.8}
\end{equation*}
$$

where $\alpha_{p}=p \cdot\left(1-1 / p^{*}\right)^{p-1}$. Although we only considered the case $p>2$, the resulting function works for $p<2$ as well, and that is why we are using $p^{*}:=\max \left\{p, p^{\prime}\right\}, 1 / p+1 / p^{\prime}=1$ here.

Formula (4.8) gives rise to

$$
u(\mathbf{x}, \mathbf{y})=\left\{\left|\frac{\mathbf{x}+\mathbf{y}}{2}\right|-\left(p^{*}-1\right)\left|\frac{\mathbf{x}-\mathbf{y}}{2}\right|\right\}\left\{\left|\frac{\mathbf{x}+\mathbf{y}}{2}\right|+\left|\frac{\mathbf{x}-\mathbf{y}}{2}\right|\right\}^{p-1}
$$

Going back to the original variables $\mathbf{f}, \mathbf{g}$ we get a Bellman function

$$
\mathcal{B}(\mathbf{f}, \mathbf{g}, F)=\alpha_{p}\left\{|\mathbf{g}|-\left(p^{*}-1\right)|\mathbf{f}|\right\}\{|\mathbf{f}|+|\mathbf{g}|\}^{p-1}+\left(p^{*}-1\right) F .
$$

## 5. Conclusions

- Our Bellman equation in many cases (in all cases we considered here) can be interpreted as a particular case of the classical Bellman equation for stochastic control (see [6]). Recall, that the deterministic bellman equation is a first order PDE. The second order terms in our case are due to the probabilistic nature of the problem (Ito's formula).
- Every (dyadic) harmonic analysis problem, which scales correctly, has the Bellman equation assigned to it.
- The process that correspond to a dyadic harmonic analysis problem is a discrete time process, so the Bellman equation is in fact a system of discrete (finite difference) inequities. One can consider their continuous (infinitesimal) version by taking infinitely small changes of variables. This infinitesimal version can be also obtained (at least formally) by writing the bellman equation for a continuous time analogue of our discrete time process.
- Moving from a continuous (infinitesimal) Bellman equation (function) is usually pretty easy if the domain is convex. If the domain is not convex, some extra work is needed, and it can be rather tricky to get from the continuous version to the discrete one.
- The Bellman equation is best to interpret as a system of inequalities. There are several reasons for that. First of all, if we just formally write the equation (1.8), in our situation any supersolution, i. e. any function satisfying the inequalities satisfies the equation as well (supremum is attained and equal 0 at $\alpha=0$ ). So something else is needed to get the equation: for example one can require that the supremum is attained at some non-zero $\alpha$.

Moreover, if we find a way to interpret the equation, its solvability is not equivalent to our original problem. We do not know if it is necessary, because we do not know apriori that $\mathcal{B}$ is smooth, and we do not know if it is sufficient.

So, while thinking about equation can provide some useful heuristics, it is better to work with it as with a system of inequalities.

- The Bellman equations, appearing in harmonic analysis are quite different from the classical PDEs: we do not know any existence and uniqueness results (see also above item about interpretation). The boundary values are not essential in our case (although in some situations they can be written), but some bounds on $\mathcal{B}$ are very important.
- The domain is very important: it can mean the difference between true and false statements. For example, it is well known that the Muckenhoupt condition is sufficient for the boundedness of Haar multipliers in $L^{2}(w)$, see [16], but its two-weight analogue is not, see[10]. From the point of view of Bellman function, the difference is not in the equation, but in the domain.
- In classical stochastic control, the "retirement bonus" $F$ usually does not appear, but in harmonic analysis it is very often an important part. Unlike profit function $f^{\alpha}$ it does not figure in the equation, but gives rise to bounds on the Bellman function.
- It is very difficult usually (if at all possible) to find the exact solution of the corresponding Bellman equation. Problem of finding a supersolution is often much more tractable.
- Harmonic analysis Bellman equations (inequalities) not always can be written in infinitesimal (continuous) form, see, for example [7].
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