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ABSTRACT An intrusion detection system (IDS) is an important protection instrument for detecting
complex network attacks. Various machine learning (ML) or deep learning (DL) algorithms have been
proposed for implementing anomaly-based IDS (AIDS). Our review of the AIDS literature identifies some
issues in related work, including the randomness of the selected algorithms, parameters, and testing criteria,
the application of old datasets, or shallow analyses and validation of the results. This paper comprehensively
reviews previous studies on AIDS by using a set of criteria with different datasets and types of attacks to
set benchmarking outcomes that can reveal the suitable AIDS algorithms, parameters, and testing criteria.
Specifically, this paper applies 10 popular supervised and unsupervised ML algorithms for identifying
effective and efficient ML–AIDS of networks and computers. These supervised ML algorithms include the
artificial neural network (ANN), decision tree (DT), k-nearest neighbor (k-NN), naive Bayes (NB), random
forest (RF), support vector machine (SVM), and convolutional neural network (CNN) algorithms, whereas
the unsupervised ML algorithms include the expectation-maximization (EM), k-means, and self-organizing
maps (SOM) algorithms. Several models of these algorithms are introduced, and the turning and training
parameters of each algorithm are examined to achieve an optimal classifier evaluation. Unlike previous
studies, this study evaluates the performance of AIDS by measuring the true positive and negative rates,
accuracy, precision, recall, and F-Score of 31 ML-AIDS models. The training and testing time for ML-
AIDS models are also considered in measuring their performance efficiency given that time complexity is
an important factor in AIDSs. The ML-AIDS models are tested by using a recent and highly unbalanced
multiclass CICIDS2017 dataset that involves real-world network attacks. In general, the k-NN-AIDS, DT-
AIDS, and NB-AIDS models obtain the best results and show a greater capability in detecting web attacks
compared with other models that demonstrate irregular and inferior results.

INDEX TERMS Cyberattacks, intrusion detection system, machine learning, supervised and unsupervised
learning.

I. INTRODUCTION

As more platforms and applications are being connected to
networks, data become increasingly vulnerable to malicious
attacks. Accordingly, network security has become an impor-
tant research topic. Using an intrusion detection system (IDS)
is a well-known approach for protecting computer networks
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[1]. Two popular types of IDS, namely, network- (NIDS) and
host-based IDS (HIDS), have been adopted in practice. NIDS
monitors network traffic and detects any malicious activity in
the network by analyzing the activities of end users [2].

IDS applies two types of detection methods, namely,
signature- and anomaly-based methods. On the one hand,
signature-based IDS (or HIDS) detects attacks by identify-
ing patterns (i.e., signatures) in IDS [3]. While this method
can easily detect known malware and attacks based on their
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predefined signatures, HIDS cannot easily detect new mal-
ware and attacks because of their unknown signatures.
On the other hand, anomaly-based IDS (AIDS) can detect

unknown malware and attacks by performing a deep analysis
of the transmitted data [4]. Recent studies have developed
machine learning (ML) algorithms for enhancing AIDS (ML-
AIDS) [5]. These algorithms evaluate the network condition
by classifying the processed data into either normal or abnor-
mal classes. They train and test AIDS for detecting attacks
and use false alarm rate and accuracy to measure the ability
of AIDS in using different datasets. However, most of these
datasets are extremely imbalanced in terms of cybersecurity,
with the majority (98%) of these datasets being classified as
normal, whereas the rest (2%) are classified as attacks [6].
Moreover, most of the available AIDSs use conventional ML
methods to tune IDSmodels. Various evaluation metrics have
also been applied to measure the performance of AIDSs [7].
However, only a few studies have examined the multi-class
classification issue being faced by AIDS models.
Many studies use ML algorithms to build a proper IDS.

Data should be learned and predicted before applying ML
methods. The DARPA andKDDCup 1999 datasets generated
in 1998 and 1999, respectively, have been applied in 42% and
20% of these studies [8]. AIDS uses both datasets for testing
and training ML models. However, these datasets suffer from
several limitations, including outdated attack versions that
may not be representative of real network attacks, inadequate
information, and a large number of redundant records that
introduce bias to frequency records when training NIDS [9].
NSL-KDD has been proposed to solve some issues being
faced by KDD Cup 1999 [10], which also suffers from those
problems mentioned in [11]. Tama [12] recently used web
attacks to measure the effectiveness of AIDS based on ML
classifiers in protecting web applications in the Internet of
Things environment. These web attacks include cross-site
scripting (XSS) and structured query language (SQL) injec-
tion, both of which cause data losses and cannot be detected
in either the KDD Cup 1999 or UNSW-NB15 dataset [12].
AIDS models also suffer from performance and evalua-

tion constraints. Therefore, a comparative analysis of these
models by using a recently developed dataset is necessary
to evaluate their efficiency in distinguishing malicious from
benign activities and in identifying different types of attacks
[13]. Evaluating these models also facilitates the selection
of the most appropriate and accurate turning parameters for
developing AIDS. Accuracy plays a crucial role in the assess-
ment because a high false positive (FP) rate can lead to
distrust in the system and ignorance of alerts.
This research focuses on modeling ML algorithms for

AIDS and investigates some popular supervised ML models,
such as an artificial neural network (ANN), support vector
machine (SVM), decision tree (DT), random forest (RF),
and Naive Bayes (NB) algorithms, as well as unsupervised
ML models, such as k-means, self-organizing map (SOM),
and expectation–maximization (EM) algorithms, to identify
efficient and reliable AIDS methods. The most vital problem

in testing and evaluating AIDS models is the application of
novel types of attacks. Such a problem can be addressed
by using a CICIDS2017 dataset that contains novel attack
network traces. The main contribution of this work to the
cybersecurity domain lies in two aspects. First, this study
presents a comprehensive review of studies on the application
of ML in AIDS that have been published over the past four
years. These studies are also compared in terms of the classifi-
cation accuracy and effectiveness of their proposed methods.
Second, this study selects differentML-AIDSmodels for web
attack detection that have benchmarking outcomes with low
FP and false negative (FN) detection rates and short training
and prediction times.

This article is organized as follows. Section II analyzes
the most relevant works in ML-AIDS detection. Section III
reviews the ML algorithms and the most popular AIDS
datasets from a theoretical perspective. Section IV discusses
the approaches for evaluating the performance of AIDS and
the evaluation metrics used for measuring the effectiveness
of classifiers. Section VI tests and evaluates the selected ML
algorithms for implementing AIDS. Section VI summarizes
the findings and presents some suggestions for future work.

II. RELATED WORK

Many researchers use different datasets to train NIDS models
for detecting cybersecurity attacks. Appendix A lists the most
significant and most widely cited IDS studies that employ
different datasets for testing cybersecurity based on ML that
have been published between 2016 and 2019. AIDS is used
to evaluate IDS models because of its effectiveness in attack
detection [39]. A classification task involves the classification
of intrusions as either binary (when the goal is to distinguish
normal from abnormal behaviors) or multi-class (when the
intrusion is attributed to a specific attack category). This
study then proposes an effective classification task for evalu-
ating the latest NIDS models.

The NSL-KDD Cup 1999 dataset is used to analyze intru-
sion detection (ID), and the features of this dataset are clas-
sified into basic, content, traffic, and host. Each of these
classifications assesses ID based on the detection rate (DR)
and false alarm rate (FAR) [14], [15]. k-means cluster-
ing is applied to construct 1,000 clusters with more than
494,020 records and to highlight the association among dif-
ferent types of attacks and protocols utilized in intrusions.
ANN is employed to analyze the NSL-KDD dataset [16].
Results show that DR has accurately categorized 81.2% and
72.9% of intrusions and attacks, respectively. Several other
studies, such as [17], [18], and [19], have reported a decrease
in the efficiency of NIDS models.

An association rule-mining algorithm is implemented to
choose the most robust characteristics from the two datasets,
and then classifiers are used to evaluate both preciseness and
FAR. Results show that UNSW-NB15 has better characteris-
tics than the KDD Cup 1999 dataset. Three IDS benchmark
datasets that utilize ML algorithms have also been investi-
gated in the literature [20]. The analysis is conducted by
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using clustering neural network algorithms that set apart the
variances between synthetic and actual traffic. A fast feature
selection technique that identifies inferior dataset quality fea-
tures has also been applied [21]. The variances in random
variables are utilized to ascertain the worthiness of features.
This study analyzes the currently favored similarity-based
algorithms, such as the maximal information compression
index, correlation coefficient, and least square regression
error, and results in highlighting certain features that are
subsequently introduced into NB and k-NN to evaluate the
performance of the proposedmethod. This method eventually
outperforms other similarity-based algorithms in terms of
computational expenditure.
A rough set of features that are selected based on the KDD

Cup 1999 dataset has also been proposed [22]. This set is
grounded on the assumptions that the data accuracy level is
reduced and that the data pattern perceptibility has improved.
Based on these assumptions, factual findings are derived from
imperfect data. A selection of features that utilize RF is then
obtained [23].
The UNSW-NB15 dataset has also been analyzed by

using the Weka instrument [24]. The significant features
from this dataset are selected by using various attributes
of selection methods, including CfsSubsetEval (attribute
evaluator) of the greedy stepwise method and InfoGainAt-
tibuteEval (attribute evaluator) of the ranker method. The
optimal selected attributes subset is then employed for the
categorization by using several ML algorithms, including
RF. The categorization that employs selective features shows
improvements in its kappa statistics. Therefore, a weighted
feature selection technique is recommended [25] for identi-
fying Wi-Fi impersonation through the AWID dataset [26].
Appendix A lists the different datasets that have been used
in the literature for evaluating AIDS. Figure 7 shows the
most used dataset to evaluate NIDS by researchers and the
publication date. The KDD Cup 1999 (1999) and NSL-
KDD (2009) datasets utilize an outdated version of attacks,
thereby affecting their reliability. UNSW-NB15 is a recently
proposed dataset for training and testing the performance
of AIDS models [27], [28], [29]. However, this dataset also
has few drawbacks, including unrealistic attacks, reliability
issues, and imbalanced properties. CICIDS2017 [30], [31] is
considered the most appropriate dataset for training AIDS
models due to the profile behavior of its users, which is
based on HTTP, HTTPS, FTP, SSH, and email protocols
in the application layer. In addition, CICIDS2017 is realis-
tic and utilizes up-to-date attacks [32]. For these reasons,
the CICIDS2017 dataset is selected in this research to evalu-
ate AIDSs.
Deep-feature extraction and selection have also been

applied for dataset feature reduction. The recommended
method achieves 99.918% precision and 0.012% FAR. An
analytical study of the CIC-IDS-2017 dataset using distance-
based ML techniques [33] has applied the k-NN and
k-means algorithms to analyze complexity. Detection sys-
tems grounded on the identification of anomalous instances

are dependent on AI and ML for anomaly detection and
demonstrate an autonomous ability to distinguish normal
from abnormal system behavior.

AIDS models have been proposed using ML and DL
for classifying lines connection into multi or binary classes
[33], [77]. [80]–[82], [85]. In most of the AIDS models in
Appendix A, the authors attempt to improve the accuracy
of AIDS for performing classification binary task. The real
challenge appears in multi-class attacks. Especially, most of
the datasets in cybersecurity are formed with imbalanced
classes to demonstrate the actual attacks. So, there is a need
for powerful metrics to evaluate AIDSs according to the
nature of training and testing data. Although, the accuracy
improvement reaches up to 99.00 % in some of the existing
work. However, relying only on accuracy does not reflect the
actual performance of the AIDSs due to the model biased
for the majority than minority class. Neglecting the criteria
of the false alarm, precision, recall, F1-Score affect the
effectiveness of the evaluation. Besides, very few studies
focus on the efficiency of AIDS such as training time, testing
time and detection time, CPU overload, and memory usage.
The performance efficiency criteria are very important with
the existence of distributed and high-speed connectivity [86],
[88]. On the other hand, data mining techniques perform
feature selection by using one of the three approaches,
namely, wrapper, filter, and hybrid feature selection [34].
Anomaly detection models might identify the features that
are more relevant to identify attacks by using feature selection
techniques and some examples are presented in Appendix A.
Themain objective of applying feature selection algorithms is
to improve the attack detection performance of AIDS models
and reduce their detection time [35]. Many researchers prefer
feature selection over improving the intrusion classifier to
solve the false alarm issues in network intrusion detection.
However, reducing the features or parameters can result in
overfitting or making the classifiers biased toward specific
classes of attacks [22]. Moreover, feature selection is unable
to detect zero attacks given that the optimal subset of features
is selected based on labeled instances and some objective
functions that validate the results. While configuring feature
selection for new known attacks is not practically applica-
ble [24].

The review of the current studies of AIDS shows that all
the existing studies are not meant for benchmarking AIDS
models usingML or DL but focus on improving the detection
of particular algorithms. Furthermore, the existingmodels are
yet to reflect optimal performance. Table 1 has points out the
various aspect and shortcomings of several existing studies
that are related to the dataset selection, evaluation metric
selection, and validation issues.

Table 1 shows that most of the existing studies only rely on
accuracy to evaluate the performance of AIDSs. Also, there
is a validation issue in which very few existing studies have
compared their work with the state of the art AIDS models.
Subsequently, the literature lacks a standard benchmarking
methodology for AIDSs. Therefore, there is a need for a clear

VOLUME 9, 2021 22353



Z. K. Maseer et al.: Benchmarking of Machine Learning for Anomaly Based Intrusion Detection Systems in the CICIDS2017 Dataset

TABLE 1. A critical review of the existing studies.

FIGURE 1. The ML-AIDS models.

benchmarking methodology for testing and evaluating the
performance of the ML and DL-based AIDS models.

III. METHODS AND MATERIALS

An ML or DL algorithm can be trained by using various
procedures, including supervised and unsupervised learning.
Supervised learning performs classification based on data
instances that are marked in the training phase. Supervised
learning algorithms include ANN, DT (both types c4.5, ID3),
k-NN, NB, RF, SVM, and CNN. Meanwhile, unlabeled data
instances are detected via unsupervised learning, with cluster-
ing being the dominant learning method. Unsupervised learn-
ing algorithms include k-means clustering, EM clustering,
and SOM as shown in Figure 1.

A. SUPERVISED LEARNING

Seven supervised ML algorithms are evaluated in ML-AIDS.
The basic concepts of these algorithms are described as fol-
lows.

1) ANN

An ANN may be understood in visual terms as a weighted
directed graph that comprises nodes and edges [41]. Those
artificial neurons and directed edges with weights (that is,

FIGURE 2. The ANN architecture.

the strongest neurons) represent the linkages among artificial
neurons. The output of a neuron serves as the input to other
neurons. These neurons accept the input out of the world
as a vector, which is similar to a certain pattern or image.
The weights are adjusted while training the ANN to address
classification issues. The ANN architecture comprises an
input, output, and hidden layers, with each layer comprising
neurons. The input layer accepts the input from the outside
world, whereas the output layer reacts to the input introduced
into the input layer based on its own learning capacity. The
hidden layer serves as a mediator between the input and
output layers and changes the input in a certain way to utilize
the output layer. These layers may be partially or completely
linked. In this study, a multilayer perceptron technique with
backpropagation learning is applied. Figure 2 shows the gen-
eral ANN architecture (I-H-O) for the C class, where I, H,
and O represent the number of input, hidden layer, and output
nodes, respectively.

2) DT

A DT often uses supervised learning algorithms to solve ML
classification issues. Tree models, also known as classifica-
tion trees, are used in situations where the target variable can
accept discrete values as inputs. The components of a DT
include leaves, branches, and nodes. While leaves represent
the labels for each class, the branches represent the collection
of attributes that result in the class labels. These branches
function with discrete and continuous data. The DT algorithm
divides the samples into two or more homogeneous sets
according to an ultimate important splitter in input determi-
nants. However, DT faces an overfitting issue that is dealt
with via implementing bagging and boosting algorithms. DT
functions efficiently over discrete data. Figure 3 presents the
common architecture of a DT [42].

3) K-NN

According to [43], k-NN is an instance-based learning and
classification method whose fundamentals lie in its distance
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FIGURE 3. The DT architecture.

function, which computes the correlations or differences
among pairs of instances or points. Some other alternative
distance measures are also utilized in k-NN, including the
Euclidean distance, which is a typical

D(a,b) =

√

∑r

i=1
(ai− bi)2, (1)

where ai is the ith-featured element of instance a, bi is the
ith-featured element of instance b, and r represents the entire
quantity of dataset features. Euclidean distance is a non-
parametric measure that lacks any conjecture of the funda-
mental data dissemination. The construct of the model is
ascertained from the dataset, and this approach has been
proven beneficial given that a huge bulk of data are derived
from actual datasets without adhering to mathematical con-
jectures. Meanwhile, a lazy algorithm entails the construction
of a model that does not require the training of data points.
All training data are utilized during the testing stage, which
is slower and more expensive than the training stage. In the
worst-case scenario, k-NN requires additional time, memory,
and training data storage to scan all data points.

4) NB

NB methods use a group of probabilistic classifiers that are
created by implementing the Bayes theorem. These methods
consider the naive conjectures of independence between each
pair of features or attributes [44]. In processing the training
data, the NB can rival the latest sophisticated methods within
its domain, including SVM and ANN. NB can be easily
trained by using a supervised learning structure. In numer-
ous realistic implementations, the maximal probability tech-
nique is applied to calculate the parameters of NB models.
In other words, the NB model can function with the refusal
of Bayesian probability or by using any Bayesian technique.
Bayes theorem can be formulated as

p (A |B) =
p(A|B)P (A)

p (B)
, (2)

where A represents the active target attribute or dependent
event, B denotes the active predictor attribute or prior event,

FIGURE 4. The RF architecture.

P (A) represents the prior probability of A, P(A|B) represents
the posterior probability of B, and P(B|A) represents the
probability of B if hypothesis A holds true.

5) RF

As aforementioned, a DT faces an overfitting issue. RF rec-
tifies this issue effectively by taking the average of multiple
deep decision trees [45]. RF is an ensemble-learning algo-
rithm that resolves classification and regression issues. This
algorithm entails the construction of multiple DTs within
the training timespan. RF outputs the classes’ mode of a
particular DT when executing a classification function and
produces more superior outcomes than DT. Figure 4 shows
the RF architecture.

6) SVM

An SVM identifies a hyperplane that categorizes the training
instances into binary or multiclass. According to [46], the
SVM algorithm accepts noted instances and related outputs,
including binary or N-ary. An SVM is then constructed to
categorize new instances. The training instances are mapped
onto several points in the coordinate space, the instances are
linearly segregated as input sets. Numerous hyperplanes that
can segregate the training instance sets are available for the
selection. However, the optimal selection is the maximum
distance from the most proximal instance of any category.
Between two hyperplanes, P categorizes the instances prop-
erly yet has less range away from the most proximal instance.
By contrast, Q has a maximal range away yet shows a minute
erroneous classification. Therefore, the hyperplane P is cho-
sen. SVM can also be efficiently applied in high-dimensional
spaces.

7) CNN

CNN is a deep learning approach that involves the applica-
tion of different models with convolutional layers that deter-
mine the inputs, features, classification, training, and testing
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FIGURE 5. The CNN architecture.

procedures. The CNN model implements a softmax function
to assign probabilistic values for each class. A typical CNN
consists of an input layer that receives the data, convolution
layers that create a features map from the data, pooling layers
that select the maximum values of the features map in the
convolution layer, a fully connected layer that learns and
classifies outputs, and an output layer that represents the
connection line as either normal or attack [47]. Some popular
CNN architectures include GoogLeNet, AlexNet, ResNe, and
VGGNet [48], whose main purpose is to classify images. Fig-
ure 5 presents the basic architecture of CNN for processing
inputs and classifying outputs.

B. UNSUPERVISED LEARNING

Three unsupervised machine learning algorithms have been
evaluated for performing in AIDSs. The basic concepts of
these algorithms are described as follows.

1) K-MEANS

k-Means clustering is among the most uncomplicated unsu-
pervised learning algorithms from the distance-based per-
spective. This algorithm segregates n instances into k clusters,
in which each instance is a collective and the cluster has the
nearest mean. As its main disadvantage, k-means clustering
requires the number of clusters k to be pre-specified. Given
a set of instances (p1, p2. . . pn), where each instance is a
d-dimensional real vector, k-means clustering partitions p
instances into (k ≤ p) sets Z = {Z1, Z2,. . . , Zk} to minimize
variance. k-Means is defined as follows [49] [50]:

azmin
∑k

i=1

∑max

p∈Zi
| |p− mi| |azmin

∑k

i=0
|Z i|VarZi, (3)

where a is an argument, and µi represents the mean of points
in set Zi.

2) EM

Extremely similar to k-means [51], EM extends k-means
clustering in two ways. Specifically, EM computes the prob-

FIGURE 6. The SOM architecture.

FIGURE 7. The usage of popular datasets in the literature.

abilities of cluster memberships according to one or more
probability distributions and maximizes the entire probability
of the data given the final clusters.

3) SOM

SOM is an algorithm based on an unsupervised learning
class of neural network models that can cluster data without
requiring prior knowledge of the input data class categories
[52]. SOM derives a topology-preserving mapping from the
high-dimensional data space to map neurons (units). The
mapping conserves the distance between points. The mutu-
ally proximal points are mapped to nearby map units in SOM.
The SOM network can ascertain those inputs that it has come
across before. Figure 6 illustrates the SOM architecture.

C. DATASETS

The most problematic stage in assessing IDS is determin-
ing the proper dataset. This section discusses the typically
employed datasets in IDS evaluation, including KDD Cup
1999, NSL-KDD, UNSW-NB15, and CICIDS2017. Fig-
ure 7 shows that most researchers use the KDD Cup 1999 or
NSL-KDD dataset to evaluate NIDS [39], [40]. However,
these same reasons make this dataset highly complex and
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require advanced solutions. The most popular datasets used
in the literature are described as follows:

1) KDD Cup1999

The KDD Cup 1999 dataset addresses the requirement of
using suitable data for evaluating IDS. This dataset was built
as a simulation dataset in 1998 and has since then been inten-
sively used in data mining and machine learning fields. KDD
Cup 1999 contains both training and test data and has 41 fea-
tures that are classified into essential, traffic, and content
features [53]. The standard KDD Cup 1999 dataset contains
approximately five million raw data, of which attack data
account for approximately 80%. These data are categorized
into one ‘‘normal’’ category and four ‘‘attack’’ categories.

• Normal: Non-attack types of data.
• Attack types: Denial of service (DOS), user to root
(u2R), probing attacks (Probe), and root to local (R2L).

A total of 22 attack types are included in KDD Cup 1999,
with each attack being part of the categoriesmentioned above.
The KDD Cup 1999 dataset has numeral (binary and real
numbers) and text information about the requested categories
and can also label data as either intrusion or non-intrusion.

2) NSL-KDD

The NSL-KDD dataset contains the most important records
of the KDD Cup 1999 dataset and classifies its data features
into several groups [10]. This dataset reduces the data size
by deleting duplicate records and consequently improve the
function of ML algorithms.

3) UNSW-NB15

The UNSW-NB15 dataset is created by using the IXIA
PerfectStorm tool and a simulation program. Unlike NSL-
KDD, this dataset embodies original versions of different
ID cases that commonly emerge nowadays. This dataset
has 175,341 normal classes, 82,332 anomaly classes, and
49 extracted features [54]. The attacks in this dataset include
fuzzer, analysis, backdoor, DoS, exploit, generic, reconnais-
sance, shellcode, and worm attacks.

4) CICIDS2017

The CICIDS2017 dataset closely simulates real-world net-
work data (PCAPs) and uses CICFlowmeter-V3.0 to extract
78 features and 79 labels. This dataset includes the abstract
characteristic attitudes of 25 users according to the HTTP,
HTTPS, FTP, SSH, and email protocols as shown in Table 2.
Data are captured across different periods. Based on the

2016 McAfee Report, the attacks in this dataset are classified
into brute force FTP, brute force SSH, DoS, heartbleed, web,
infiltration, botnet, and DDoS attacks, which are not found in
any of the previously mentioned datasets [55]. CICIDS2017
achieves an abstract characteristics profiling of human inter-
actions by using the B-Profile system and applies the Alpha
profile to simulate various multi-stage attack scenarios. The
main features of this dataset are distinguished from those of

TABLE 2. Details of the CICIDS2017 dataset.

FIGURE 8. The benchmarking methodology of ML-AIDS.

others in terms of their realistic and reliable benchmarking.
The benchmarking applies 11 criteria, including complete
traffic and available protocols, to ensure the reliability of the
evaluation [56].

IV. BENCHMARKING OF ML-AIDS IN CICIDS2017

AIDS has received much research interest since the begin-
ning of this decade. Building an AIDS by using AI or ML
techniques to develop a confidant network that resists modern
types of attacks remains an important concern for researchers.
Many studies improve AIDS and evaluate their results by
using different metrics. Most ML algorithms are parame-
terized, in which their behavior cannot be estimated from
the processed data. Furthermore, random parameters signif-
icantly affect the performance of AIDS models [57]. Subse-
quently, the behavior of parameters must be tuned to achieve
an adequate evaluation. Figure 8 shows a proposed bench-
marking methodology and related procedures for testing and
evaluating ML-AIDS models.

A. PRE-PROCESSING

This study uses MachineLearning.CSV data, which is
part of the CICIDS-2017 dataset from the ISCX Consor-
tium. MachineLearning.CSV consists of eight (8) traffic

VOLUME 9, 2021 22357



Z. K. Maseer et al.: Benchmarking of Machine Learning for Anomaly Based Intrusion Detection Systems in the CICIDS2017 Dataset

TABLE 3. Benchmarking the ML-AIDS algorithm.

monitoring sessions, each is in the form of a comma-
separated value of CSV file format. This file contains normal
traffic defined as ’’BENIGN’’ traffic and anomaly traffic
called ’’Attacks’’ traffic. The attack traffics are described
in more detail in the second column of Table 2. Other than
normal traffic and benign traffic, there are 14 types of attacks
in this dataset.
The numericalization step includes the process of replac-

ing noise values such as null or infinity symbols with
zeros or mean values. Next, the normalization step is needed
because some of the CICIDS2017 attributes have very large
values and non-distributed data according to their histograms.
To bring all attribute values to the same scale, we apply the
normalizing procedure within the [–3, 3] interval by using the
formulas in (4-7):

X = −3 < minimum(z_max,maximum(z, z_min)) < 3 (4)

where the standardization, zi is represented as

zi =
x − µ

σ
(5)

Mean, µ is represented as,

µ =
1

N

∑N

i=1
(xi) (6)

and standard deviation, σ represents as,

σ =

√

1

N

∑N

i=1
(xi − µ)2 (7)

The outcome of the preprocessing is a set of 38 features that
have values within the range of [−3,3]. This range is selected
in order to improve the distribution of the data and achieve
better training outcomes.

B. TRAINING

Many strategies can be used to generate hyperparameters,
with trial and error being the most common strategy [58].
Another strategy is k-folds cross-validation, which divides
the dataset into training and testing parts. One approach for
evaluating the performance of ML-AIDS models and setting
the benchmarking results is described in Table 3.

In this benchmarking methodology, k-folds cross-
validation parts are carefully set to specific limits of training
and testing percentages (i.e., 40%–60%, 50%–50%, or 60%–
40%) that are not visible in the training stage to test the
reliability, generalizability, and effectiveness of ML-AIDS
models. The training starts by turning the parameters of
each algorithm as explained in the following section, and the
output is evaluated. The same process is repeated for the other
parameters.

C. TESTING

The testing phase includes applying 10 popular supervised
and unsupervised ML algorithms for identifying effective
and efficient ML–AIDS of networks and computers. The
supervised algorithms are ANN, DT, k-NN, NB, RF, SVM,
and CNN. The unsupervised algorithms are EM, k-means,
and SOM. Several models of these algorithms are introduced,
and the turning and training parameters of each algorithm are
examined to achieve optimal classification results.

D. BENCHMARKING

The performance of ML algorithms cannot be visually inter-
preted, and quantitative metrics (e.g., precision, recall, F1,
and confusion matrix) need to be used in the evaluation.
The best evaluation metrics depend on the selected ML algo-
rithms, the processed data, and the application domain. This
study evaluates AIDSs by using the CICIDS2017 dataset and
by taking accuracy, precision, sensitivity (recall), F-Score,
training time, and prediction time as evaluation metrics.

1) ACCURACY

Accuracy refers to the ratio of correct predictions for both
the true positives (TP) and true negatives (TN) of attacks
compared with the total number of tested cases.

Accuracy =
TP+ TN

TP+ TN + FN + FP
(8)

2) PRECISION

Precision (TP rate) measures the proportion of positives that
are correctly identified as in (9):

Precision =
TP

TP+ FP
(9)

3) SENSITIVITY

Sensitivity (Recall) measures the number of correct classifi-
cations penalized by the number of missed entries identified
as in (10):

Sensitivity =
TP

TP+ FN
(10)

4) F1-SCORE

F1-Score finds a balance between Precision and Recall as in
(11):

F1_Score = 2∗
Precision+ Recall

Precision ∗ Recall
(11)
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TABLE 4. Evaluation parameters.

5) TRAINING TIME

Training time (T1) describes how much time an approach
uses to train the whole dataset and to build the NIDS model
with the best fit as in (12):

T1 = end
training
time − start

training
time (12)

6) TESTING TIME

Testing time (T2) describes how much time an approach uses
to predict the whole dataset as either normal or attack as in
(13):

T2 = end
testing
time − start

testing
time (13)

TP refers to the number of accurately classified attacks,
whereas FP refers to the number of normal connections
that have been incorrectly classified as attack connections.
Meanwhile, TN refers to the number of accurately classified
normal connections, whereas FN refers to the number of
attack connections that have been inaccurately classified as
normal. The basic performance metrics used in the evaluation
are summarized in Table 4.

V. RESULTS AND DISCUSSION

This section discusses the benchmarking classification algo-
rithms for a multi-class label AIDS CICIDS2017 dataset.
These 10 ML algorithms are categorized into 7 supervised
(k-NN, SVM, DT (both types c4.5, ID3), RF, ANN, NB,
and CNN) and 3 unsupervised (K-means clustering, EM
clustering, and SOM) algorithms. Some of these algorithms
are built by several models, whose settings revolve around
the tuning of parameters for each algorithm to determine
those parameters with the best fit and the optimal initial
values for training and testing. The ML-AIDS algorithms are
implemented by using Python3 in Anaconda 3 on a computer
with OPTIPLEX 3010 Dell, Intel Core i3, 3.60 GHz pro-
cessor, 4 GB primary memory, and 2 GB GPU functioning
on Ubuntu 16.04. The selected ML algorithms are subjected
to seven supervised and three unsupervised learning tests.
The evaluation metrics include accuracy, precision, recall,
F1-Score, T1, and T2. The AIDS CICIDS2017 dataset used
in these tests has four types of classes whose names, labels,
and supports are presented in Table 5. Support represents
the number of tested instances (both normal and attacks;
support = N1–(N1/N2), where N1 denotes the number of
instances in the dataset and N2 denotes the size of the
dataset.

TABLE 5. Classes in the CICIDS2017 testing dataset.

TABLE 6. Performance evaluation results for the ANN algorithm.

A. RESULTS OF SUPERVISED LEARNING ALGORITHMS

The results of the seven ML-AIDS are described in detail as
follows:

1) ANN

The ANN classifier testing involves three models that are
represented based on the parameters related to the construc-
tion of the training models. These parameters are assigned
default values (activation= ‘relu,’ alpha= 0.0001, batch_size
= ‘auto,’ number of hidden layers = ‘4’, Optimizer = ‘’).
Table 6 presents the results for the three ANN models.

Some differences are observed in the training parameters.
Specifically, one ANN model can detect C1, C2, C3, and
C4 attacks, whereas the other two models fail to detect C4
attacks. The best ANN model has the settings Solver =

‘Adam,’ loss= ‘categorical_crossentropy,’ and Epoch= 100.
This model achieves a 99.31% accuracy, 99.50% precision,
99.31% recall, 99.22% F1-Score, 53.78s training time, and
48.03s testing time.

2) DT

The DT classifier testing involves six models that are rep-
resented based on the parameters related to the construction
of the training models. The maximum depth (max depth) and
feature type (gini and entropy) are two adjustable parameters.
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TABLE 7. Performance evaluation results for the DT algorithm.

The tree level value is determined by max depth, which starts
from 1 to 6, with ‘‘None’’ being the last value. The tree
level value affects the model fitting. For instance, a higher
max depth corresponds to higher accuracy, whereas a lower
max depth leads to underfitting and implies a poor AIDS
performance. The selected feature is either the ‘‘gini’’ of the
Gini impurity criterion or the ‘‘entropy’’ of the information
gain criterion. An attack is detected when these features have
low values. Table 7 presents the results for the six DTmodels.
Some differences are observed in the training parame-

ters. Three DT models have a high level of nodes and can
detect C1, C2, C3, and C4 attacks, two models fail to detect
C4 attacks, and one model fails to detect skewed (C3 and C4)
attacks. In sum, this dataset is extremely imbalanced, and we
set the class weight to ‘‘balanced.’’ The best DT model has
the settings criterion = entropy, max depth = none, and class
weight = balanced. This model achieves 99.49% accuracy,

TABLE 8. Performance evaluation results for the k-NN algorithm.

99.49% precision, 99.49% recall, 99.49% F1-Score, 1.23s
training time, and 1.12s testing time.

3) K-NN

The k-NN classifier testing involves five models denoted by
1, 2, 3, 4, and 5 k neighbors. Table 8 presents the results of
these models. Some differences are observed in their k val-
ues. Specifically, 3-NN models can detect all BENIGN (C1),
Brute Force (C2), XSS (C3), and SQL Injection (C4) attacks,
whereas 4-NN and 5-NN models fail to detect C4 attacks.
The 1-NN model obtains the best results for all classes with
99.49% accuracy, 99.5% precision, 99.49% recall, 99.49%
F1-score, 11.13s training time, and 7.92s testing time.

4) NB

The NB classifier testing involves only one default model that
is able to detect C1, C2, C3, and C4 attacks and achieves
98.86% accuracy, 99.01% precision, 98.86% recall, 98.85%
F1-Score, 1.07s training time, and 0.15s testing time. Table 9
shows that the NB classifier has a positive detection ability
for modern types of attacks and has a considerably short
detection time.
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TABLE 9. Performance evaluation results for the NB algorithm.

5) RF

The RF classifier has many subtrees that are constructed to
detect various types of attacks. The number of subtrees and
maximum tree level in RF affects both detection rate and time
complexity. Accordingly, the subtree is treated as the param-
eter in this evaluation. The RF classifier testing involves five
models that are represented based on the parameters related to
the construction of the training models. The maximum depth
(max depth) and the number of estimators (n estimators)
are both adjustable. Table 10 presents the results of the five
RF models. Some differences are observed in the training
parameters.
Specifically, two RF models are able to detect C1, C2, C3,

and C4 attacks, two models fail to detect C4 attacks, and
one model fails to detect C2, C3, and C4 attacks. In sum,
the dataset is extremely imbalanced, and we set the class
weight to ‘‘balanced’’ in order for the training model to pay
attention to the skewed attacks than to the other majority
classes. The best RF model has the settings n estimators =

100, max depth = none, and class weight = balanced. This
model achieves 99.54% accuracy, 99.56% precision, 99.54%
recall, 99.55% F1-Score, 9.38s training time, and 6.76s test-
ing time. However, RF is more time consuming compared
with the other models.

6) SVM

The SVM classifier testing involves four models that are rep-
resented based on the parameters related to the construction
of the training models. The SVM model serves as a kernel
function in these datasets. Table 11 presents the results of
four SVM models. Some differences are detected in the ker-
nel function and training parameters. Specifically, one SVM
model is able to detect C1, C2, C3, and C4 attacks, whereas
the other three models fail to detect the rare C4 attacks.
In sum, the dataset is extremely imbalanced. Accordingly,
the class weight is set to ‘‘balanced’’ (to pay attention to
the skewed attacks than to the other majority classes), and
the number of iterations is set to –1. The best SVM model
has the settings kernel = RBF, max iter = –1, and class
weight = balanced and achieves 96.72% accuracy, 99.27%
precision, 96.72% recall, 97.89% F1-Score, 343.56s training

TABLE 10. Performance evaluation results for the RF algorithm.

time, and 33.17s testing time. However, this model has a
longer detection time compared with the other models.

7) CNN

The CNN classifier testing involves two models that are
represented based on the parameters related to the con-
struction of the training models as shown in Table 12. The
main parameter is the epoch iteration of the training vectors.
Table 11 presents the results of two CNN models. No differ-
ences are detected in the training parameters. Bothmodels fail
to detect C4 attacks and require a considerably long training
time. The best CNN model has 100 epochs and achieves
99.50% accuracy, 99.46% precision, 99.50% recall, 99.47%
F1-Score, 261.8s training time, and 1.73s testing time.

B. RESULTS OF UNSUPERVISED LEARNING ALGORITHMS

The results of the three unsupervisedML-AIDS are described
as follows:

1) K-MEANS

The k-means classifier testing involves three models that
are represented based on the parameters related to the
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TABLE 11. Performance evaluation results for the SVM algorithm.

TABLE 12. Performance evaluation results for the CNN algorithm.

construction of the training models. Table 14 presents the
results of three k-means models. Slight differences are
observed in the training parameters. All k-means models are
able to detect C1, C2, C3, and C4 attacks but have poor
classification performance. The best k-means model has the
settings n clusters = 4 and max_iter = 300. This model
achieves 23.41% accuracy, 67.37% precision, 23.41% recall,
37.36% F1-Score, 3.12s training time, and 2.99s testing
time.

TABLE 13. Performance evaluation results for the k-means algorithm.

TABLE 14. Performance evaluation results for the EM algorithm.

2) EM

The EM classifier testing involves only one default model.
The EM algorithm is used for traffic data analysis and uses the
same features utilized in k-means clustering. Table 13 shows
that the EM classifier has a poor attack detection ability.

The default model can detect C1, C2, C3, and C4 attacks
but achieves poor classification performance. This model also
achieves 60.06% accuracy, 86.88% precision, 60.06% recall,
74.11% F1-Score, 11.19s training time, and 9.69s testing
time.

3) SOM

The SOM classifier testing involves only one default model
that can only detect C1 attacks and has false alarms that are
higher than those of the other algorithms. This model also
achieves 59.06% accuracy, 85.88% precision, 60.00% recall,
74.11% F1-Score, 120.27s training time, and 0.05s testing
time. Table 15 shows that the SOM classifier has poor attack
detection ability.
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TABLE 15. Performance evaluation results for the SOM algorithm.

C. OVERALL EVALUATION

This work investigates the attack detection ability of ML-
AIDS algorithms by testing them on the CICIDS2017 dataset.
This paper also contributes to the benchmarking of 10 clas-
sification algorithms, which are classified into supervised (k-
NN, SVM, DT, RF, ANN, NB, and CNN) and unsupervised
learning (k-means clustering, EM, and SOM) algorithms.
Some ML-AIDS algorithms are represented by several mod-
els. These algorithms are tested on 48 models. However, only
31 models are reported in this paper after excluding those that
obtain very poor results.
Table 16 presents the overall performance of the 10 tested

ML-ATDS. In general, the k-NN, DT, and NB algorithms
have a greater capability to detect web attacks compared with
the other algorithms. Among all ML-AIDS algorithms, the
supervised learning algorithms outperform the unsupervised
ones. DT and k-NN emerge as the best supervised learning
algorithms when both training and testing time are consid-
ered and ignored, respectively. Meanwhile, EM emerges as
the best unsupervised learning algorithm with and without
considering training and testing time. These results cover all
the tested models of a particular algorithm and the standard
deviation (SD) of their accuracy. It also covers the results of
five related studies of [59], [60]–[62] and [63]. As discussed
before, the related work neglects to measure the efficiency of
the performance that is represented by the training and test-
ing time. Furthermore, several benchmark algorithms of this
work surpass the results of the related work. Here, the related
work that has the bias of data balancing and feature selection
have been excluded.
Figure 9 shows the average accuracy, training time, and

testing time of the 10 algorithms. This figure supports our
finding that DT, k-NN, and NB are the best basic ML-AIDS
algorithms for detecting web attacks.
Correspondingly, several biased instances may be

selected due to the highly unbalanced classes of the
CICIDS2017 dataset. Model building time refers to the total
amount of time for an ML algorithm to develop a trained
model out of the training data. This duration needs to be
set as short as possible to minimize the amount of time for
a trained model to detect intrusion. Algorithms need to be
repeatedly trained online in order to discover new types of

TABLE 16. Overall performance of the ML-AIDS algorithms.

FIGURE 9. The overall accuracy and runtime performance.

attacks. Figure 9 shows that the DT, RF, NB, k-means, and
EM algorithms have a much shorter model building duration
comparedwith the other algorithms, whereas the CNN, SVM,
SOM, and ANN algorithms consume much time to build a
trained model.

Appendix B shows the performance evaluation results of
the tested ML-NIDS algorithms for each type of attack. From
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TABLE 17. A review analysis of the ML-AIDS models.
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TABLE 17. (Continued.) A review analysis of the ML-AIDS models.
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TABLE 17. (Continued.) A review analysis of the ML-AIDS models.

FIGURE 10. The overall performance of the algorithms based on different
types of attacks.

Appendix B and the corresponding tables of the algorithms’
performance outcomes, the majority of the algorithms are
able to detect C1, C2, and C3 attacks. By contrast, only
three models of the k-NN, one model of ANN, three mod-
els of DT, two models of RF, one model of SVM, three
models of k-means, and one model of EM are able to
detect C4 attacks. Meanwhile, all CNN and SOM models
fail to detect C4 attacks, and SOM models can only detect

C1 attacks. In sum, these models achieve high detection
rates for C1 and C2 attacks, moderate detection rates for
C3 attacks, and low detection rates for C4 attacks. These
results can be ascribed to the unbalanced nature of the mul-
ticlass CICIDS2017 dataset. Specifically, the majority of the
instances in this dataset are of C1 class, followed by C2, and
very few instances of C3 and C4 classes. Therefore, detection
accuracy alone may not reveal the actual attack detection
ability of ML-AIDS models. Figure 10 shows the detection
ability of the ML-AIDS algorithms and the related models
for four types of attacks.

This paper contributes to the construction of multi-criteria
evaluation metrics for multi-class anomaly detection in the
CICIDS2017 dataset. A new evaluation and benchmarking
methodology for selecting the optimal ML-AIDS diagnos-
tic model based on multi-criteria evaluation metrics is also
proposed. This methodology is evaluated by using 31 ML-
AIDS models. As shown in Appendix A, several ML-AIDS
models obtain better results for the CICIDS2017 dataset
compared with certain models, such as those proposed in
[82], [83], and [84]. These studies also measure the overall
accuracy, precision, and/or recall rates of these models but
not for each class of attacks, thereby resulting in unsuitable
and unreliable matrices for evaluating the performance of
models in addressing imbalanced multi-class attacks in sam-
ples with 168,000 normal classes and 2,000 attack classes.
Moreover, some models solve the unbalanced data problem
by adding or removing some instances from the original
dataset, but doing so will affect the behavior of attacks and
increase the vulnerability of AIDS. Figure 10 illustrates the
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FIGURE 11. Evaluation of the ML-AIDS.

ability of these models in handling each type of attack. The
performance ofML-AIDSmay be further enhanced by apply-
ing the appropriate data learning, data standardization, binary
feature encoding, and normalization techniques.

VI. CONCLUSION

This paper reviews the previous work on AIDS that employ
different datasets. The performance of related ML-AIDS
models in detecting attacks on a binary dataset is also tested.
These models show limitations in detecting novel types of
attacks with multi-classification. Furthermore, most of the
related studies use accuracy as their main evaluation met-
ric, thereby preventing them from achieving a fair compar-
ison and evaluation of various ML-AIDSs. To address this
problem, this study proposes a benchmarking approach that
involves several steps and uses real data to ensure an effective
evaluation of AIDS performance based on ML algorithms.
The evaluation covers different aspects, various forms of raw
network datasets, and recommended performance metrics.
Benchmarking tests are also performed to assess the develop-
ment of effectiveML-AIDS by using supervised and unsuper-
vised ML algorithms (i.e., ANN, DT, k-NN, NB, RF, SVM,
CNN, EM, K-means, and SOM). The tests are conducted by
launching web attacks of CICIDS2017 datasets. Experiment
results show the absence of any single ML algorithm that
can able to detect all types of web attacks. The K-NN-
AIDS, DT-AIDS, and NB-AIDS models achieve excellent
performance, whereas the SOM-AIDS and EM-AIDSmodels
achieve poor performance due to their high FP and FN alarms.
The proposed benchmarking approach can help researchers
in constructing an improved AIDS and comparing their find-
ings with those of this study. Future studies should focus

on measuring the impact of feature selection and consider
new methodological steps of developing deep learning CNN-
AIDS model.
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