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Abstract

A thorough understanding of the kinetics and dynamics of combusting mixtures is

of considerable interest, especially in regimes beyond the reach of current experimental

validation. The ReaxFF reactive force field method has provided a way to simulate

large-scale systems of hydrogen combustion via a parameterized potential that can

simulate bond breaking. This modeling approach has been applied to hydrogen com-

bustion, as well as myriad other reactive chemical systems. In this work, we benchmark

the performance of several common parameterizations of this potential against higher-

level quantum mechanical (QM) approaches. We demonstrate instances where these

parameterizations of the ReaxFF potential fail both quantitatively and qualitatively

to describe reactive events relevant for hydrogen combustion systems.
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Introduction

Hydrogen combustion is a promising energy source for both space exploration1 and cleaner

terrestrial transportation.2–5 Hydrogen is an attractive fuel in part because of its high energy

density and lack of carbon-containing combustion products.6–8 Such applications require

understanding of how the chemistry of hydrogen and hydrogen combustion plays a role in

storage, efficiency, and safety.1,4,9–13 Furthermore, many of the elementary reactions relevant

to hydrogen combustion are present in the combustion of other hydrogen-containing fuels.14

Extensive effort has been made to model the reaction kinetics of hydrogen combustion

under a variety of conditions with ample feedback from experimental studies. Mueller et al.15

developed a model based on their experimental findings to accurately describe the kinetics

below the second explosion limit. Li et al.,16 beginning from the mechanisms proposed by

Mueller et al., updated the model by modifying reaction rates to better predict high-pressure

flame speed experiments. O’Connaire et. al17 also developed a new mechanism validated

on flames speeds, ignition time delays, and species composition, also modifying reaction

rates to better account for higher pressure experiments. Konnov,18 in updating the H2/O2

combustion mechanism, provided better analysis of the uncertainties in reaction rates and

suggested the importance of HO2 + H reactions in accurately predicting ignition delays.

Hong et. al.19 proposed updates to reaction rates based on their UV and IR measurements

on high-temperature mixtures in shock tubes. Burke et al.20 developed a model based on the

Li mechanism that can push to more intermediate pressures towards the second extended

explosion limit. To better treat high pressures, Shimuzi et al.,21 building of the work of

Kitano et al.,22 further investigated the importance of HO2 + H reactions and called for

more accurate rate constats to be determined for several reactions. The development of

the ELTE mechanism by Varga et. al23 involved a global optimization of parameters and

considered all available direct and indirect measurements for evaluation. The authors also

benchmarked the performance of a variety of previous models on their measurement set. An

experimental study of laminar flames across a wide parameter range was complemented by
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quantum-chemical calculations of rates constants and shock tube data to develop the HP-

Mech model and extract pressure-dependent reaction orders24 Burke and Klippenstein,25

investigating the elementary reactions of hydrogen combustion via a ab initio-master equa-

tion, proposed inclusion of new three-body radical propogation and termination reactions.

Recent work by Konnov,26 however, has suggested that new transport parameters suggested

by Jasper et al.27,28 provided a better match to flame speeds than the inculsion of Burke and

Klippenstein’s new reactions. Experimental studies on the roles of impurities in shock tube

data have also been recently performed.29 Sabia et al.,30 in an experimental work to better

quantify the role that different bath gases, has found existing models lacking for bath gases

other than N2. In this work, the authors also highlight several existing challenges in the

modeling of hydrogen combustion, including uncertainties in rate constants, unconsidered

or excluded reaction mechanisms, and uncertainties relating to three-body effects. A more

complete review of the history, current standings, and challenges of modeling H2 combustion

is given in the discussion of their work.30

Three of us31–36 have recently developed and applied a method of reactive symbol se-

quences to the study of hydrogen combustion as an alternative route to analyze chemical

kinetics. This framework avoids the ideas of elementary reactions and rate coefficients, both

of which can be strongly dependent on modeling assumptions.37,38 Instead, reactive symbol

sequences can be seen as a way to probe the emergent chemical processes present in com-

bustion chemistry. Applied to reactive molecular dynamics (MD), this approach naturally

includes important non-equilibrium fluctuations. Beginning with an all-atom potential func-

tion that depends only on the atomic positions, in principle also allows for a method to be

predictive from the outset instead of relying on parameterization which is only relevant near

the particular conditions on which it is trained.39

To generate the trajectories for this approach, one could, in principle, consider using ab

initio MD simulations where energies and forces are determined using electronic structure

theory methods. Examples of this include the nanoreactor studies in which pressure and
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temperature fluctuations are used to induce reactive events.40,41 Despite their accuracy for

barrier heights and reaction energies, the high computational cost of these methods limits

both the size and timescale of simulations.

Alternatively, empirical methods including reactive force fields39,42–47 and tight bind-

ing48–50 offer a computationally more feasible approach to larger and longer simulations,

though potentially with a loss of accuracy. The former allow for the nanosecond scale sim-

ulations on thousands of atoms. Within the ReaxFF reactive force field,39 energies are

determined via a combination of connection dependent terms based on bond orders and

a polarizable charge description. These potentials depend on system-specific parameters

which are trained against QM data, including reaction energies and barrier heights. ReaxFF

potentials have been developed and applied to combustion reactions,51–67 including hydro-

carbons, hydrogen,54,63 and syngas.67 The ReaxFF method has also been extensively applied

to material science,68–83 catalysis,84–88 and other chemical systems.39,89–97

The reactive symbol sequence studies for hydrogen combustion cited above have utilized

ReaxFF potentials in order to generate the trajectories required for their analysis. While

ReaxFF potential are derived from fits to QM data, there are no reports available on assess-

ment of ReaxFF parameterizations against independent test sets of QM data at combustion

relevant atomic configurations. In this work, we benchmark the performance of several

ReaxFF parameter sets on a set of trajectories and reactions relevant to the combustion of

hydrogen. The predictive power of the ReaxFF method hinges on its fidelity to QM data,

especially in conditions where experimental validation is difficult or impossible.

Computational Methods

ReaxFF Reactive Force Field Method

ReaxFF is an atomistic potential capable of describing reactive events. Bond breaking

and formation are captured in ReaxFF via computed bond orders between pairs of atoms.
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Intramolecular bonded energy contributions are captured using potential functions that de-

pend on these bond orders, which are determined by the interatomic distances. Nonbonded

intermolecular interactions including Coulomb, dispersion, and polarization are computed

between all pairs of atoms using geometry-dependent charge equilibration schemes and are

damped at short range.98,99 Analytic forms for these potential functions can be found in the

the supporting information of Chenoweth et al.51 The total potential is:

Esystem =Ebond + Elp + Eover + Eunder + Eval + Etor

+ Ecoa + Econj + EH-bond + EvdW + Ecoul + Epol

(1)

where Ebond, Elp, Eover, Eunder, Eval, Etor, Ecoa, Econj, EH-bond, EvdW, Ecoul, and Epol, are the

bond, lone pair, overcoordination, undercoordination, valence angle, torsional angle, three-

body conjugation, four-body conjugation, hydrogen bond, van der Waals, Coulomb, and

polarization energy contributions, respectively.

For a given class of chemical systems, parameters for these energy contributions were

trained on a data set comprised of electronic structure theory calculations and experimental

data. For the purposes of this work, we have selected four combustion-specific parameter

sets of the ReaxFF force field to benchmark against high-level QM calculations.

1. The CHO2008 parameter set was developed in 2008 by Chenoweth, van Duin, and

Goddard was a first parameterization of a ReaxFF potential for hydrocarbon oxida-

tion.51

2. The HO2011 parameter set was developed in 2011 by Agrawalla and van Duin specifi-

cally to simulate hydrogen combustion at high temperature and pressure.54

3. The HO2014 parameter set was developed in 2014 by Cheng et al. as a reoptimization

of the CHO2008 set for use in accelerated reactive molecular dynamics simulations.63

4. The CHO2016 parameter set was developed in 2016 by Ashraf and van Duin as a sys-

tematic improvement of the CHO2008 to better capture small hydrocarbon oxidation
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and combustion initiation.67

Our single-point calculations were performed using the reax/c package100 as implemented

in LAMMPS (http://lammps.sandia.gov).101

Molecular Dynamics Simulations

Molecular dynamics trajectories were calculated using the HO2011 parameter set54 with

the ReaxFF potential.51 All trajectories simulations were carried out with constant particle

number, volume, and energy (NV E) and utilized a time step of 0.1 fs and periodic boundary

conditions.

We first considered a high-pressure simulations initialized with 66 H2 molecules, 33 O2

molecules, and an OH radical initiator at an initial pressure of 950 bar and an initial tem-

perature of 1000 K (initial density ρ0 = 250 kg m−3, stoicheometric ratio φ = 1). These

trajectories were allowed to evolve for 3 ns, at which point more than 80% of the reactants

were converted to water.32 This set of trajectories was calculated using the PuReMD-GPU

simulation package.102 This set of trajectories has already been reported and analyzed using

reactive symbol sequences.32

A larger, lower pressure simulation was also performed to better isolate bimolecular

reactive events. This simulation was initialized with 320 H2 molecules, 160 O2 molecules,

and 16 OH radical initiators at an initial pressure of 50 bar and an initial temperature of 1250

K (ρ0 = 5.9 kg m−3, φ = 1). This trajectory was allowed to evolve for approximately 70 ns,

at which point the temperature had equilibrated and the reactants were nearly completely

converted to water. The OH radicals were added to initiate the ignition of the reaction

mixture. Figure 1 presents the kinetic temperature of this reacting mixture as a function of

simulation time. This trajectory was calculated using the reax/c package100 in LAMMPS.101

From the simulated MD trajectories under these high and low pressure conditions, “re-

active pathways” were extracted during the ignition events that characterize the combus-

tion reaction at fixed energy.32 These paths correspond to isolated elementary bi- and ter-
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Figure 1: Time series of the kinetic temperature for a hydrogen-oxygen mixture that is
initially stoichiometric at a temperature of 1250 K and pressure of 50 bar.

molecular reaction events. Because they occur naturally during the course of ignition, the

paths of these reactions through the transition state regions include oscillations about the

spectator modes. These reactive paths are a point of comparison to minimum energy paths

found via quantum-mechanical calculations.

Quantum-Mechanical Calculations

In order to benchmark the performance of the ReaxFF potential, QM calculations were per-

formed using coupled cluster theory with single, double, and perturbative triple excitations

[CCSD(T)]103 in the spin-unrestricted wave function formalism utilizing the frozen-core ap-

proximation and the cc-pVTZ basis set104 and extrapolated to the complete basis set limit.

The correlation energy was extrapolated with second-order Møller-Plesset perturbation the-

ory using the resolution of the identity approximation (RI-MP2).105,106 The expression for
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this overall extrapolated energy is

E(CCSD(T)/CBS) =E(HF/cc-pV5Z) + Ecorr(RI-MP2/CBS3,4,5)+

Ecorr(CCSD(T)/cc-pVTZ)− Ecorr(RI-MP2/cc-pVTZ)

(2)

where Ecorr(RI-MP2/CBS3,4,5) is the extrapolated RI-MP2 correlation energy using the cc-

pVTZ, cc-pVQZ, and cc-pV5Z basis sets104 to fit

Ecorr(RI-MP2/cc-pVNZ) = Ecorr(RI-MP2/CBS3,4,5) + AN−3 (3)

and N is the cardinality of the cc-pVNZ basis set.107 From comparisons between extrap-

olated CCSD(T) and composite Weizmann methods as well as evaluation of CCSD(T) for

bond stretching, we predict errors in our benchmark calculations on the order of 1–4 kcal

mol−1.108–110

As another point of comparison, QM calculations were also performed using the ωB97M-

V111 density functional in the spin-unrestricted wave function formalism with the cc-pVTZ

basis set.104 This functional has been ranked as one of the most accurate in a recent assess-

ment of 200 density functionals on systems including thermochemistry and barrier heights.112

All DFT calculations were carried out using an ultra-fine integration grid using 99 radial

points and 590 angular points.

In addition to the reactive pathways harvested from MD simulations, intrinsic reaction

coordinate scans for a subset of bimolecular reactions relevant to hydrogen combustion from

Li et al.16 were used for benchmarking systems. Structures for the products and reactants

were computed via geometry optimization at the ωB97M-V/cc-pVTZ level of theory. Tran-

sition structures were computed using the freezing string method113 to generate an approx-

imate structure and Hessian, then refined by the partitioned-rational function optimization

eigenvector following method (P-RFO),114 also at the ωB97M-V/cc-pVTZ level of theory.

Vibrational analysis was used to confirm that the minima have no imaginary frequencies and
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that the transition state structures have only one imaginary frequency. The reaction path

on either side of the transition state structure was computed using the intrinsic reaction co-

ordinate method.115–117 All QM calculations were performed using the Q-Chem118 package

of electronic structure programs.

Results and discussion

Reactive Pathways

A collection of seven reactive pathways were harvested from larger MD simulations and are

presented in order to benchmark the performance of ReaxFF against electronic structure the-

ory calculations. By this, we mean that the coordinates of all spectator species are removed,

leaving a relatively small subset of atoms undergoing chemical changes, whose relative ener-

gies can be tractably benchmarked. As the overall MD simulations were performed with the

HO2011 parameter set, energies of the configurations along these pathways will be relative

to energies of the isolated reactants at geometries optimized with ReaxFF using the HO2011

parameter set.

Two termolecular reactions were extracted from the high-pressure simulation (NH2,0
=

66, NO2,0
= 33, NOH,0 = 1, P0 = 950 bar, T0 = 1000 K, ρ0 = 250 kg m−3, φ = 1). The first

of these reactions is the near simultaneous cleaving of a hydrogen molecule by an oxygen

atom and an oxygen molecule to yield a hydroxyl radical and a hydroperoxyl radical (O +

H2 + O2 −−→ OH + HO2). For the ab initio calculations the ground state is a singlet.

The second of these termolecular reactions is the cleaving of a hydrogen molecule by an

oxygen molecule and a hydroperoxyl radical to form a hydroperoxyl radical and hydrogen

peroxide (O2+H2+HO2 −−→ HO2+H2O2). The ground state is a doublet for this reaction.

Plots of the potential energy along the pathways for the methods surveyed are presented in

Figures S1–S2.

In addition to these termolecular reactive pathways, five bimolecular reactive pathways
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were extracted from the 50 bar simulation (NH2,0
= 320, NO2,0

= 160, NOH,0 = 16, P0 = 50

bar, T0 = 1250 K, ρ0 = 5.9 kg m−3, φ = 1). The first of these is the initiation reaction between

a hydrogen molecule and an oxygen molecule forming a hydroperoxyl radical and a hydrogen

atom (H2+O2 −−→ HO2+H), which has a triplet ground state. The second is the reaction of

a hydrogen atom and an oxygen molecule to form a hydroperoxyl radical (H+O2 −−→ HO2),

which has a doublet ground state. Third is the the reaction of a hydroperoxyl radical and a

hydrogen atom to form two hydroxyl radicals (HO2+H −−→ 2OH), occurring on the singlet

surface. Fourth and fifth are both reactions of hydrogen molecules and hydroxyl radicals

to form water and a hydrogen atom (H2 + OH −−→ H2O + H), which have doublet ground

states. Plots of the potential energy along the trajectories for the methods surveyed are

presented in Figures 2,S3–S7.

Table 1 presents the root mean square deviations (RMSD), mean signed deviation (MSD),

maximum absolute deviation (MAX), and non-parallelity error (NPE), all in kcal mol−1, for

pathways extracted from MD simulations. Here, the non-parallelity error is defined as the

difference between the maximum and minimum error along a reaction pathway. For the

overall metrics, the modern density functional, ωB97M-V, unsurprisingly outperforms all

of the surveyed ReaxFF methods by a factor of 4 for RMSDs, 2 for MSDs, 7 for MAXs,

and 7 for NPEs. Of the ReaxFF methods, the CHO2016 parameter set outperforms the

other parameter sets in terms of RMSDs, MSDs, and MAXs with values of 11.44 kcal mol−1,

-2.59 kcal mol−1, and 41.07 kcal mol−1, respectively. The next-best performing parameter

set for these properties was HO2011, followed by HO2014 and CHO2008, respectively. The

CHO2008 parameter set performs the best for NPEs with a value of 53.70 kcal mol−1. The

negative MSDs for all methods demonstrates a systematic overstabilization of configurations

relative to isolated reactants. Furthermore, the NPEs in excess of 15 kcal mol−1 and up to

90 kcal mol−1 demonstrate that ReaxFF does not capture the shape of the potential energy

surfaces along the reactive pathways.

As an example, Figure 2 presents the potential energy along the first H2 + OH −−→
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Table 1: Root mean square deviation, mean signed deviation, maximum absolute deviation,
and non-parallelity error, in kcal mol−1, are presented for a selection of reactive pathways
extracted from larger MD simulations. CCSD(T)/CBS values were used as reference.

Reaction Method RMSD MSD MAX NPE
O+ H2 +O2 −−→ OH+HO2 ωB97M-V 3.00 -2.51 -4.81 5.28

CHO2008 59.54 -57.06 -77.33 53.70
HO2011 41.55 -38.49 -58.41 57.93
HO2014 28.18 -26.18 -45.20 32.14
CHO2016 18.93 -10.78 -41.07 55.93

O2 +H2 +HO2 −−→ HO2 +H2O2 ωB97M-V 2.02 0.74 4.38 7.33
CHO2008 35.49 -33.70 -61.14 43.02
HO2011 28.98 -24.46 -55.46 62.44
HO2014 32.58 -29.67 -55.45 60.57
CHO2016 16.86 -6.94 -37.15 58.38

H2 +O2 −−→ HO2 +H ωB97M-V 1.21 -0.43 -2.77 3.91
CHO2008 22.34 -19.36 -37.54 32.87
HO2011 16.35 -13.51 -32.23 35.36
HO2014 11.31 3.30 17.02 30.45
CHO2016 8.40 -0.94 -18.31 34.08

H + O2 −−→ HO2 ωB97M-V 2.17 1.57 4.79 5.10
CHO2008 11.37 -10.63 -21.88 17.73
HO2011 10.03 -1.21 15.43 30.85
HO2014 12.60 -8.27 17.90 34.42
CHO2016 8.63 -3.92 -14.17 26.69

HO2 +H −−→ 2OH ωB97M-V 4.11 3.68 6.00 6.43
CHO2008 18.06 5.64 26.88 53.42
HO2011 8.55 2.43 -17.35 33.95
HO2014 21.08 -4.21 -59.19 90.63
CHO2016 14.80 -1.80 -38.68 58.01

H2 +OH −−→ H2O+H ωB97M-V 1.69 -0.50 -3.42 5.79
CHO2008 14.66 -10.58 -28.76 33.98
HO2011 8.29 -3.46 -20.16 32.29
HO2014 8.27 -4.02 -15.89 24.25
CHO2016 10.48 -4.62 -19.28 32.09

H2 +OH −−→ H2O+H ωB97M-V 1.94 0.03 3.11 5.47
CHO2008 9.64 -4.75 -20.49 28.76
HO2011 8.05 -2.24 -16.22 26.00
HO2014 5.99 -1.60 -11.26 22.42
CHO2016 8.72 7.61 16.81 28.94

All Pathways ωB97M-V 2.62 1.07 6.00 7.33
CHO2008 18.32 -8.30 -77.33 53.70
HO2011 12.46 -3.56 -58.41 62.44
HO2014 15.10 -5.25 -59.19 90.63
CHO2016 11.44 -2.59 -41.07 58.38
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H2O+H reactive pathway for the CCSD(T) reference, ωB97M-V, and four ReaxFF parameter

sets. Like the others, this reactive pathway was sampled from a larger mixture undergoing

ignition. This particular reactive path begins with the rotation of a H2 molecule relative to

an OH radical, followed attack by the OH radical and oscillation of the transferring H atom

between the OH and H fragments until a H2O molecule and H atom are left. Of the ReaxFF

potentials, the HO2014 parameter set yields the best RMSD, MAX, and NPE of 8.27 kcal

mol−1, -15.89 kcal mol−1, and 24.25 kcal mol−1, respectively. The HO2011 parameter set

yields the best MSD of -3.46 kcal mol−1. Qualitatively, the positions of local minima and

maxima for the HO2014 and CHO2016 parameter sets agree with the reference calculations,

though the actual values at these extrema often differ by over 10 kcal mol−1. The same can

be said for the CHO2008 and HO2011 parameter sets in the first 100 time steps as well,

however the CHO2008 parameter set significantly underestimates the barrier for hydrogen

transfer. The HO2011 parameter set gives the most jarring performance qualitatively, with

sharp features arising in the region of oscillation of H between OH and H.

CHO2008

CHO2016

HO2011

ωB97M-V
CCSD(T)

HO2014

Figure 2: Potential energy along the first H2+OH −−→ H2O+H reactive pathway, extracted
from a larger MD simulation. The parent simulation was run using ReaxFF with the HO2011
parameter set. The energies presented are relative to the energies of isolated H2 and OH
computed at the ReaxFF/HO2011 optimized geometries.The total time to complete this
reaction path is 30 fs with a time step of 0.1 fs.
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In order to probe the origin of the sharp features in the HO2011 potential energy sur-

face, we investigated the component-wise contributions to the potential energy. Figure 3

shows the overall potential energy, atom energy, and the difference, all in kcal mol−1. Here

the atom energy is defined as the sum of the overcoordination energy Eover and underco-

ordination energy Eunder. For the HO2011 parameter set, the sharp features in the overall

potential energy can be traced to the atom energy, whereas for all other parameter sets

this contribution changes much more smoothly. In this term, positive contributions are seen

to arise mainly from overcoordination of the transferring hydrogen atom whereas negative

contributions arise from undercoordination of the OH radical in the entrance channel and H

in the exit channel.

Intrinsic Reaction Coordinate Scans

We have calculated intrinsic reaction coordinate (IRC) scans for a subset of bimolecular

reactions taken from Li et al.16 as an additional set of systems on which to evaluate the

performance of ReaxFF. These IRC scans were calculated at the ωB97M-V/cc-pVTZ level

of theory. Energies of isolated reactant and product species were also calculated at the

ωB97M-V/cc-pVTZ optimized geometries to present relative energies and compute reaction

energies and barrier heights. Eleven scans are included (see Table 2 for the full list): the

radical attack of a hydrogen atom and an oxygen molecule to form a hydroxyl radical and

an oxygen atom (H +O2 −−→ OH+O) on the quartet surface, the abstraction of hydrogen

from a hydrogen molecule by a hydroxyl radical to form a water molecule and a hydrogen

atom (H2 + OH −−→ H2O + H) on the doublet surface, the abstraction of hydrogen from

a water molecule by an oxygen atom to form two hydroxyl radicals (H2O + O −−→ 2OH)

on the triplet surface, the formation of a hydroperoxyl radical from a hydrogen atom and

an oxygen molecule (H +O2 −−→ HO2) on the doublet surface, the abstraction of hydrogen

from a hydroperoxyl radical by a hydrogen atom to form a hydrogen molecule and an oxygen

molecule (HO2+H −−→ H2+O2) on the triplet surface, the radical attack of a hydrogen atom
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Figure 3: Potential energy, atom energy, and the sum of all other energy contributions, in
kcal mol−1, for the first H2 + OH −−→ H2O + H reactive pathway, extracted from a larger
MD simulation, are presented for the four ReaxFF parameter sets studied. The atom energy
is the sum of the overcoordination and undercoordination energy contributions. The total
time to complete this reaction path is 30 fs with a time step of 0.1 fs.
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on a hydroperoxyl radical to form two hydroxyl radicals (HO2+H −−→ 2OH) on the triplet

surface, the abstraction of hydrogen from a hydroperoxyl radical by a second hydroperoxyl

radical to form a hydrogen peroxide molecule and an oxygen molecule (2HO2 −−→ H2O2 +

O2) on the triplet surface, the radical attack of a hydrogen atom on a hydrogen peroxide

molecule to form a water molecule and a hydroxyl radical (H2O2 + H −−→ H2O + OH) on

the doublet surface, the abstraction of hydrogen from a hydrogen peroxide molecule by a

hydrogen atom to form a hydrogen molecule and a hydroperoxyl radical (H2O2 + H −−→

H2 + HO2) on the doublet surface, the abstraction of hydrogen from a hydrogen peroxide

molecule by an oxygen atom to form a hydroperoxyl radical and a hydroxyl radical (H2O2+

O −−→ HO2 +OH) on the triplet surface, and the abstraction of hydrogen from a hydrogen

peroxide molecule by a hydroxyl radical to form a water molecule and a hydroperoxyl radical

(H2O2 + OH −−→ H2O + HO2) on the doublet surface. Plots of the potential energy along

the IRCs for the methods surveyed are presented in Figures 4,5,S8–S18.

Table 2 presents the RMSD, MSD, MAX, and NPE, all in kcal mol−1, for the IRC scans.

For the overall metrics, ωB97M-V again outperforms all of the surveyed ReaxFF methods by

at least a factor of 4 for RMSDs, 5 for MAXs, and 6 for NPEs. Of the ReaxFF methods, the

CHO2016 parameter set is shown to outperform all other parameter sets in terms of RMSDs

with a value of 11.79 kcal mol−1, followed closely by the HO2011 set the CHO2008 set,

and finally the HO2014 set. For NPEs, the worst performances are 42.86 kcal mol−1, 47.07

kcal mol−1, 48.60 kcal mol−1, and 59.91 kcal mol−1 for the CHO2008 set, the CHO2016

set, the HO2011 set, and the HO2014 set, respectively. The lowest NPE for any of the

ReaxFF parameter sets is 12.53 kcal mol−1. This demonstrates the failure of ReaxFF to

quantitatively replicate the shape of the CCSD(T) potential energy surface.

Table 3 presents the reaction energies, forward reaction barrier heights, and reverse re-

action barrier heights for the IRC scans at the CCSD(T)/CBS level of theory and errors in

these quantities for all other methods considered. For these calculations, forward and reverse

barrier heights are measured as the difference between the maximum along the IRC and the
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Table 2: Root mean square deviation, mean signed deviation, maximum absolute devia-
tion, and non-parallelity error, in kcal/mol, are presented for a selection of intrinsic reac-
tion coordinate scans of elementary reactions relevant to hydrogen combustion. Geometries
along the reaction coordinate were calculated at the ωB97M-V/cc-pVTZ level of theory.
CCSD(T)/CBS values were used as reference.

Reaction Method RMSD MSD MAX NPE
H + O

2
−−→ OH + O ωB97M-V 1.52 1.36 2.85 2.33

CHO2008 12.40 -9.37 -37.57 34.64
HO2011 16.62 -12.14 -42.34 39.11
HO2014 14.38 -0.96 33.47 45.50
CHO2016 17.33 -12.77 -48.72 43.71

H
2
+ OH −−→ H

2
O + H ωB97M-V 2.20 0.95 2.91 5.22

CHO2008 6.40 2.22 -12.38 21.04
HO2011 15.50 9.56 44.54 48.60
HO2014 9.35 3.56 23.35 30.88
CHO2016 9.24 5.54 16.31 23.16

H
2
O + O −−→ 2OH ωB97M-V 4.03 -3.51 -6.72 5.73

CHO2008 28.88 -25.50 -53.15 42.86
HO2011 11.65 -4.05 23.24 39.46
HO2014 17.63 -13.75 -31.44 36.48
CHO2016 12.91 -10.61 -24.57 23.96

H + O
2

−−→ HO
2

ωB97M-V 1.15 0.97 1.92 1.80
CHO2008 10.25 -10.12 -14.06 6.76
HO2011 9.40 -5.59 -14.17 21.20
HO2014 14.92 -7.46 -21.49 36.32
CHO2016 7.69 -2.68 -10.47 19.55

HO
2
+ H −−→ H

2
+ O

2
ωB97M-V 1.08 -0.40 -3.23 3.98
CHO2008 10.03 4.98 19.05 31.95
HO2011 5.18 -2.59 -11.57 15.35
HO2014 21.36 -17.28 -32.82 33.26
CHO2016 6.18 -1.29 12.06 19.38

HO
2
+ H −−→ 2OH ωB97M-V 2.38 1.87 4.04 3.68

CHO2008 11.84 -9.93 -28.12 26.36
HO2011 16.17 -6.87 -36.94 47.49
HO2014 25.91 -21.95 -38.11 34.65
CHO2016 17.39 -11.83 -49.89 47.07

2HO
2

−−→ H
2
O

2
+ O

2
ωB97M-V 1.97 -0.69 -4.27 5.93
CHO2008 5.31 -2.69 -15.33 22.31
HO2011 12.00 10.01 24.65 23.63
HO2014 25.32 -9.90 -41.68 59.91
CHO2016 11.75 4.01 20.44 31.80

H
2
O

2
+ H −−→ H

2
O + OH ωB97M-V 2.12 1.81 3.12 3.42

CHO2008 3.81 1.83 11.49 12.53
HO2011 12.96 9.26 19.18 20.57
HO2014 16.97 5.62 41.82 50.24
CHO2016 11.84 7.00 17.84 23.45

H
2
O

2
+ H −−→ H

2
+ HO

2
ωB97M-V 2.65 -1.59 -4.87 5.84
CHO2008 6.49 -1.64 -17.13 22.76
HO2011 9.05 5.78 30.34 37.39
HO2014 9.61 5.88 16.51 22.95
CHO2016 4.90 1.15 -11.22 17.91

H
2
O

2
+ O −−→ HO

2
+ OH ωB97M-V 3.86 -3.37 -7.71 6.77

CHO2008 19.71 -17.65 -38.11 30.37
HO2011 9.66 2.29 26.85 32.55
HO2014 7.82 2.69 20.47 25.41
CHO2016 4.50 1.09 7.78 13.85

H
2
O

2
+ OH −−→ H

2
O + HO

2
ωB97M-V 2.68 -2.49 -6.79 4.88
CHO2008 8.92 -3.27 -28.16 34.93
HO2011 10.77 7.74 32.74 28.52
HO2014 21.47 15.92 44.76 43.01
CHO2016 13.27 8.13 22.78 25.31

All IRCs ωB97M-V 2.49 -0.42 -7.71 6.77
CHO2008 12.47 -5.54 -53.15 42.86
HO2011 12.36 1.78 44.54 48.60
HO2014 18.30 -2.46 44.76 59.91
CHO2016 11.79 -0.40 -49.89 47.07
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isolated reactants or products at the ωB97M-V/cc-pVTZ optimized geometries, respectively.

Reaction energies are computed as the difference between these isolated products and reac-

tants. For both reaction energies and barrier heights ωB97M-V outperforms the best ReaxFF

methods by a factor of 2 for reaction energy errors and a factor of 3 for barrier height errors.

Of the ReaxFF parameter sets, the HO2011 set shows the best performance for reaction

energies with an RMSD of 7.15 kcal mol−1, followed by the CHO2016 set, the CHO2008 set,

and the HO2014 set with RMSDs of 12.40 kcal mol−1, 14.67 kcal mol−1, and 25.09 kcal mol−1,

respectively. Turning to barrier heights, the performance of the ReaxFF methods is split,

with the CHO2008 and CHO2016 parameter sets outperforming the HO2014 and HO2011

parameter sets by more than 8 kcal mol−1. The CHO2008 parameter set is generally seen to

underestimate the forward and reverse barriers and in many cases stabilizes configurations

in the region of the ωB97M-V transition state, leading to a double-barrier potential energy

surface. The CHO2016 parameter set shows a similar performance, both underestimating

forward and reverse barriers and exhibiting multiple barriers on the potential energy surface.

For the HO2011 parameter set, forward and reverse barriers are seen to be overestimated

on average. In particular, reaction barriers are strongly overestimated for hydrogen transfer

reactions, with the exception of the HO2 +H −−→ H2 +O2 IRC scan. The HO2014 param-

eter set also overestimates both forward and reverse reaction barriers on average, with the

performance being exacerbated by the poor performance on reaction energies.

Figure 4 presents the potential energy along the H2 + OH −−→ H2O + H IRC for the

CCSD(T) reference, ωB97M-V, and the four ReaxFF parameter sets. For the CHO2008

parameter set, we see a slightly overestimated barrier followed by a overstabilization of the

configurations in the center of the scan. The HO2011 parameter set is seen to overestimate

the forward and reverse barriers by 34 kcal mol−1 and 25 kcal mol−1, respectively. The

HO2014 parameter set exhibits an exaggerated forward barrier and underestimates the sta-

bilization in the product channel. The CHO2016 parameter set yields a comparatively good

forward barrier but clearly overstabilizes configurations near the transition state leading to
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Table 3: Reaction energy errors, forward reaction barrier height errors, and reverse re-
action barrier height errors, in kcal mol−1, are presented for a selection of intrinsic reac-
tion coordinate scans of elementary reactions relevant to hydrogen combustion. Geometries
along the reaction coordinate were calculated at the ωB97M-V/cc-pVTZ level of theory.
CCSD(T)/CBS values were used as a reference and the reaction energies, forward reaction
barriers, and reverse reaction barriers are reported, in kcal mol−1. Infinitely separated re-
actants and products optimized at the ωB97M-V/cc-pVTZ level of theory are taken as the
endpoints of the reaction paths.

Reaction Method ∆E ∆E
‡
f

∆E
‡
b

H + O
2

−−→ OH + O CCSD(T)/CBS 11.73 41.05 29.32
ωB97M-V 5.51 2.69 -2.82
CHO2008 -17.22 -20.15 -2.92
HO2011 6.43 -35.80 -42.23
HO2014 -13.00 13.59 26.58
CHO2016 -5.99 -33.38 -27.39

H
2
+ OH −−→ H

2
O + H CCSD(T)/CBS -16.63 5.61 22.24

ωB97M-V 2.05 -2.31 -4.36
CHO2008 8.55 3.27 -5.28
HO2011 8.64 34.06 25.42
HO2014 9.15 10.74 1.58
CHO2016 13.62 2.72 -10.90

H
2
O + O −−→ 2OH CCSD(T)/CBS 19.00 22.05 3.06

ωB97M-V -1.92 -6.65 -4.73
CHO2008 -25.83 -32.91 -7.08
HO2011 -13.82 21.44 35.26
HO2014 -28.01 1.69 29.70
CHO2016 -16.88 -13.76 3.12

H + O
2

−−→ HO
2

CCSD(T)/CBS -55.81 1.56 57.37
ωB97M-V 1.48 0.23 -1.25
CHO2008 -14.25 -7.54 6.70
HO2011 7.00 -7.98 -14.98
HO2014 15.24 -16.32 -31.56
CHO2016 5.61 -7.30 -12.91

HO
2
+ H −−→ H

2
+ O

2
CCSD(T)/CBS -54.12 2.62 56.74

ωB97M-V -0.17 -0.95 -0.78
CHO2008 18.37 -2.85 -21.21
HO2011 0.02 1.15 1.13
HO2014 -13.89 -0.94 12.95
CHO2016 -0.09 7.84 7.94

HO
2
+ H −−→ 2OH CCSD(T)/CBS -40.02 14.42 54.43

ωB97M-V 5.46 0.95 -4.52
CHO2008 -16.15 -15.79 0.35
HO2011 1.26 -15.54 -16.79
HO2014 -45.75 -8.68 37.07
CHO2016 -9.34 -16.70 -7.36

2HO
2

−−→ H
2
O

2
+ O

2
CCSD(T)/CBS -39.20 0.29 39.49

ωB97M-V 2.75 -4.00 -6.75
CHO2008 10.76 -11.09 -21.84
HO2011 -0.19 20.58 20.77
HO2014 -38.29 17.53 55.81
CHO2016 -10.53 17.04 27.57

H
2
O

2
+ H −−→ H

2
O + OH CCSD(T)/CBS -71.56 7.19 78.76

ωB97M-V 4.59 0.08 -4.51
CHO2008 0.01 10.06 10.05
HO2011 10.10 2.00 -8.10
HO2014 -12.20 29.67 41.87
CHO2016 14.72 -5.41 -20.14

H
2
O

2
+ H −−→ H

2
+ HO

2
CCSD(T)/CBS -14.92 10.24 25.16

ωB97M-V -2.92 -3.23 -0.31
CHO2008 7.61 -9.55 -17.16
HO2011 0.20 28.29 28.09
HO2014 24.40 3.89 -20.51
CHO2016 10.44 -2.17 -12.62

H
2
O

2
+ O −−→ HO

2
+ OH CCSD(T)/CBS -12.55 11.86 24.42

ωB97M-V -2.79 -7.29 -4.50
CHO2008 -9.67 -21.31 -11.64
HO2011 -4.98 24.35 29.33
HO2014 5.54 10.19 4.65
CHO2016 7.18 -2.10 -9.29

H
2
O

2
+ OH −−→ H

2
O + HO

2
CCSD(T)/CBS -31.55 3.33 34.88

ωB97M-V -0.87 -5.69 -4.81
CHO2008 16.16 -10.66 -26.82
HO2011 8.84 26.29 17.46
HO2014 33.55 25.20 -8.35
CHO2016 24.06 1.77 -22.29

RMSD ωB97M-V 3.25 4.00
CHO2008 14.67 15.08
HO2011 7.15 23.69
HO2014 25.09 23.45
CHO2016 12.40 15.24
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a second barrier.

Figure 5 presents the potential energy along the H2O2+OH −−→ H2O+HO2 IRC for the

CCSD(T) reference, ωB97M-V, and the four ReaxFF parameter sets. Here the CHO2008

parameter set fails to predict a forward barrier to reaction and significantly overstabilizes

configuration in the transition state regime. The HO2011 parameter set yields an exaggerated

barrier that overestimates the forward barrier height by 26 kcal mol−1 and the reverse barrier

height by 17 kcal mol−1. For the HO2014 parameter set the forward barrier is exaggerated

nearly to the extent of the HO2011 parameter set and severely understabilizes the product

channel, leading to a reaction energy error of 34 kcal mol−1. The CHO2016 parameter set

again gives a second barrier for this reaction and poorly reproduces the reaction barrier.

Figure 4: Potential energies along the H2+OH −−→ H2O+H intrinsic reaction coordinate are
presented for four ReaxFF parameter sets, ωB97M-V, and CCSD(T). Geometries along the
reaction coordinate were calculated at the ωB97M-V/cc-pVTZ level of theory. The energies
presented are relative to the energies of isolated H2 and OH computed at the ωB97M-V/cc-
pVTZ optimized geometries.

For both of the reactions presented above, Agrawalla and van Duin54 show that the

forward reactions should have no forward barrier with the HO2011 parameter set. In order

to better elucidate the nature of the potential energy surfaces, Figures 6 and 7 present

unrelaxed two-dimensional potential energy surfaces for the reactions H2+OH −−→ H2O+H
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Figure 5: Potential energies along the H2O2 + OH −−→ H2O + HO2 intrinsic reaction coor-
dinate are presented for four ReaxFF parameter sets, ωB97M-V, and CCSD(T). Geometries
along the reaction coordinate were calculated at the ωB97M-V/cc-pVTZ level of theory.
The energies presented are relative to the energies of isolated H2O2 and OH computed at
the ωB97M-V/cc-pVTZ optimized geometries.

and H2O2 + OH −−→ H2O + HO2, respectively. For these surfaces, the bonds which are

breaking and forming are linearized while all other internal coordinates are held fixed in the

configuration of the transition state calculated at the ωB97M-V/cc-pVTZ level of theory.

The interatomic distance along the IRC for the bonds breaking and forming are superimposed

in each plot to approximate the one-dimensional slices given in Figures 4 and 5.

Beginning with H2 +OH −−→ H2O+H, the transition state structure as optimized with

ωB97M-V has an HO−H bond length of 1.35 Å and a H−H bond length of 0.82 Å. The

CHO2008 surface displays an entrance channel with a longer optimal H−H bond length

and predicts a transition state structure to occur with a longer HO−H bond length and a

longer H−H bond length. This surface also displays a well that extends to much shorter

H−H bond lengths than the ωB97M-V surface. The HO2011 surface predicts a transition

state structure with a longer H−H bond length. Following the IRC on the HO2011 surface

elucidates the origin of the large errors in the barrier heights for this parameter set. The

HO2014 surface predicts a transition state structure with a longer H−H bond length while
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Figure 6: Unrelaxed potential energy surfaces for the H2+OH −−→ H2O+H reaction, in kcal
mol−1, are presented for ωB97M-V and four ReaxFF parameter sets. Here the HO···H···H
angle is linearized while all other geometric parameters are held fixed in the transitions
state configuration as optimized at the ωB97M-V/cc-pVTZ level of theory. The interatomic
distances for points along the intrinsic reaction coordinate calculated at the ωB97M-V/cc-
pVTZ level of theory are overlaid on each surface. The energies presented are relative to the
energies of the isolated atoms.
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the IRC skews toward a longer HO−H bond length, leading to an exaggerated barrier. The

CHO2016 surface demonstrates the double barrier seen in Figure 4, with one transition state

structure with a longer HO−H bond length and another with a longer H−H bond length.

This surface also exhibits an exit channel with a slightly longer HO−H bond length than

the ωB97M-V surface.

For H2O2+OH −−→ H2O+HO2, the transition state structure as optimized with ωB97M-

V has an HOO−H bond length of 1.04 Å and a HO−H bond length of 1.37 Å. The CHO2008

surface exhibits a transition state structure with a longer HO−H bond length and a well in

the region immediately after the ωB97M-V transition state. The HO2011 surface predicts

a transition state structure with a longer HOO−H bond length, leading to an exaggeration

of the barrier along the ωB97M-V IRC. This behavior is also seen in the HO2014 surface,

though the HO2014 surface predicts a longer optimum HOO−H bond length in the entrance

channel. The CHO2016 surface exhibits very little energy variation across the IRC, which

misses a narrow well in the product channel. The IRC is also destabilized by a short HOO−H

bond length in the region of the ωB97M-V transition state.

These two dimensional potential energy surfaces, coupled with the IRC scans, demon-

strate failures of the ReaxFF methods to accurately model the QM methods. The ReaxFF

potential show a general trend towards looser transition state structures. These differences

can be expected to manifest themselves in MD simulations, where exaggerated barriers will

prevent reactivity that would otherwise occur on the QM surfaces and under-estimated bar-

riers will overrepresent other reactions.

Conclusions

We have benchmarked the performance of several ReaxFF methods against state-of-the-art

DFT calculations and CCSD(T). The data sets included both reactive pathways extracted

from MD simulations and IRC scans, reaction energies, and barrier heights computed with
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Figure 7: Unrelaxed potential energy surfaces for the H2O2+OH −−→ H2O+HO2 reaction,
in kcal mol−1, are presented for ωB97M-V and four ReaxFF parameter sets. Here the
HOO···H···OH angle is linearized while all other geometric parameters are held fixed in the
transitions state configuration as optimized at the ωB97M-V/cc-pVTZ level of theory. The
interatomic distances for points along the intrinsic reaction coordinate calculated at the
ωB97M-V/cc-pVTZ level of theory are overlaid on each surface. The energies presented are
relative to the energies of the isolated atoms.
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ωB97M-V. For the reactive pathways, the CHO2016 and HO2011 parameter sets had the

best RMSDs (11 and 12 kcal mol−1, respectively) while the average NPEs were similar across

all methods surveyed (38 kcal mol−1, 40 kcal mol−1, 42 kcal mol1, and 42 kcal mol−1 for

CHO2008, HO2011, HO2014, and CHO2016, respectively). Along the reaction coordinate

scans, the CHO2016, HO2011, and CHO2008 parameter sets exhibit similar performance

on RMSDs (12 kcal mol−1), while the average NPEs are favor CHO2008 and CHO2016 (26

kcal mol−1 for CHO2008 and CHO2016; 32 kcal mol−1 and 38 kcal mol−1 for HO2011 and

HO2014, respectively). While in principle the RMSDs are subject to systematic error, the

NPEs serve as an independent metric.

While these results appear to be a condemnation of ReaxFF methods for these systems,

studies by both the developers39,51–55,57,58,61,63,67–72,74,76–81,83–97 and users31–34,56,59,60,62,64–66,73,75,82

have demonstrated the utility of ReaxFF as an exploratory tool for atomistic simulation. We

also acknowledge the difficulty of parameter training for the ReaxFF system. Our results

here point to ways to improve the treatment of hydrogen combustion.

• Amount of training data: Training data for the hydrogen combustion potentials with

ReaxFF has largely centered around bond stretches, angle distortions, heats of forma-

tion, and reaction barriers. As seen in the IRC scans, the transition state structures

computed with DFT are often higher-energy structures on the ReaxFF potential energy

surfaces. More geometric properties of transition state structures in the ReaxFF train-

ing set should in principle help to relieve this discrepancy. The variable performance

of the various ReaxFF potentials on the reactive pathways suggest that inclusion of

data points far from the minimum energy pathways would improve the overall fidelity

of the method.

• Quality of training data: References 51, 54, and 67 all specify that the QM training

data was generated at the B3LYP/6-311G** level of theory.119–121 A recent review

of DFT benchmarked the performance of over 200 functionals across diverse chemical

systems, including hydrogen transfer and non-hydrogen transfer barrier heights. For
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these two test sets, B3LYP gave RMSDs of 4.89 kcal mol−1 and 5.52 kcal mol−1,

respectively, while ωB97M-V gave RMSDs of 1.72 kcal mol−1 and 1.98 kcal mol−1,

respectively.

• Optimization methods for parameter training: The ReaxFF parameter sets employed

in this study were generated using the successive one-parameter parabolic extrapola-

tion (SOPPE) approach,122 which is both tedious and subject to converging to local

minima. As a more global optimization scheme, several studies beginning with Pahari

and Chaturvedi in 2012123 and Larrson, van Duin, and Hartke124,125 in 2013 have used

genetic algorithms to optimize parameters for different ReaxFF potentials. More re-

cently, a study of ReaxFF parameter optimization with Monte-Carlo and evolutionary

algorithms has shown that care needs to be used when employing such methods and

gives recommendations for initial guesses.126 Machine learning approaches have also

been applied recently to a parameter optimization scheme for ReaxFF127

• Overall form of the potential: Furman and Wales128 recently published a letter in

which a Taper corrections applied to bond order and bond length terms in ReaxFF

are able to greatly reduce energy drifts seen in MD simulations on long timescales.

Such corrections could in principle improve the sharp changes in the atom energy term

seen in Figure 3. Currently work is also being done to replace the charge equilibration

scheme in ReaxFF with a more advanced C-GeM model.129

Overall, the benchmarking of ReaxFF potential for hydrogen combustion systems shows

that there is room for improvement in order to more closely match QM potential energies,

energy differences important for thermochemistry, and energy barriers controlling chemical

kinetics.
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