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Resumen—The use of peer-to-peer technologies is increasing
everyday and the improvement of mobility technologies is a
reality. Now, it is expected that peer-to-peer applications run
on mobile devices, but the conjunction of these two technologies
is an open research issue. The user mobility impacts on the
churn suffered by peer-to-peer networks and consequently it
impacts on their performance. Therefore, some mechanisms are
necessary to minimize this undesirable effect. Our proposal
tries to solve this problem by using a Hierarchical P2PSIP
architecture where different overlays are used for different peer
mobility behaviours and they are interconnected between them
through an interconnection overlay. In this way it is possible
for peers that share the same behaviour to choose a certain
protocol or to optimize some functionality that suits best with
their mobility situation, while maintaining connectivity with all
peers.

Palabras Clave—H-P2PSIP, P2PSIP, DHT, Mobility, Perfor-
mance

I. INTRODUCTION

Peer-to-peer technologies have had a great impact in the
Internet in recent years. These peer-to-peer technologies
present a scalable solution for distributed services such as
file sharing, Voice over IP (VoIP), Video on Demand (VoD),
Instant Messaging (IM), etc. Nowadays there are several peer-
to-peer applications with great impact; Skype [1], [2] is one
of the most successful. However, it is a proprietary solution
that is not based on any standard. An open standard like
Session Initation Protocol (SIP) would be desirable but in
a decentralised fashion instead of the current server based
solution.

The IETF P2PSIP1 Working Group is working on a new
protocol to offer an open standard in this field. P2PSIP [3]
defines a peer-to-peer overlay-based solution that enables
a decentralised architecture which is specially focused, but
not only, in replacing SIP. It is expected to standardise a
flexible protocol [4] which will be able to support most of
the Distributed Hash Tables (DHTs) that can be found in the
literature [5], [6], [7], ...

1http://www.p2psip.org

Fig. 1. Hierarchical DHT connecting domains with different peer behaviours

However, not only the evolution and deployment of peer-to-
peer technologies is increasing everyday, the mobility based
on 3G technologies and next 4G networks presents a more
complex scenario. It must be taken into account the cross-
effects among peer-to-peer overlay networks and mobility. If
both technologies are used together, the continuous change in
the devices location due to the itinerancy increases the churn
and affects to the peer-to-peer performance [8]. Therefore,
some optimisations and new proposals are needed for this
type of mobile environments which would be a key factor
in the near future. Our proposal takes advantage of the H-
P2PSIP architecture in order to give a different treatment
to peers with different mobility behaviours. In fact different
overlays are created where the peers on an overlay have the
same peer mobility behaviour (see Figure 1). This separation
not only allows tuning the configuration parameters of each
overlay network according the behaviour of its peers, it also
allows to choose the most suitable overlay according to their
behaviour under churn [8]. Therefore this approach opens a
new dimension of research in the scenario of peer-to-peer
networks deployed under mobile scenarios: which is the most



suitable overlay and the best setup parameters to obtain the
best performance in a specific scenario.

The paper is structured as follows. Section II explains how
the mobility affects to the peer-to-peer networks. In section
III, an overview of the state of the art of P2PSIP is given
and in section IV a short overview of mobility in order
to put in context our proposal. The different peer mobility
behaviours that can be considered in this design and how to
manage them are treated in section V. Finally, the proposal of
interconnecting different P2PSIP domains with different peer
mobility behaviours is explained in section VI. Section VII
addresses the conclusions and the future work.

II. PROBLEM STATEMENT AND RELATED WORK

One of the main problems in peer-to-peer networks is the
stabilisation of peer-to-peer routing tables in order to maintain
an average number of hops towards a desired destination. The
mechanisms to update these routing tables can be optimised
[9] by taking into account the expected churn of the peers.
A trade-off exists between complexity or traffic overhead and
freshness of the routing tables. However, the evaluation of
this trade-off is not a trivial issue. Works like [10], [11] and
[12] have collected data from different peer-to-peer networks
and have found that although many peers have a significant
churn, there is also a set of peers which are really stable.
Depending on the level of churn, different strategies can be
adopted in order to maintain updated routing tables in the
peers [9]. However, not all the peers present the same churn,
thus it is difficult to obtain the optimal setup parameters.
Other approach is [13] where the peers with high churn don’t
participate in the maintenance on the overlay because they
cause more drawbacks than benefits. These peers can retrieve
the information from the overlay as far as their instability
let them to do it. With this approach fake routing entries are
avoided and a better performance is obtained, although the
peers that support the overlay have to increase their work
load.

Furthermore, if we take into account the mobile environ-
ments and the disruptions caused by the mobility process
[14], both the churn of peers and the maintenance overhead
of the routing tables in the peer-to-peer networks increase.
Therefore, the problem in mobile peer-to-peer networks is
how to manage efficiently these peer-to-peer networks where
different peer mobility behaviours exist. This efficient man-
agement consists in minimising the cost of maintaining the
routing tables. This maintenance in mobile environments is
not trivial because mobility has a great impact in the network
conditions: new IP addresses, new topological points of at-
tachment, different bandwidth conditions or different Round
Trip Times (RTT’s). Some proposals, like [13] as mentioned
above, remove the peers with high churn in the maintenance
tasks. However, in this paper we propose an architecture that
provides a mechanism which allows dealing with this type of
environments more efficiently with a higher flexibility.

Around this topic of peer-to-peer technologies in mobile
environments, there is not very much work yet because of
its high complexity. There are some works like [15] that
establish the requirements needed for peer-to-peer networks
in mobile environments. Basically, because of the problems
associated with mobility, specially the increment in the churn,

it is necessary to provide mechanisms that increase the traffic
overhead, the churn itself, etc, All these requirements can
be summarised in one: to increase the scalability as much
as possible in order to reduce the drawbacks of a mobile
scenario. Furthermore there are some solutions that take into
account mobile ad-hoc networks like [16]. However this
solution is very coupled to the routing infrastructure and to
the movement patterns of nodes, which makes to look one
of the advantages of overlay networks, applicability under a
great variety of scenarios and conditions.

III. P2PSIP

The target of IETF P2PSIP WG is to develop a protocol
that can support any DHT overlay network. The aim of this
design is to allow an easy deployment of distributed services.
The protocol allows to locating resources, services and users
in a decentralised way. The first usage that can be used to this
protocol is for obtaining a decentralised SIP service, although
it can be used for other purposes.

Figure 2(a) presents the P2PSIP Overlay Reference Model
using the basic concepts from [3]. P2PSIP protocol is designed
to support any type of DHT-based network. Each deployed
overlay network is identified by an Overlay ID and the nodes
in the overlay can be peers or clients. Peers are active node
participants in the overlay network and they are uniquely
identified by a Node ID (e.g. the computers and laptops in
Fig.2(a)). On the other hand, clients are entities that use the
resources offered by the peer-to-peer overlay network but
they do not participate in its maintenance. This role should
be only used by devices with very limited capabilities, such
as the handheld devices shown in Fig. 2(a). The resources
in the overlay are uniquely identified by a Resource ID.
These resources can be composed by several items like data,
files, service references, etc. Peers help to maintain all this
information in the overlay and any peer or client in the
overlay can retrieve this information. In order to fulfil the
requirements, a set of primitives have been defined such as
joining, bootstrapping, resource allocation and maintenance.
The RELOAD protocol [4] is being defined to implement
these tasks with a modular design supporting different over-
lays and applications (see Fig. 2(b)).

IV. MOBILITY

Mobility is a characteristic that is being more usual in
user terminals and devices. This feature allows connectivity
wherever and whenever some access technology is available
for it. This feature can be summarised with the famous
concept always-on. Although to provide mobility is common
property nowadays, it is not a trivial functionality. Many
studies have been performed to achieve seamless mobility;
however this fact is impossible to obtain completely. It is usual
to have some disruption in the communication availability of
a terminal when is changing from one cell to another or from
a technology to another.

A. Macro-mobility and Micro-mobility

A first classification of mobility support solutions that
can be considered is the existence of macro-mobility and
micro-mobility. Many definitions can be used to explain these
terms, but in a simple way we consider them as follows.



(a) P2PSIP Overlay Reference Model (b) P2PSIP protocol reference model

Fig. 2. P2PSIP reference models

Macro-mobility is the mobility of terminals between different
domains. The concept of domain here is quite wide. But in
this context we mean a part of the network where mobility can
be managed with a local solution, a micro-mobility solution.

Micro-mobility happens when the movement is performed
inside a domain (i.e. adjacent cells of the same network).
Thus, micro-mobility manages mobility closer to the terminal
and implies a faster resolution of the connectivity disruption
in the terminals. Several proposals have been studied to
solve this problem [14], [17], [18]. These types of mobility
are usually associated to the access technology used by the
terminals. For instance, in UMTS, micro-mobility implies the
management of changing from one cell to another, whereas
macro-mobility implies the movement of a terminal from one
operator network to another or changing from one access
technology to another. The time needed for macro-mobility
handovers is larger with respect to micro-mobility handovers.

B. Mobile IP

Mobility in IP networks imply the need to change the
IP address of the moving terminal each time it moves to
a new network. Micromobility solutions can hide or avoid
this change of the IP address if the movement is within
a micromobility domain. But in other cases, i.e. without a
micromobility solution or when changing the micromobility
domain, the terminal needs to change the IP address when
moving. The reason is that IP addresses act as locators of
the terminal, and must have a value according to where the
terminal is connected to the network.

An additional problem is that IP addresses are not only
locators, they also act as identifiers. This means that to
keep ongoing communications, a moving terminal requires
a permanent IP address as part of the identifier of its com-
munications. The IETF2 has standardised solutions to support
IP mobility both for IPv4 [19] and IPv6 [20] that work by
associating with the terminal a permanent address that acts as

2http://www.ietf.org

identifier (the home address, HoA), and temporal addresses
that act as locators and that the terminal configures in the
visited networks (Care of Addresses, CoA). A new entity,
the Home Agent (HA) is introduced to act as rendezvous
point for the communications of the terminal using the HoA.
The HA is situated where the HoA is topologically valid and
forwards packets to the mobile terminal. Furthermore, in order
to accelerate the signalling with the HA, a strategy based on
anchor points can be adopted [18]. It must be considered that
these optimisations must be done per each flow that it was
established before the movement.

V. PEER-TO-PEER OVERLAYS AND MOBILITY

Once that the topic of mobility has been shortly reviewed
in the previous section, we can consider how affects to DHT
overlays which are supported by P2PSIP.

The mobility affects to the performance of peer-to-peer
networks because of two facts. First of all we have the service
disruption because of handovers. Depending on the type of
handover, macro-mobility or micro-mobility based, this time
will be different and will affect in a major or minor way to
the performance of the overlay. Although mobility protocols
try to minimise this effect, typically we will always have a
certain level of impact of the handovers in the performance.
Furthermore, we have to take into account another fact,
depending on the mobility solution a change of IP address
can be needed when the terminal moves. For example if a
terminal uses Mobile IP but it wants to register the CoA
instead of the HoA in the DHT peer-to-peer network to
avoid routing inefficiencies of using the HoA. Therefore, a
modification in the maintenance algorithm of the DHT needs
to be considered. This implies that the overlay routing tables
have to be updated more frequently, and the maintenance
traffic needed to update these overlay routing tables will also
increase. If in addition to this problem, we consider that
mobile nodes usually have limited bandwidth capabilities, the
increment in the maintenance traffic does not seem to be a
good solution. Furthermore, the mobile IP handovers also



introduce disruptions in the connectivity, these disruptions
increment the churn suffered by the peer-to-peer overlay.
Therefore, it would be desirable to minimize these effects as
much as possible.

A. Management of routing tables in peer-to-peer overlay
networks

Different methods to update the routing tables in DHTs
have been proposed until this moment. In [9] two approaches
are explained, they are proactive maintenance and reactive
maintenance. In the first one, maintenance operations are run
periodically in order to assure fresh routing entries and to
avoid failures as much as possible. In the other approach
called reactive maintenance, it fixes the errors once they are
detected. Furthermore, many tweaks can be used on both
approaches to improve the overall performance. The first
approach is interesting for scenarios with high churn because
the traffic generated to update the routing tables is limited by
the periodicity that is used to refresh the entries. On the other
hand, the second approach is suitable for scenarios where
the churn is low. Only maintenance traffic is generated if
necessary, and the errors caused are minimal because they
don’t occur frequently.

Finally, when some peers have a very high churn, it is better
that they don’t participate in the maintenance of the overlay.
Its churn will produce more than drawbacks than the benefits
of their resources to the overlay. The solution is to allow
these peers to use the overlay but not to participate in its
maintenance [13]. In P2PSIP this peers are called clients [4].

B. Management of peer-to-peer routing tables in mobile en-
vironments

The question that is discussed in this section is which is the
most suitable strategy that must adopt a peer-to-peer overlay
network if it is not desired to reduce the performance in a het-
erogeneous scenario with mobile peers. Several considerations
can be done. One could consider using the approach of using
the client profile for mobile nodes, so these peers wouldn’t
participate in the overlay [13]. However this approach cannot
be applied in a scenario where only mobile peers exist. In
this case it would be more suitable a proactive strategy in
order to minimise the maintenance traffic of updating the
overlay routing entries and avoiding as much as possible
of the wireless interfaces of the peers. Nevertheless, in a
heterogeneous scenario, stable peers will have to increase
the costs of their maintenance traffic since mobile nodes
exist, although a reactive strategy would be more suitable.
Therefore, depending on the scenario one approach would be
more suitable than other. Furthermore, we cannot predict how
new services will evolve and which strategy would be the best.

We advocate for a flexible solution that can be adopted in
any scenario. A classification of the different nodes participat-
ing in a peer-to-peer network can be done. One classification
according to their mobility can be done as follows:

• Fixed Nodes
– Stable Nodes: These nodes present large up-times

and a stable connectivity. This fact usually implies
a fixed available bandwidth and RTT in the access
network.

– Unstable Peers: These peers present small up-times.
This behaviour is usually because of connectivity
problems or own system instability. Bandwidth and
RTT are usually stable but only available in short
periods of time.

• Mobile Nodes
– Low Mobility Peers: This profile considers those

peers that have mobility support but they don’t
change their location very frequently. Although the
bandwidth and RTT are given by the access net-
work, they depend on the number of users that are
connected in a cell or access point.

– High Mobility Peers: These peers usually change
their cell or visiting network since they change their
location really fast. This pattern implies a lot of
disruptions. Therefore, the RTT and bandwidth are
heterogeneous and difficult to predict because of the
continuous changes.

A different peer-to-peer overlay can be built according
to the different groups listed before, and the most suitable
strategy or DHT overlay [8] can be used. For fixed nodes
we can use a reactive strategy, but for Unstable and Low
Mobility Peers, both profiles with a higher churn, we can use
a reactive algorithm tweaked to each of these profiles. Finally,
high mobility peers can be configured as clients that are
attached to the overlays maintained by the other profiles. Thus
the problem that arises is how to allow the communication
between the different overlays. This problem can be solved
with H-P2PSIP [21] and [22] if we do an intelligent mapping
of the different overlays in this architecture. Furthermore, this
solution gives a great flexibility than can be really interesting
for future deployments. The main drawback than can be
related with this solution is the fact that probably is not a very
good idea to have only mobility peers in an overlay network
because their lifetimes probably would be short and the
stability of super-peers peers could be affected in a dramatic
way. This last statement depends on the strategies adopted for
that profile and scalability of the solution but more stable peers
can be also introduced but they will find drawbacks because
they are not attached on their original overlay. Therefore some
type of incentive mechanism is needed. Incentives in peer-to-
peer systems is an open topic and it is out of scope with the
topic of this paper, so it is not analysed but it will be probably
be considered in an implementation.

VI. HIERARCHICAL P2PSIP IN MOBILE ENVIRONMENTS

The solution we propose is to change how resources are
stored in H-P2PSIP ( [21], [22]) in order to maintain dif-
ferent overlays of the same domain that manage peers with
different mobility profiles. Using this approach, each peer-to-
peer network can be optimised according to the specific node
behaviour. Furthermore, in order to allow the connectivity be-
tween peers of different behaviours, a Hierarchical DHT based
on P2PSIP [22] can be deployed to interconnect overlays with
different peer behaviours; an example is in Figure 1. The peers
in the same overlay share the same mobility profile and the
connectivity between peers with different profiles is allowed
through the interconnection overlay.
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Fig. 3. Hierarchical ID

A. Hierarchical space domain of identifiers

In order to support the H-P2PSIP architecture, we define
a hierarchical space of identifiers containing Hierarchical IDs
(see Figure 3). Each Hierarchical ID is composed by two part
IDs: a Prefix ID with n bits and a Suffix ID with m bits. The
Prefix ID is used for the routing in the Interconnection Overlay
between the different P2PSIP domains, whereas the Suffix ID
is used for routing queries only in the own P2PSIP domain of
a peer. This design advocates for a variable length for Node
IDs in P2PSIP since any mapping function with independence
of its length can be used to generate the Hierarchical ID. This
Hierarchical ID can be used either as Node ID or Resource
ID.

As Node ID identifies each node participating in the
overlay network. The generation of the Node ID depends
on the security level desired in the system. The simplest
approach is to generate the Prefix Id of the node as
Prefix-ID=hash(domain_name.com) and the Suffix
ID as Suffix-ID=hash(ip_address). However, if a
more secured infrastructure wants to be provided, a central
authority can be used to generate the certificates of a domain
[23]. This central authority must define a mechanism to
generate a Prefix ID per domain and a Suffix ID per peer
in a domain, random numbers is a good approach to avoid
some attacks to the overlay [23].

The generation of a Resource ID depends on the type
of resource and how it is identified in the real world. This
knowledge is necessary to accommodate its identification in
the key space of a DHT. In our previous work [21] and [22],
users and services are identified by URI’s, like in a VoIP
scenario based on SIP. The Prefix and Suffix IDs are generated
with a hash of different parts of the URI. If we have a resource
identified with the URI resource@example.com, we
obtain:

• Prefix-ID=hash(example.com)
• Suffix-ID=hash_a(resource@example.com)

In this way all the resources of the same domain get the
same Prefix ID and the Suffix ID identifies the resource.
However, more complex and secured mapping functions can
be used if necessary.

B. Peer mobility behaviours mapping

Considering our previous work [21] and [22], where users
and services are identified by URI’s, we have to incorporate
the information of the peer mobility profiles in the URI
format. The solution that has been adopted is to use a tag at the
end of the URI that differentiates the mobility profile where is
attached a peer according to its behaviour. The defined format
is as follows: user@example.org:xx. The xx tag defines where
a user is attached and this tag can be st (stable peer), un
(unstable peer), lm (low mobility peer) and hm (high mobility
peer).

URI’s are mapped to the Hierarchical ID in the fol-
lowing manner, the Prefix ID is obtained by applying
a hash to the domain of the URI and the profile tag:

Prefix-ID=hash(example.com:xx). The Suffix ID
is obtained from the hash of the URI without the profile
tag: Suffix-ID=hash_a(resource@example.com).
The hash functions hash and hash_a can be identical or
different. If something wants to be stored in the overlay
network each Resource ID will have a Hierarchical ID format
and it will have associated the original URI and the resource
information. Each resource would be placed on the peer with
the closest Node ID. Depending on the DHT protocol, this
tuple can be replicated to other peers in some way. The
content of the resource information can vary depending on
the application scenario (i.e. location information in VoIP).

C. H-P2PSIP Basic Operation

Once the resources have been mapped to identifiers and
how to storage them in the overlay, H-P2PSIP defines a
method to locate these resources. This method is divided
in two cases. In the first case, the search of a resource is
bounded to the P2PSIP domain of the requester. This case is
really simple since the search for resources is done inside
the P2PSIP domain and it is identical to the flat peer-to-
peer overlay using only the Suffix ID. In this situation, the
Prefix ID of the resource must be equal to the hash of the
associated URI domain. This hash is known by all the peers
belonging to that P2PSIP domain. However, if a resource is
stored in a different domain or in the same domain with a
different mobility profile, the operation is more complex. For
instance, this case can correspond to a VoIP call from a user
in a P2PSIP domain to another user in a different P2PSIP
domain. In order to obtain the resource (e.g. location) of the
desired user, it is necessary to obtain the contact information
published in the other P2PSIP domain. The first step in the
search is to find a peer that can request information from
other P2PSIP domains. These are the super-peers and there
are several mechanisms [24], [25] that can be used to select
them, which can be integrated in the maintenance protocol
of the DHT used in the domain. Each P2PSIP domain has at
least one super-peer, although it is desirable to have several
super-peers for redundancy and performance.

Since all the peers in a domain know at least one super-
peer, they can send a query to the super-peer in one hop.
When the super-peer receives the query, it will search in the
Interconnection Overlay for any of the super-peers that are
responsible for the target Prefix ID, and once this information
is retrieved, the query is forwarded to one of these super-
peers. When the super-peer of the destination P2PSIP domain
receives the query, it forwards the query inside its domain. If
the query reaches a peer that has the desired resource, then
the peer replies in a way that is compliant with the P2PSIP
protocol [4].

An example of the signalling on the proposed hierarchical
scenario is shown in Fig. 4, this example can be applied to
a VoIP or an Instant Messaging service. Several aspects are
taken into account in order to understand the signalling flow.
First of all, when the peer in domain.com:st requests
the information of user1@domain.com:lm, the query in
the Fetch message is plain text. Plain text is used since a
peer in a domain does not have to know what hash function
is used in the Interconnection Overlay and what hash func-
tion is used in other P2PSIP domains. Thus, the super-peer



Fig. 4. H-P2PSIP Signalling

in domain.com:st performs hash(domain.com:lm)
in order to obtain the information of the super-peers in
domain.com:lm through the Interconnection Overlay. In-
side this information, the hash used in the other domain
(hasha) is included and a request for the desired item can
be built as hash_a(user1@domain.com). Some of the
peers taking care of the desired Resource ID answer to
the super-peer from domain.com:lm, which then forwards
this information to the super-peer from domain.com:st.
Finally, the super-peer from domain.com:st sends the
desired Resource ID to the peer from domain.com:st.
Once this flow finishes, a SIP negotiation can be initiated for
IM, VoIP or Video Conference. Figure 4 illustrates a subset
of the real flow. The figure omits the intermediate hops in
each overlay or Interactive Connectivity Establishment (ICE)
exchanges for NAT traversal, if any is needed.

Therefore, the communication between different overlays
is possible and different strategies can be adopted in each
overlay. A different peer-to-peer overlay network can be used
considering its robustness against churn or the stabilisation
algorithm to update routing tables can be launched more
frequently to compensate the churn effects.

D. Dynamic profile update

An important problem is how to contact with a peer with
unknown mobility profile. One option could be to look in the
last P2PSIP domain where it was contacted. If this information

is not available, the first step is to look in the own domain
where a peer is attached. Otherwise, each domain can be
queried iteratively or in parallel. However, in order to avoid
losing time and bandwidth with unnecessary queries, a peer
can leave the information of its new position in the last visited
domain. This information will be only available for a certain
period of time. This solution is a compromise between looking
for peers among all the domains and to store the location
information in each one of the domains.

The way to proceed is as follows and it is illustrated on
Figure 5. If a peer changes its location from the domain of
low mobility to the domain of stable peers, it has to register
this information in the new domain. Additionally, it has to
register in the previous overlay domain a pointer to its new
attachment point. In Figure 5, its URI with its new profile
tag is stored on the original domain. If a peer looks for it in
the old domain, it obtains the pointer of its new peer-to-peer
location. Thus, it can start the same signalling exchange as
explained in Figure 4 to get its contact location. Once these
actions have been performed, a legacy SIP exchange can be
done between the partners of the new session.

VII. CONCLUSIONS

In this paper, we propose an extension for P2PSIP domains
that considers the mobility of peers. Due to the mobility
environment, performance will be lower that the estimated
in those references, but there are mechanisms to keep good



Fig. 5. Dynamic Update Signalling

levels of performance under mobility scenarios (i.e. [9], [13]).
In this paper we argue that these should apply selectively
only to the peers with high churn, in this way avoiding their
negative impact on the rest of the peers and obtaining a better
performance. Therefore, our proposal allows defining different
domains for peers having different mobility behaviours. The
connectivity between the different domains is realised through
an interconnection overlay. In order to allow the routing
between the different overlays through the interconnection
overlay, a mapping function between the peers’ URI and the
tag that defines the mobility profile is defined to create the
Hierarchical ID in a very simple way and with minor changes
in comparison with our previous proposals [21], [22]. The
Hierarchical ID is composed by a Prefix ID used for the
routing in the interconnection overlay and a Suffix ID used
in each overlay domain. The performance of this architecture
without mobility considerations has been proved in [21] or
[22].

The problem that arises under this architecture is to find the
most suitable overlays and their setup parameters depending

on the scenario and the mobile profile under study. A starting
point can be [8] where the performance of different DHT’s
under churn is studied. Therefore, the next step in our research
is to perform an evaluation of the benefits of this solution
and its costs taking into account different type of mobility
mechanisms, peer-to-peer networks, setup parameters and
peer-to-peer maintenance solutions.
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