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Humans are hungry for energy. More use from traditional sources 
is coming at a cost to the environment but we are starting to look 
for alternatives. Our ideal sources will convert the energy created 
within the environment to something that will be useful to us, or 
even better, saleable. This approach should have advantages over 
consumable forms of energy, in that we will not exhaust the supply 
of raw material. 

Wind, waves, tidal, solar and geothermal energy sources are 
available from the oceans but each of these sources requires a 
special technology to convert it to a saleable commodity. The 
amount of available natural energy depends very specifically on 
the physical site, and wind, waves and solar energy are not 

available at constant rates. Supplies of geothermal and tidal energy are more 
predictable but they are restricted to very specific locations where the energy 
concentrations are high enough to be commercially viable. 

For alternative energy sources to be successful, we need the combination of three 
things. First there is society’s need to change its source of energy supply due to capacity 
limits, environmental concerns or national security reasons. Second, we need technologies 
that can reliably convert the natural energy into the saleable kind. This includes the 
ability of the physical plant to withstand the environmental forces in exposed locations, 
grids of wires to take the energy from its source to the market, and the ability to blend 
energy from different sources. Finally, we need the whole system to be economically 
viable, so that the cost of production is competitive with the ‘dirty’ alternatives. 

We must be responsible in how we apply our renewable technology ideas as well. The 
very act of building something to harvest the energy will change the environment 
around it. For example, sediment patterns around beaches may change if wave energy 
devices are built. Wind turbines may have an effect on birds and fish may be affected 
by turbines in rivers and tidal flows. Also, not everyone will accept that renewable 
energy is desirable in their back yard. For example, there has sometimes been a 
reluctance to support wind turbines being built onshore, where they interfere with the 
natural beauty of the proposed location. This has led to the demand for offshore wind 
turbines with more complex technical challenges. 

To make renewable energy accepted, we need policies from all levels of government 
to encourage the use of renewable energy. This should include more research into 
technology and also research into the economics of production and minimizing the 
impact of these installations on the world around us. Renewable energy should come 
at the least cost to the whole planet, and not the least cost to the rich regions, with no 
benefit to the disadvantaged.

From the Technical Editor

Dr. David Molyneux
Technical Editor
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Who should read this paper?

Anyone whose work involves the development and marketing of wave 
energy conversion devices, or the physical reproduction of ocean wave 
conditions at reduced scale, or understanding the variability and structure 
of ocean waves should find this paper of interest. In addition, those involved 
in the creation or purchase of new test tank facilities will find it useful.

Why is it important?

Tank testing is commonly used to investigate the impact of different 
configurations, dimensions and other key design parameters of wave 
energy converters influencing their predicted performance, cost and 
environmental impact. The WEC models that are put into such tanks must 
be able to accurately simulate at milliwatt-scale the dynamic behaviour of 
potential full-scale megawatt devices. This paper distills experience gained 
and methodologies developed at the leading wave energy model testing 
centres since the mid 1970s. Many of the instruments and techniques used 
in wave energy tank testing have been developed in relative isolation from 
traditional ocean engineering and naval architecture disciplines. It is 
intended that the discussion presented here will help to spread knowledge 
from this specialist area into the greater communities of test tank users 
and ocean engineers. At the same time it may also encourage the flow of 
useful insights from this wide community back to wave energy specialists.

About the authors

Dr. Grégory Payne is a research associate in the Institute for Energy 
Systems, School of Engineering, University of Edinburgh. His research 
interests include wave tank testing, instrumentation and numerical 
modeling of wave energy converters.  
Jamie Taylor is a Senior Research Fellow at the University of Edinburgh 
with interests across the renewable energy spectrum. From the mid 1970s, 
he worked with Professor Stephen Salter on the development of 
instrumentation, absorbing wave-makers, and multi-directional wave 
tanks for the development of the Duck wave energy device. 

Professor David Ingram holds a personal chair in computational fluid 
dynamics in the Institute for Energy Systems.  His personal research interests 
include the development of computational fluid dynamics models for highly 
transient, free surface flows, and wave breaking and impact on structures.

A wavy retrospective
Payne, Taylor and Ingram give a comprehensive 

overview of methodologies for the tank testing of 

wave energy converter (WEC) models, including a 

summary of best practice guidelines for three 

elements: the physical model, measurements and 

wave generation.Grégory S. Payne

Jamie R.M. Taylor

David Ingram
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BEST PRACTICE GUIDELINES FOR TANK TESTING OF WAVE ENERGY 

CONVERTERS
 
Grégory S. Payne, Jamie R.M. Taylor, and David Ingram
University of Edinburgh, Edinburgh, United Kingdom
www.ed.ac.uk

BDM = Bayesian directional method
CFD = Computational fluid dynamics
DFT = discrete Fourier transform
DSF = directional spreading function
FFT = fast Fourier transform
IDFT = inverse discrete Fourier   
  transform
LES = large eddy simulation

MLM = maximum likelihood method
NWT = numerical wave tank
OWC = oscillating water column
PTO = power take-off
WEC = wave energy converter

ABSTRACT

Experimental tank testing is a key aspect of wave energy conversion research. The performance 
of designs can be assessed in an accessible and controlled environment and at a fraction of the 
cost of sea trials.
 
Wave energy converter (WEC) tank testing is complex and has its own specificities compared 
with model testing of ships and offshore structures. This largely reflects the fact that the main 
quantity of interest is wave energy: how much is available and how much is harvested by the 
model. 
 
This paper provides an extensive overview of the various aspects of WEC tank testing. These are 
divided into three categories: physical model, measurements, and wave generation. For each of 
them, current best practice guidelines are given.

 
KEY WORDS            
 
Wave energy, tank testing, wave generation
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INTRODUCTION 
 
The primary reason for the tank testing of 
wave energy converters (WECs) is to enable 
an investigation of the general principals 
governing the behaviour of the WEC under 
controlled conditions. Such tests are commonly 
used to investigate the impact of different 
configurations, dimensions, and other key 
design parameters of the WEC influencing 
its predicted performance and survivability 
characteristics. Furthermore it is normal for 
a wide range of tests to be conducted at these 
earlier stages, leading to better understanding 
of the influence of critical parameters and 
improving theoretical models of performance. 
Even at small scales, the controlled laboratory 
environment allows the performance of the 
WEC in rare (e.g. 100 year) sea conditions 
to be tested repeatedly and for the impact of 
modifications to the WEC to be examined 
in identical sea conditions. Not only is the 
test environment accessible, controlled, and 
repeatable, but also the cost of tank testing is 
a small fraction of that of sea trials. This is 
an advantage that led to Stephen Salter’s well 
known comment: “It is much better to discover 
one’s design mistakes at a small scale” [Salter 
et al., 2006]. 
 
Figure 1 shows a typical tank test of a WEC 
and illustrates the key aspects of a laboratory 
test, namely the model, the measurement 
systems, and the wave makers. 
 
Entering the laboratory not only permits access 
to a controlled and repeatable environment, 
but also allows the use of measurement 
techniques that cannot be applied in the field. 
For example, optical systems can be deployed 
for measuring the motion of the WEC (using 

stereoscopic infra-red cameras, see “Sensors” on 
page 47). These advantages are offset by the fact 
that real (prototype) power take-offs (PTOs), 
control and mooring systems cannot, normally, 
be scaled down to laboratory scale and must be 
modeled in some way. This differentiates the 
scale testing of WECs from the model testing 
of ships and offshore structures, and has led to 
the development of specialist laboratories and 
centres of excellence around the world.  
 
The current drive to develop commercial 
WECs has led to the identification of a 
number of barriers to full commercialization. 
The 2006 report for the International Energy 
Agency [AEA Energy and Environment, 
2006] implementing agreement on ocean 
energy states that “the comparison of different 
technologies is made difficult by the absence 
of internationally recognized standards for 
development, testing, and measurement.” The 
IEA report, together with national initiatives 
(including UK Energy Research Centre’s 
Marine Technology Roadmap [Mueller 
and Jeffrey, 2008]), has led to a number of 
initiatives to develop best practice protocols 
for the experimental testing of wave energy 
converters. The International Electrotechnical 
Commission has established technical 
committee TC114 to develop standards for 
ocean energy converters, and the European 
Commission has funded the 7th Framework 
program, EquiMar project (FP7-213380) 
on “Equitable Testing and Evaluation of 
Marine Energy Extraction Devices in terms 
of Performance, Cost, and Environmental 
Impact.”  
 
The UK Engineering and Physical Sciences 
Research Council’s SuperGen Marine project 
(EP/E040136) is a consortium project led 
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Figure 1: Tank testing experiments carried out in the Edinburgh curved tank show key aspects of experimental practice. 1(a): 100th scale 

Sloped IPS buoy in mixed seas. 1(b): comparison between two types of wave gauge.

Figure 1(a)
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Figure 1(b)
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by the University of Edinburgh involving 
leading research groups across five universities 
(Edinburgh, Heriot-Watt, Lancaster, Strathclyde, 
and Queen’s Belfast). Work stream 1 is 
concerned with the convergence of physical 
testing and numerical modeling of WEC 
concepts. SuperGen is seeking to ensure that 
comparable results can be obtained in any of 
the wave tanks available within the consortium.  
 
These national and international efforts are not 
independent of each other, since consortium 
members are involved with the national mirror 
committees for TC114, and are participating 
in the EquiMar project. Indeed, it is critical 
that best practice guidance is based on a broad 
consensus of opinion if it is to be adopted 
by both established and new experimental 
facilities and ultimately incorporated into 
international standards.  
 
To this end, SuperGen has produced a best 
practice guide drawing on both expertise 
within the consortium and published literature. 
In this paper, the authors have summarized 
the key sections of the guide, which cover the 
physical model, measurement, wave generation 
(both deterministic and nondeterministic 
approaches), tank calibration, and phase locking. 
 
PHYSICAL MODEL 
 
A physical model is used in a wave tank to 
investigate at scale the behaviour of a wave 
energy converter concept. In most cases, some 
aspects of the full-scale device are simplified 
in the scaled model. For the power take-off 
system, an electromagnetic damper might, 
for example, be used in place of the full-scale 
hydraulic system. Model tank tests are typically 
used to investigate the following points: 

•  Power capture characteristics 
•  Hydrodynamics 
•  Power take-off principle and associated  
 control 
•  Moorings  
 
This section introduces the issue of scaling and 
its specific impact on model testing of WECs. 
It then focuses on power take-off modeling and 
sensors.  
 
Scaling 
Generally speaking, in the mechanical 
interactions between fluids and solids, three 
kinds of forces are of comparable importance. 
These are associated with inertia Fi, gravitation 
Fg, and viscosity Fv.
 

 
where U is the fluid velocity, g the gravitational 
acceleration, l the length characterizing fluid/ 
solid interaction phenomenon, and µ is the 
dynamic viscosity. 
 
Depending on the phenomenon investigated, 
the relative magnitude of those forces varies. It 
is useful to quantify their relative importance. 
This is typically done using two non-
dimensional quantities: the Froude number Fr 
and the Reynolds number Re.

 

 
where ν is the kinematic viscosity (ν = µ/ρ). 

(1)
(2)
(3)

(4)

(5)
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Ideally, when designing scaled model testing, 
it is desirable to retain the same balance 
between inertial, gravitational, and viscous 
effects as that of the full-scale phenomenon. 
This implies ensuring that the values of both 
Fr and Re at model-scale are the same as the 
full-scale ones. In practice, this is usually 
difficult to achieve, especially at small scale. 
As an example, consider the investigation of 
the forward motion of a ship using a 1/100th 
scale model in a towing tank. Assuming that 
the gravitational acceleration g is the same in 
both model and full-scale conditions, if Fr is to 
be kept constant, according to (4), the value of 
the forward speed U, at model-scale has to be 
1/10th of the full-scale one. Now assuming that 
the fluid used with the model is the same as in 
full-scale, ν is the same in both model and full-
scale conditions. If Re is to be kept constant, 
according to (5), the value of U at model-scale 
has to be 100 times that of the full-scale value. 
The obvious way to overcome these conflicting 
requirements would be to increase g and/or 
decrease ν. This would involve running the 
model experiments in a centrifuge and/or using 
fluids whose viscosities are lower than that of 
the full-scale one. Unfortunately, this kind of 
experimental set up is not practical for tank 
testing of wave energy devices, where tanks 
are too large to fit in centrifuges and are filled 
with water.  
 
During the interaction between waves and solid 
bodies, the effects of viscosity are generally 
felt in the boundary layer, in the close vicinity 
of the water-body interface. In the rest of the 
fluid volume, viscous effects are generally 
negligible. The relative influence of viscous 
forces will thus be greater for complex WEC 
geometries that have large wetted-surface 
areas in relation to their immersed volumes 

compared with more compact WEC shapes 
that have lower ratios of wetted-area to 
volume. For many tank-scale WECs, the net 
influence of viscous forces on body motions 
is small and Froude scaling can be assumed 
to be satisfied. This assumption that the ratio 
of inertial forces to gravitational forces is the 
same at model-scale and at full-scale generally 
leads to conservative predictions of full-scale 
device behaviour. A good introduction to the 
very important topic of scale can be found in 
chapters 1 and 2 of Newman [1977].  
 
Practical implications of Froude scaling on 
power take-off modeling 
For wave energy applications, one of the key 
consequences of Froude scaling is the scaling 
law of wave power. 
 
Let s be the geometric scale between model 
and full-scale conditions. From (4), if Fr and g 
are constant, then U scales with         . In terms 
of dimensions: 

where U, L, and T are the dimensions of 
velocity, length, and time, respectively. So time 
scales also with        . It can be noted that this 
result can also be derived from the dispersion 
relation of gravity waves. For the sake of 
simplicity, consider the deep water case. The 
dispersion relation yields:

 

where λ is the wavelength and T the wave 
period (derivation of (7) can be found in 
Sarpkaya and Isaacson [1981]). g is the same 

(6)

(7)
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for both full scale and model conditions, so 
(7) is true in both cases. Therefore, T scales 
with        . 
 
The dimensions of power are: 

where M is the dimension of mass. As mass is 
proportional to volume, M scales with s3, and 
thus, power scales with s3.5. 
 
Depending on the size of the models and tanks 
used, the model scales are typically of the 
order of 1/30th to 1/100th. Assuming a full-
scale power take-off rated at 1 MW, the model 
power rating would be of the order of 0.1 to 7 
W. This means that in order to simulate full-
scale behaviour accurately, power dissipation 
due to friction losses in the model power take-
off should be kept very low, ideally, down 
to the ‘milliwatt’ level for the smaller scale 
models. It is, therefore, important to design 
models with very low friction bearing between 
moving parts. Hydrostatic bearings have very 
low friction but tend to be more complex to 
implement than bush or ball bearings. Taylor 
and Mackay [2001] have successfully used 
water fed hydrostatic bearings on a model 
power take-off. Further information on 
hydrostatic bearings can be found in Stansfield 
[1970].
 
Froude scaling overview 
Using the same reasoning as in “Practical 
implications of Froude scaling on power take-
off modeling” (page 44), the scaling of various 
quantities of interest can be derived. Some of 
these are shown in Table 1. 

Scale issues with oscillating water column 
devices 
In oscillating water column (OWC) wave 
energy converters, the displacement of the 
water column is driven by hydrodynamic 
effects. The power take-off mechanism relies 
on aerodynamics as the air in the OWC 
chamber is forced back and forth through a 
turbine. This combination of hydrodynamics 

 Quantity  Scaling 

wave height and length  

wave period  

wave frequency  

power density  

s 

s0.5 

s-0.5 

s2.5 

linear displacement  

angular displacement  

s 

1 

linear velocity  

angular velocity  

s0.5 

s-0.5 

linear acceleration  

angular acceleration  

1 

s-1 

mass  

force  

torque  

power  

s3 

s3 

s4 

s3.5 

linear stiffness 

angular stiffness 

s2 

s4 

linear damping  

angular damping  

s2.5 

s4.5 

Table 1: Froude scaling law for various quantities. s is the geometric 

scale. When the scaling is 1, it means that the value of the quantity is 

not affected by scale. The term “power density” refers to power per 

unit length.

(8)
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and aerodynamics renders scaling 
considerations for OWCs more complex than 
standard Froudean scaling. 
 
The hydrodynamics interactions between 
waves and the OWC are dominated by inertial 
and gravitational forces. The aerodynamics 
of the air volume of the OWC chamber is 
dominated by the compression force Fc. 
Assuming volume deformation of the chamber 
in one dimension and reversible and adiabatic 
conditions: 

 
where P0 is the initial air pressure, κ the 
isentropic exponent, and l the characteristic 
length [Weber, 2007]. Both inertia and pressure 
forces act as restoring forces in the heaving 
motion of the water column. Maintaining the 
same balance between these two at model and 
full-scale involves keeping the ratio: 

constant. From (10) and (4), keeping both the 
Fi / Fc ratio and the Froude number constant 
involves keeping the ratio: 

 
constant which is difficult in practice. One 
approach to address this issue is to design a 
model with different scales above and below 
the waterline. In other words, the horizontal 
cross section of the chamber remains the same, 
but the top part of the chamber can be made 
higher to increase its volume. This has been 
tried by Maunsell and Murphy [2005]. More 
information on the topic of OWC scaling can 

be found in Weber [2007] on which this 
treatment is based.  
 
Power Take-Off System 
Scale modeling of power take-off mechanisms 
is not straight forward. The technologies 
suitable for full-scale devices usually do not 
lend themselves to down-scaling. This is 
mainly due to the scaling factor of power in 
Froude scaling (see “Practical implications of 
Froude scaling on power take-off modeling” on 
page 44). This is the case for hydraulic rams, 
which are an attractive first stage for full-scale 
power-offs but whose friction losses make 
them unsuitable for scaled models. 
 
The ideal model power take-off dynamometer 
provides a means of applying arbitrarily 
defined forces between the wave-driven and 
the reactive body-elements of the WEC. It is 
convenient if the forces can be accurately 
varied as linear functions of a control voltage 
or current. The system should have as few 
additional mechanical artifacts as possible. For 
example, friction losses and mechanical 
backlash should be minimized. Typically, to 
represent pure damping, the force provided by 
the dynamometer will be configured to be 
proportional to the relative velocity of the 
wave-driven motions of the WEC body 
elements and will act in opposition to them. In 
order to explore maximum power-capture 
techniques, there should be few limitations on 
the kind of control algorithm that can be 
implemented. Where it is possible to use them, 
amplifier-driven DC electric-motors provide 
the best means for implementing this kind of 
control. The best kind of DC motor is the 
brushless type as made by Aeroflex – although 
their limited angular range may be unsuitable 
for many models. DC motor force is directly 

(9)

(10)

(11)
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proportional to current, so current-amplifiers 
should be used. For accurate results (unless a 
brushless motor is used), some means of 
measuring the motor force may be required. 
Typically this will involve the incorporation of 
strain-gauged components in the force path. The 
flexibility offered by these kinds of 
dynamometer systems often makes it possible to 
drive the WEC in calm water in order to measure 
and calculate its hydrodynamic coefficients – 
the added mass and the radiation damping. 
 
Some mechanical dampers can be calibrated 
with reasonable accuracy. They can then be 
implemented in model power take-offs to carry 
out quantitative measurements. It should be 
noted, however, that when using this method, 
the resisting force applied to the prime mover 
cannot be controlled with the same freedom as 
with DC motors. Moreover, that force is often 
not fully linear with the prime mover 
displacement or velocity. In the case of OWC, 
an equivalent approach relies on aerodynamic 
dampers. These are typically carpet sheets or 
slit shims whose flow to pressure 
characteristics can be calibrated [Lucas et al., 
2007]. Experimenters should be aware that 
carpet characteristics are affected by the 
moisture level of the carpet. 
 
Cruder power take-offs can also be used. This 
depends on the stage of investigation 
considered. For early experimental tests, one 
might only be interested in qualitative 
assessments of the impact of the power take-
off resistance to the prime mover on the model 
behaviour. In this case, some kind of simple 
friction-brake may be suitable. 
 
It is important to emphasize that the quality of 
the model power take-off affects directly the 

range and the quality of the measurements that 
can be carried out. The technology chosen 
should, therefore, be appropriate to the scope 
of the model testing investigation. 
 
Sensors
Sensors and transducers should interfere as 
little as possible with the behaviour of the 
models that they are measuring. In many cases, 
video motion tracking devices such as those 
manufactured by Qualisys AB have made 
“motion capture” relatively easy and generally 
only require the attachment of lightweight 
optical markers to the model. These systems 
can, however, only record “external” motions 
of the model and other types of sensors are 
often needed to measure other physical 
quantities or internal motions of the power 
take-off. 
 
Sensor implementation
Motion, velocity, and force sensors should 
generally be fitted as closely as possible to the 
physical phenomenon they are intended to 
measure. The idea is to avoid corrupting the 
measurements with mechanical artifacts (such 
as backlash or excessive friction) from linkages 
or bearings. Force measurement usually 
involves the inclusion into the force path of 
compliant elements whose dimensional 
changes are captured by strain-gauges or piezo 
crystals. The effect of the compliance is usually 
to lower the natural frequency of the system of 
which the sensor forms a part. Where the force 
signal is part of a force feedback loop, as might 
be the case with a power take-off 
dynamometer, care must be taken to keep the 
force path mechanically stiff so that resonances 
are well above the tank wave frequency band. 
Otherwise, it may be difficult to make the 
system stable. 
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When putting together a data acquisition 
system to log measurements from sensors, the 
aim is always to get as much “signal” and as 
little “noise” as possible. 
 
Most electrical noise is at frequencies that are 
very much higher than tank wave frequencies 
and is reasonably easy to eliminate by the 
careful use of low-pass filters (Horowitz and 
Hill, 1989]. However, in the design of 
electronic instrumentation, one also has to be 
very careful not to pick up some dangerously 
close to 50 or 60 Hz noise from nearby mains-
operated electrical equipment. It must be 
ensured that the design of the instruments 
eliminates this. An important rule is to never 
start serious data acquisition until having 
checked the signal quality and the comparative 
amount of “signal to noise.” There is only one 
way to do this, and that is to look at each signal 
on an oscilloscope whilst the wave and model 
systems are running at the lowest wave 
amplitudes that will be used during 
experiments. The dynamic range of all of the 
signals relative to the full-scale range of the 
data acquisition system should also be checked. 
Ideally, to get the best resolution, all incoming 
signals at maximum value will reach at least 
two-thirds of the data acquisition maximum. It 
is also important to keep checking the signal 
quality during experiments in case any sensor 
fails or starts to get wet. 
 
Convention dictates that signals that are to be 
sampled by a data acquisition system should 
first be passed through a low-pass filter. 
Without such filtering, signal components at 
frequencies greater than half of the data 
sampling frequency break through into the 
sampled signal band as “aliasing” (see 

“Aliasing” on page 49). However, it is likely 
that one will not always be using the same data 
sampling frequency so it may be difficult to 
decide on the best filter cutoff frequency. For 
long experiments, it might suffice to sample at 
twice the frequency of the shortest wave 
component. In another experiment, one might 
want to look at the transient effects of a 
breaking wave and to, therefore, sample at a 
much higher rate – perhaps up to several 
hundred hertz. 
 
If the signals are very clean, one might not 
need to use any low-pass filtering. A more 
conservative approach is to “roll-off all signals 
at a frequency around 1 kHz with first-order 
low-pass filters.” These will have little effect 
on the phases of the much lower frequency 
wave signals. In any event, after sampling any 
such phase errors could be subsequently 
corrected in the frequency domain. 
 
MEASUREMENT 
 
The quantities which are of interest to measure 
in the context of tank testing for wave energy 
applications are numerous. This section 
provides guidelines on the generic aspects of 
tank measurement and focuses on wave 
measurements, from hardware to methods for 
estimating wave fields. 
 
Measurements in the Context of  
Fourier Analysis 
Frequency analysis is a widely used technique 
for investigating phenomena involving water 
waves. The general idea of Fourier analysis is 
based on the fact that a periodic function f of 
period T can be expressed as the sum of its 
harmonic components: 
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where the ak and bk are the Fourier coefficients 
defined by:

 
 
 
 
 
 
By looking at the amplitude of the coefficients, 
one can assess the spectral content of the 
signal. More information on this topic can be 
found in Newland [2005]. 
 
The method commonly used to carry out a 
spectral analysis of a discrete time series xp of 
N samples (p = 0, 1, 2, ..., N – 1) is the Discrete 
Fourier Transform (DFT) which is defined, 
using complex notation, as follows: 
 
 
 
 
The Inverse Discrete Fourier Transform is 
given by:

  
 
The DFT is a practical method to estimate the 
spectrum of a continuous time series. However, 
it should be borne in mind that the DFT does 
not output the true continuous spectrum but 
an estimate of it. The quality of the estimate is 
directly influenced by the way the continuous 
time series is sampled.  

Aliasing 
The sampling frequency used to sample a 
continuous time series dictates the frequency 
range and impacts on the quality of the 
spectrum calculated by the DFT. One should 
ensure that the sampling frequency is at least 
twice that of the highest frequency component 
of the time series.  
 
When sampling at frequency fs the DFT 
process is unable to distinguish between 
components whose frequencies f 1 and f2 are 
symmetrical with respect to fs/2: f1 ≤ fs/2 and f2 
= fs  – f1. Figure 2 illustrates this phenomenon. 
It shows two sine waves, one of frequency 
0.5 Hz and the other of 3.5 Hz. The circles 
represent the sampled data with a sampling 
frequency of 4 Hz. The 3.5 Hz sine wave has 
deliberately been shifted by 180°.  
 
It can be seen that the sampled values are the 
same for the 0.5 Hz and the 3.5 Hz sin waves.  
 
In the DFT output, the sum of the measured 
amplitudes of the two components ends 
up being equally split between the two 
frequency components (f1 and f2) even if 
their true respective amplitudes are different. 
The outcome is a spectrum symmetrical 
with respect to fs/2. If the true amplitude of 
component f2 is zero, the DFT will output a 
spectrum with components at frequencies f1 
and f2 whose amplitudes are equal to half the 
true amplitude of component f1. By doubling 
the amplitude of DFT component f1 and 
discarding DFT components of frequency 
above fs/2, the true spectrum can be derived. 
This is, however, not possible when the 
amplitude of the true component f2 is not 
zero. In this case, the spectrum obtained is 
distorted and does not suitably approximate 

(12)

(13)

(14)

(15)
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Figure 2: Example of aliasing.

the true spectrum. This can be generalized 
for any numbers of frequency components. 
The phenomenon is called “aliasing” and fs/2 
is referred to as the “Nyquist frequency” or 
sometimes the “folding frequency.” More 
detail on that topic can be found page 118 of 
Newland [2005]. 
 
To summarize, the sampling frequency has 
to be chosen so that the Nyquist frequency is 
above the frequencies of all the components 
of the time series and not only of the ones 
of interest. A practical way to achieve this is 
to use an appropriate low-pass filter before 
sampling the signal. 
 
Frequency resolution
The frequency resolution of the DFT is 
determined by the sampling duration. To be 
more specific, in the DFT process, the time 
series is correlated with sinusoids whose 
frequencies are integer multiples of the inverse 
of the sampling duration. In other words, if the 
time series is sampled for a duration ΔTdur it 
will be correlated with sinusoids of frequency:

 

where N is the total number of samples. The 
frequency resolution of the DFT is therefore   
1/ΔTdur.
 
Let us consider a time series that consists of a 
single sinusoid of frequency f1. If the sampling 
duration is chosen so that f1 does not 
correspond to any of the frequencies of the 
correlation sinusoids (that is if f1 ≠ fk with k = 
0, 1, ..., N – 1), then the amplitude of the true 
component will be spread over the nearest DFT 
components. This phenomenon is commonly 
referred to as “spilling.” This is illustrated in 
Figure 3 where the time series is a sinusoid of 
amplitude 1 and frequency 31/32 Hz. The 
sample frequency is 32 Hz and the sampling 
duration is 16s. It should noted that for clarity 
consideration, the spectrum is truncated and 
does not display the whole frequency range of 
the DFT.  
 
When the sampling duration is such that one of 
the fk matches f1, the resulting spectrum is 
much “cleaner.” This is shown in Figure 4 
where the parameters are the same as for 
Figure 3 except for the sampling duration 
which is here 32s. 
 

(16)
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In order to obtain good quality spectra from 
DFT, it is recommended to choose a sampling 
frequency and a sampling duration so that the 
frequency of each component of the time series 
analyzed is matched by one of the fk. When the 
time series is derived from a true natural 
process, like wave elevation at one point in the 
ocean, this is not possible because there will be 
an infinite number of frequency components. 
In a wave tank, however, the command signal 
sent to the wave makers is usually computed 
by Inverse Discrete Fourier Transform (IDFT) 
(see “Wave generation” on page 59) and 
therefore contains only a finite number of 
frequency components which can be matched 
by the fk.
 
Periodicity of the signal
Theoretically speaking, the DFT performs 
better if the time series analyzed is periodic 
and if the sampling duration corresponds to an 
integer multiple of the period. If the wave 
generation system of the tank is controlled in a 
deterministic manner (see “The deterministic 
approach” on page 60), the sampling duration 
should be chosen so that it corresponds to an 
integer multiple of the pseudo period or repeat 
time of the system. If the signal sampled is not 
periodic, it is recommended to use a tapered 
data window to smooth the data at both ends of 
the sampled time series before carrying out the 
DFT. A data tapered window is basically a 
weighing function which gives more 
importance to the middle of the time series 
compared to the extremities. It can be seen as 
“making” the time series “look” more periodic 
by smoothly bringing the values of both ends 
to zero. This process is illustrated in Figure 5 
where a cosine tapered window is applied to 
the time series of a random signal. It should be 
noted that periodicity “enforcing” by data 

windowing is done at the cost of distorting 
data. More information on this topic can be 
found in chapter 11 of Newland [2005]. 
 
Fast Fourier Transform
The name Fast Fourier Transform (FFT) refers 
to an algorithm used to compute the DFT. It 
was originally introduced by Cooley and Tukey 
[1965]. It is particularly computationally 
efficient and accurate. It has now become the 
standard method for deriving the DFT. There 
are several variations of the FFT algorithm but 
the most common ones require the number of 
samples N to be a power of 2. If it is not the 
case, most algorithms extend the number of 
samples to reach the nearest power of 2 by 
“adding” zeros at the end of the original time 
series. This results in a spilling phenomenon. 
 
Wave Measurement Hardware
There are several types of wave gauges used to 
measure waves in wave basins. Here is a brief 
overview of the technologies available. 
 
Float gauge
This technique relies on measuring the vertical 
displacement of a float following the water 
surface. Sub-millimetre accuracy has been 
achieved with this method (see chapter 4 of 
Nebel [1994]). To avoid following errors, the 
heave motion of the float should be as close as 
possible to the vertical motion of water 
particles. This is achieved by ensuring that the 
ratio of the float water plan area over the float 
inertia is as high as possible. The idea is to 
make sure that the natural frequency of the 
float in heave is much higher than the 
frequency of the measured waves. A 
description of a gauge of this type developed at 
the University of Edinburgh can be found on 
page 24.4 of Jeffrey et al. [1976]. 
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Figure 5: Application of a tapered window to a random signal. 

Figure 4: Spectrum without spilling (31/32 Hz signal sampled for 32s at 32 Hz). 

Figure 3: Spectrum exhibiting spilling due to inappropriate sampling duration (31/32 Hz signal sampled for 16s at 32 Hz).
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Capacitance gauge
Wave gauges of this type typically consist of 
two vertical metal rods partly immersed. One 
or both of the rods is covered with a thin layer 
of electrical insulator. The capacitance 
measured between the two rods is linearly 
dependant on the immersion depth. 
Alternatively, the non insulated electrode can 
be taken away and replaced by the tank 
electrical ground. More information on 
capacitance wave gauge working principle can 
be found in Clayson [1989]. 
 
The advantage of this technology is that 
calibration is fairly stable with time. On the 
other hand, the insulation layer on the rods can 
be a source of reliability issues. In order to 
achieve reasonably high capacitance values, 
the insulation coating has to be very thin and it 
can, therefore, be easily damaged. 
 
Water surface following gauge
This technology relies on a servo-drive 
mechanical system tracking the water surface. 
It provides an absolute measurement of the 
water level and is calibration-free. 
 
A prototype of this type of gauge has been built 
at the University of Edinburgh using a 
capacitive sensor to detect the water surface. 
0.5 mm accuracy has been achieved. More 
information can be found in Spinneken [2004].  
 
Ultrasound gauge
These sensors, such as those made by Nortek, 
beam high-frequency sound vertically 
downwards. Some of the beam is reflected 
back by the moving water surface and the wave 
height is derived from the corresponding time-
of-flight. This measurement is inversely 
proportional to the speed of sound in air, which 

is sensitive to temperature and humidity and so 
calibration needs to be carried out regularly. An 
immersed three-degree-of-freedom ultrasound 
wave measuring system was built by Rogers 
[1987]. It used an active float-based piezo 
“pinger” and an array of three acoustic 
receivers on the tank floor. 
 
Conductive wave gauges
Conductive wave gauges typically consist of 
two thin, parallel vertical metal rods partly 
immersed. The water height is derived from the 
conductivity between the rods, which increases 
with the immersion of the rods. More 
information can be found in Clayson [1989]. 
 
Regular calibration is required as the water 
conductivity changes. In Thompson and Long 
[1987], it is stated that at the United States 
Army Engineer Waterways Experiment Station, 
wave gauges are calibrated statically at least 
twice a day. 
 
It also states that, ideally, the calibration should 
be dynamic but that given the complexity of 
this procedure, most laboratories rely on static 
calibration. It is recommended to run waves in 
the tank for a few minutes before calibrating 
the gauges in order to mix the water to make 
the conductivity the same everywhere in the 
tank. 
 
Optical gauge
This technique relies on the principle of 
triangulation. A spot created by the scattering 
of laser light at the water surface is detected by 
an off-axis camera. The images from the 
camera are processed to derive the centroid of 
the spot. The centroid position is transformed 
into a height value using a polynomial best-fit 
function established by calibration. This is 
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Figure 6: Schematic of an optical wave gauge.

summarized in Figure 6 where height 
measurements are shown for a wave crest (in 
red) and a trough (in blue). 
 
Optical gauges are non-contact so the 
measurements are not biased by surface tension 
as in capacitive and conductive wave gauges 
which suffer from meniscus effect. Optical 
sensing allows adjustable resolution by choice 
of the camera optics magnification. Sub-
millimetre accuracies have been achieved on 
waves with more than 1000 mm peak to trough 
height. The calibration of such gauges is 
straightforward and stable. 
 
Two-Dimensional Wave Reflection
In a bounded fluid domain such as a wave tank 
or a wave flume, wave reflections from the 
boundaries of the basin are unavoidable. 
Moreover, the presence of a model in the tank 
will also lead to wave reflections. It is, 
therefore, important to work out the incident 
and reflected wave parameters. 

An early method, which can only be used with 
regular waves, consists in placing two wave 
probes aligned with the direction of 
propagation of the waves and a quarter of the 
wavelength apart. While maintaining constant 
distance between the two probes, they are 
translated along the wave propagation direction 
until one is located at a node and the other one 
at an antinode of the standing wave pattern 
created by the reflection. This is easy to do if 
the gauges are properly calibrated and if a real-
time signal proportional to the difference in wave 
heights at the two gauges is visibly displayed. 
Averaging the signal between the two probes 
yields the incident wave amplitude. Dividing 
by two the difference between the two probes 
signal yields the reflected wave amplitude. 
 
The above method is most practical in narrow 
wave tanks. It is restricted to regular waves and 
prior knowledge of the wavelength is required. 
A large body of work on more versatile 
methods for 2-D wave reflection analysis is 
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reported in the literature. This comes mainly 
from the field of coastal engineering. 
 
Wave elevations are recorded simultaneously at a 
number of locations (at least two) in a line parallel 
to the direction of propagation of the waves, 
with a known spacing between the wave probes.
 
A Fourier transform is then applied to the time 
series to derive the different frequency 
components of the wave field. For each of 
these, the parameters of the incident and 
reflected waves are computed. When working 
with regular waves, the Fourier transform is 
generally used to find out the fundamental 
frequency of the wave. 
 
Various methods are then available to compute 
the incident and reflected wave parameters. 
 
The Goda and Suzuki method
The earliest and simplest technique is 
described in Thornton and Calhoun [1972] and 
Goda and Suzuki [1976] and is often referred 
to as the Goda and Suzuki method. It involves 
only two measuring locations. For a regular 
wave, it assumes that the wave elevation 
measured at each probe is the sum of two 
sinusoids of the same frequency travelling in 
opposite directions. The method yields the 
amplitude of the incident and reflected waves 
as well as the phase shift between the two. 
Details on the implementation of the method 
can be found in Goda and Suzuki [1976] for 
random wave applications and in Isaacson 
[1991] for the case of regular waves. It is 
important to point out that the method exhibits 
singularities when the probe spacing is equal to 
an integer number of half wave lengths. It is, 
therefore, recommended to avoid the vicinity 
of the singularities. This is, unfortunately, not 

always possible when analyzing reflections in 
random waves, especially with a wide 
spectrum range. A compromise needs, 
therefore, to be made which usually involves 
giving higher weighings to the frequency bands 
of interest, around the peak frequencies, for 
example. More details on the range of 
application of this method can be found in the 
two previously cited references. 
 
The Mansard and Funke method
The Mansard and Funke method [Mansard and 
Funke, 1980] is the most commonly used. It 
uses three wave probes and can be considered 
as an improvement of the Goda and Suzuki 
approach. As for the latter, sinusoids are fitted 
to the incident and reflected waves, but the data 
from the extra probe makes it possible to 
minimize the squared error between the 
outcome of the fittings and the measured wave 
elevations. The main advantage of this method 
is to make the wave reflection analysis less 
sensitive to the noise contaminating the 
measurements [Isaacson, 1991]. As with the 
previous approach, the Mansard and Funke 
method exhibits singularities. If the three 
probes are equidistant, the method breaks down 
when the spacing between two adjacent probes 
is an integer number of half wave lengths as for 
the previous method. If the probes are not 
equidistant, the conditions of occurrence of the 
singularities are more complex and can be 
found in Isaacson [1991] and Mansard and 
Funke [1980]. 
 
Discussion
In Isaacson [1991], the author presents a 
comparative study of the two above methods 
for regular waves. He carries out a sensitivity 
analysis on the accuracy of the incident and 
reflected wave parameters to errors on the 
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measured wave elevations. The Mansard and 
Funke is found to be the most accurate. 
 
It is important to point out that the two methods 
are based on linear dispersion theory. In other 
words, they assume that the incident and 
reflected waves are perfect sinusoids, which is 
not the case in reality. This is illustrated in 
Mansard and Funke [1987] where the authors 
report that for regular waves, the incident and 
reflected wave heights estimated by their 
method are too small compared to the wave 
heights derived from zero crossing analysis. 
The process of fitting sinusoids to the wave 
field discards the bound harmonics from the 
analysis whereas the wave height computation 
relying on a zero crossing approach does not. 
 
Multidirectional Wave Spectra
When analyzing the performance of a wave 
energy converter model in a directional wave 
tank, it is important to estimate as accurately as 
possible the incident wave conditions to which 
the model is exposed. 
 
Many techniques for deriving directional 
characteristics of wave fields are reported in 
the literature. Most of them were developed by 
oceanographers to measure waves in the real 
seas. Benoit et al. [1997] give a good overview 
of those different techniques and the present 
section will broadly follow this paper. 
 
The dependency of the energy spectrum on 
frequency and direction is described by the 
energy spectrum E(ω, θ), which is a function of 
the wave angular frequency ω and of the wave 
direction of propagation θ. E is an energy per 
unit sea surface, per unit frequency, and per unit 
angle. The unit of E is, therefore, J.m-2.Hz-1.rad-1 
but is sometime expressed as N.m-1.Hz-1.rad-1. 

It is also common to analyze a wave field in terms 
of directional variance spectrum S(ω, θ). This 
corresponds to the variance of the wave elevation 
which is proportional to the wave energy: 
 
 
 
 
where ρ is the water density and g the 
gravitational acceleration. S(ω, θ) is often 
referred to as the directional frequency 
spectrum and its unit is m2.Hz-1.rad-1.
 
To illustrate the physical meaning of the 
directional frequency spectrum, it is useful to 
consider the wave field as a superposition of an 
infinite number of wave fronts of different 
frequencies travelling in different directions. 
Assuming linearity, the wave elevation η(x, y, 
t) at a point of spatial coordinates (x, y) at time 
t is given by:

 
where the an’s are the wave front amplitudes, 
the kn’s the wave numbers, the θn’s the angles 
corresponding to the direction of propagation 
of the wave fronts, the ωn’s the angular 
frequencies, and the    n’s the phases. If the      

n’s are distributed between 0 and 2π with 
a uniform probability density, S(ω, θ)dωdθ 
represents the contribution to the variance of 
the wave elevation due to wave components 
with frequencies between ω and ω + dω and 
directions between θ and θ + dθ:

(17)

(18)
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It is common practice to decompose the 
directional variance spectrum as follows: 

 
where S(ω) is the “non-directional” variance 
spectrum which is related to S(ω, θ) by:

 
and D(ω, θ) is the Directional Spreading 
Function (DSF) which satisfies the two 
following properties: 
 
 
 
 
 
 
Estimation of the directional frequency 
spectrum 
The estimation of the directional frequency 
spectrum requires the measurement of a set of 
quantities associated with the wave field. The 
most common quantity recorded in a wave 
tank is the surface elevation. Elevation at one 
point is not sufficient to derive directional 
information and one has to record at least three 
different locations to do so. The directional 
frequency spectrum can also be computed from 
a single point measurement, but in this case 
other quantities have to be recorded in addition 
to surface elevation. This technique is typically 
used in the real sea using a heave-pitch-roll 
buoy. The present document focuses on multi-
point surface elevation since it is the most 
widely used technique in wave tanks. More 

information on the other methods can be found 
in Benoit et al. [1997].  
 
Most methods for estimating the directional 
frequency spectrum rely on the relationship 
between the cross-spectra of the surface 
elevation at different points and S(ω, θ). We 
will assume that M wave gauges are used to 
measure simultaneously the surface elevation 
at M different locations. The cross-spectra or 
cross-covariance spectral density between two 
surface elevation signals ηp and ηq (from probes 
p and q with p, q ≤ M and p ≠ q) is the Fourier 
transform of the cross-correlation between the 
two signals. Rigorous definitions of correlation 
and spectral density can be found in chapters 3 
and 5 of Newland [2005], respectively. In the 
present context, the cross-correlation between 
ηp and ηq is defined by:
 
 
 
and the corresponding cross-spectra by: 
 
 
 
Assuming linear wave theory and assuming 
that the phases of the different components of 
the wave field are randomly distributed, the 
relationship between the directional frequency 
spectrum and the cross-spectra is as follows: 
 
 
 
 
 
The vector k is the wave number vector defined 
by:

(19)

(20)

(21)

(22)

(23) (24)

(25)

(26)

(27)
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xp and xq are the vectors corresponding to the 
location of wave gauge p and q, respectively. 
It should be noted that (26) is more complex 
when the quantities measured at point p and 
q are different from surface elevation. More 
details on that topic can be found in Benoit et 
al. [1997]. 
 
Estimating the directional frequency spectrum 
involves computing the cross-spectra (25) from 
all the pairs of wave gauges and then inverting 
the relationship given by (26). The later 
operation is the most complex and tedious. 
With an infinite number of wave gauges, S(ω, 
θ) can be in principle determined uniquely. 
In practice, there is only a finite number of 
probes (typically five to seven) and so the 
mathematical problem is not fully defined. 
Consequently some assumptions on S(ω, θ) are 
required to yield a unique solution. 
 
Several practical methods are available for 
estimating the directional frequency spectrum. 
None of them is perfect; they all have pros 
and cons. This document will briefly present 
and discuss the two most widely used. A more 
extensive review of the available methods can 
be found in Benoit et al. [1997]. 
 
The maximum likelihood method
The Maximum Likelihood Method (MLM) was 
originally introduced by Capon et al. [1967] in 
the field of seismic wave detection. The MLM 
relies on the assumption that the estimate of 
the directional frequency spectrum     (ω, θ) 
can be expressed as a linear combination of 
the cross-spectra between the surface elevation 
measurements: 
 
 
 

Expressing Gpq(ω) from (26) yields:
 
 
 
 
 
 
Where 
 
 
 
 
 
(29) can be rewritten as:

 
Where

 

 
In (31),    (ω, θ) can be seen as expressed as 
the convolution product of the true directional 
frequency spectrum by the window function 
w(ω, θ, θ '). The more w(ω, θ, θ ') tends toward 
a Dirac function, the better estimate     (ω, θ) 
is of S(ω, θ). Isobe and Kondo [1984] have 
shown that this is best achieved when:  
 
 
 
 
 
where the          (ω) stands for the elements 
of the inverse of the cross-spectral matrix. 
The factor κ is derived by ensuring that the 
integral of      (ω, θ) over the [0, 2π] interval is 
equal to the measured non-directional variance 
spectrum (see equations (20) and (21)):  

(28)

(29)

(30)

(31)

(32)

(33)
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The MLM is often considered as one of the 
best methods for estimating the directional 
frequency spectrum and it is widely used. 
Benoit and Teisson [1994] have shown, 
however, that this method tends to overestimate 
the width of the directional peaks of the true 
spectrum. 
 
It should be mentioned that the MLM does not 
perform as well in the presence of reflected 
waves. This is because reflection introduces 
phase locking (see “Phase locking” on page 
63), which means that the phase of the different 
wave components forming the wave field are 
no longer randomly distributed. More details 
on the MLM performance with reflected waves 
can be found in Davidson et al. [1998].  
 
The Bayesian directional method
 The Bayesian Directional Method (BDM) 
relies on the Bayesian probability technique to 
estimate the directional frequency spectrum. 
The Bayesian approach was first introduced 
to wave directionality analysis by Hashimoto 
and Kobune [1988]. It has the advantage that it 
does not require any assumption on the shape 
of the Directional Spreading Function (DSF) 
except that it can be expressed as a piecewise 
constant function. It also accounts for potential 
errors in the cross-spectra computation. 
 
The interval of definition [0, 2π] of the DSF is 
divided into K subintervals of equal width Δθ 
over which the estimate of the DSF      (ω, θ) 
is assumed to be constant. A series xk(ω) of K 
elements (k = 1, ..., K) is defined:
 
 

 
 
 
from which the DSF can be approximated as 
follows: 
 
 
 
 
 
 
 
Equation (36) is then inserted into (26) to yield 
a system of non-linear equations. The Bayesian 
method also includes a smoothness condition 
on the directional frequency spectrum function, 
which consists in minimizing the following 
quantity: 

The detailed derivation of the Bayesian 
directional method is complex and can be 
found in Hashimoto and Kobune [1988]. 
 
The BDM is very versatile and reliable and is, 
therefore, widely used. As for the MLM, it 
does not perform as well in the presence of 
reflected waves. More information on this topic 
can be found in Ilic et al. [2000] and Chadwick 
et al. [2000]. 
 
WAVE GENERATION 
 
Two main classes of wave field are commonly 
generated in wave tanks: regular and irregular 
waves. The former type is simpler in that it is 
theoretically only associated with a limited 
number of parameters, namely one frequency 
and one amplitude. Tank testing of WECs in 
regular waves is very useful, especially in the 

(34) (35)

(36)

(37)
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early design stage. It helps to gain a qualitative 
and quantitative understanding of the 
behaviour of the device in an environment 
controlled by only a few parameters. Regular 
waves are, however, virtually never 
encountered in the ocean and it is, therefore, 
important to also test WEC models in more 
“realistic” irregular waves. 
 
To create irregular waves in a wave basin, an 
appropriate command signal needs to be sent to 
the wave-makers control system. The 
derivation of the command signal is basically 
done in two stages.  
 
•  A wave elevation time series    
 corresponding to the desired target sea  
 state (or spectrum) is computed. 
•  The wave tank “transfer function” is used  
 to convert the above times series into the  
 command signal. 
 
The transfer function is the relation between 
the signal sent to the wave maker and the 
corresponding wave generated. Each wave 
basin has its own specific transfer function, 
which depends on its geometry and on the wave- 
makers geometry, dynamics, and drive system. 
 
In most wave basins, the wave elevation time 
series is actually discrete and obtained by 
Inverse Discrete Fourier Transform (IDFT). 
The time series is computed by IDFT from the 
DFT complex coefficients (see equations (14) 
and (15)), which correspond to a target 
spectrum. The DFT coefficients can be derived 
according to different methods as will be 
explained in the following sections. 
 
There are mainly two approaches to irregular 
wave generation. They are referred to as 

“deterministic” and “non-deterministic” or 
“probabilistic.” The debate on which of these is 
better is perhaps more philosophical than 
technical and, to this day, there is still no 
widely acknowledged consensus on the topic. 
The authors will not venture in addressing the 
debate but will state the main advantages and 
disadvantages of each “school of thought.” 
More arguments for this debate can be found in 
Funke and Mansard [1987] and Huntington 
[1987]. 
 
The Deterministic Approach
Random phase method 
This method is based on the IDFT. The 
amplitude of the DFT coefficients are 
computed from the target spectrum so that they 
are proportional to the square root of the 
desired spectral density. The phase for each 
coefficient is chosen randomly. The random 
generation of the phase values is, however, 
initiated by a “seed” so that the series of phase 
values can be repeated identically at will by 
keeping the same seed number. The time series 
output from the IDFT is thus fully defined by 
the target spectrum and the seed number. This 
wave generation process is, therefore, 
considered deterministic. The length of the 
time series is often called the “repeat period” 
or “recycling length” of the command signal. 
More information on this method and its 
implementation can be found in Tuah and 
Hudspeth [1982]. 
 
Pros and cons of the deterministic approach
The main advantage of this method is that the 
discretized target spectrum can be guaranteed 
over the “repeat period.” This allows 
reasonably short wave basin run times 
compared with the non-deterministic approach. 
The repeatability of wave trains generated is 
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also an advantage when carrying out 
comparative studies. The drawback of the 
deterministic approach is that it does not 
reproduce the true random behaviour of ocean 
waves. When using relatively short repeat 
periods, this can lead to “missing” some 
extreme events of low probability in the real 
world. The advocates of the deterministic 
approach argue that this issue can be overcome 
by generating extreme events separately in a 
deterministic manner. The supporters of the 
probabilistic method point out that such 
techniques imply assumptions by the 
experimenter of what an extreme event is. It is 
possible that phenomena other than large 
amplitude waves might generate extreme 
events for the wave power device studied. 
These could be, for example, a specific wave 
groupiness which, combined with the device 
dynamics leads to an extreme response. Such 
an extreme event would be difficult to predict. 
 
The Non-Deterministic Approach
Random complex spectrum method
As for the random phase method, the random 
complex spectrum method relies on the IDFT. 
The complex DFT coefficients are computed 
from a target spectrum. They are obtained by 
multiplying the square root of the desired 
spectral density values by a random variable 
having a Gaussian distribution with zero mean 
and standard deviation of 1. This can be 
considered as “filtering” the random variable 
by the square root of the desired spectral 
density. More information on this method and 
its implementation can be found in Tuah and 
Hudspeth [1982]. 
 
White noise filtering method
The white noise filtering method consists in 
convoluting (or “filtering”) a synthesized 

random number sequence (i.e. a white noise 
signal) with spectral values from the desired 
target spectrum. Applying the IDFT to the 
target spectrum yields the corresponding 
discrete time series. This time series can be 
considered as the coefficients of a digital filter, 
which is then applied to the white noise time 
series. The outcome is the command signal for 
the wave-maker control system. More on this 
method can be found in Bryden and Greated 
[1984]. 
 
The term “white noise” comes from the 
analogy with white light, whose spectrum is 
approximately constant over the range of 
visible frequency. The term noise comes from 
the field of electronics. White noise refers to a 
signal whose energy is evenly spread over the 
spectrum of interest. 
 
Pros and cons of the non-deterministic approach
The realization of a sea state using this method 
will only match the target spectrum within the 
bounds of probability. In other words, the exact 
realization of the target spectrum is only 
guaranteed for runs of infinite duration. From a 
practical point of view, this means that 
experimental runs have to be rather long to 
properly represent the target spectrum. As an 
example, spectral shape for typical 20 minute 
realizations can deviate very significantly from 
the target spectrum [Miles and Funke, 1989]. 
 
All the realizations of a same target spectrum 
will be different, although statistically similar. 
This might not be appropriate for comparing 
the performance of different devices under 
similar sea states. On the other hand, the 
spectral shape obtained will have similar 
statistical variability to that of real ocean waves 
over the same duration. 
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Wave Tank Calibration
A wave tank transfer function “translates” the 
wave elevation command signal to the wave-
makers into physical wave heights in the basin. 
The theoretical derivation of such transfer 
functions was pioneered by Biesel and Suquet 
[1951] for piston and flap type wave-makers 
controlled in displacement. 
 
When working with regular waves, the 
quantities investigated are often “normalized” 
by the measured wave height. This approach 
tends to limit the impact of inaccuracies in the 
transfer function in the sense that even if the 
height of the generated waves is slightly 
different from the target height, at least the 
actual wave height is known and taken into 
account through the “normalization” process. 
The accuracy of the transfer function is, 
however, particularly important when working 
with irregular waves. If, for some frequencies, 
the height of the waves generated does not 
correspond to the target height, the actual 
energy spectrum will be distorted compared to 
the target one. 
 
If a theoretically derived transfer function is a 
good starting point, it is worth refining it 
through experimental wave tank calibration. 
 
As an example, with Edinburgh Designs 
Limited wave making systems, the tank 
transfer function file requires specifying gain 
values for discrete wave frequencies and 
discrete wave heading angles [Rogers and 
Bolton King, 1997]. The gain relates the target 
wave height with the voltage of the command 
signal for the wave frequency and heading 
angle considered. The more gain values are 
specified, the better the transfer function. 
Covering the whole frequency spectrum and 

angle range with a fine resolution can, 
however, prove long and tedious. It is, 
therefore, possible to only specify a limited 
number of gain values and let the wave-maker 
control system interpolate between these. 
 
When carrying out the calibration, it is 
recommended to process the wave elevation 
time series recorded using a wave reflection 
analysis technique. Since only a single 
direction of wave propagation is considered at 
a time, a two dimensional method is generally 
considered sufficient (see “Two-dimensional 
wave reflection” on page 54).
 
The gain is generally linearly related to the 
height of the waves generated. Calibration for a 
single frequency and angle can, therefore, be 
achieved with a single set of measurements by 
adjusting the gain linearly with the error 
between the target wave height and the 
measured value. To achieve a more accurate 
calibration, an iterative method can be adopted.  
 
Figure 7 shows the measured energy spectra 
for a long crested modified Pierson Moskowitz 
sea generated in the Edinburgh Curved tank 
before (a) and after (b) calibration. 
Measurements have been carried out by Jorge 
Lucas. He has used the two dimensional 
Mansard and Funke reflection analysis method 
(see “Two-dimensional wave reflection” on 
page 54) to separate the incident from the 
reflected waves. The improvement brought 
about by the calibration is very significant. 
 
Phase Locking
Phase locking is a phenomenon happening 
when regular waves of equal frequency and 
with constant phase shift between each other 
are superposed. The direction of propagation  
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of these waves can be different. The resulting 
wave field is affected by patterns of nodes  
and antinodes, which makes it spatially 
inhomogeneous and non-ergodic. This means, 
among other things, that the statistical 
properties of quantities linearly associated 
with this wave field will be different from  
one point of the wave field to another. More 
details on the impact of non-ergodicity  
and inhomogeneity can be found in Jefferys 
[1987]. 
 
The simplest example of phase locking can be 
observed when a regular wave hits 
perpendicularly a fully reflective vertical wall. 
A reflected wave of equal frequency and 
amplitude travelling in the opposite direction 
forms. The phases of the incident and reflected 
waves are locked by the fact that they are both 
equal on the wall. The resulting wave pattern is 
that of a standing wave with nodes and 
antinodes. When measuring the wave height of 
a standing wave, the value obtained will be 
strongly affected by the spatial location at 
which the measurement is taken. At a node, the 
wave height will almost be zero whereas at an 
antinode, it will be maximum (about twice the 
height of the incident regular wave). 
 
Phase locking is an important phenomenon to 
be aware of when carrying out model testing in 
a wave tank. Wave basins are by nature 
bounded fluid domains and no beach or wave-
maker has perfect absorption characteristics. 
The wave field generated in the tank will be 
inevitably affected by reflections and thus 
phase locking. The scale of the non-ergodicity 
and spatial inhomogeneity due to wave 
reflection depends on many parameters 
including tank geometry, presence of reflecting 
side walls, reflection characteristics of the 

beach at the wave frequency considered, and 
the heading angle of the wave generated. It is, 
therefore, advisable to “map” the tank to find 
out which parts of it are the least affected by 
reflection for given wave conditions and, 
therefore, the most suitable to locate the model 
to be investigated. Before model testing, it is 
also recommended to measure the waves in the 
absence of the model at the location where the 
model is to be placed to ensure that they 
correspond to the target wave conditions 
[ITTC, 2005]. 
 
Lack of spatial homogeneity can have a 
significant impact when investigating the 
behaviour of a free-floating wave energy 

Figure 7: Realizations of a modified Pierson Moskowitz spectrum 

before (a) and after (b) wave tank calibration. The solid line corresponds 

to the target spectrum, the dotted line to the incident measured 

spectrum, and the dashed line to the reflected measured spectrum.
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device in a wave basin, especially if the 
mooring is compliant. Drift force and low 
frequency mooring oscillations can move the 
model away from its original position and, if 
the wave field is not homogenous “enough,” 
the model might end up being subjected to 
waves whose characteristics are different from 
those of the waves recorded at the original 
location of the model. 
 
When generating multi-directional irregular 
seas, phase locking can be an issue. This 
depends on which generation technique is used 
 
Double summation method 
The double summation method was originally 
the most commonly used approach for 
generating multi-directional spectra. With this 
technique, the target wave height η is defined 
as follows: 
 
 
 
 
 
 
 
where x and y are horizontal spacial coordinates, 
t is time, the Aij’s are the amplitudes of the 
wave components, the ωi’s are the discrete 
radian frequencies of the wave components, the 
ki’s are the corresponding wave numbers, the 
θj’s are the heading angles of the wave 
components, and the Øij’s are the phases.
 
From equation (38), the target spectrum is 
made of N × M wave fronts spread over N 
discrete frequencies and M discrete angles. The 
main limitation of this method lies in the fact 
that for each frequency ωi there are M wave 
fronts of different direction with exactly that 

same frequency. This leads to phase locking. 
The resulting spatial inhomogeneity can be 
significant. Jefferys [1987] carried out 
numerical simulation of a cos2 θ directional sea 
with 36 phase locked wave components. He 
found that over an area of one square 
kilometre, the mean energy at 0.1 Hz computed 
from wave elevation varies between zero and 
four times the spatial mean value. 
 
There are ways to improve the ergodicity and 
the spatial homogeneity of the double 
summation method. Miles and Funke [1989] 
present a method which consists in increasing 
the number of discrete frequencies in the 
spectrum definition given by (38). Instead of 
expressing each frequency bin of the target 
spectrum by a single frequency component, the 
bins are represented by P frequency 
components each. These frequencies ωiq are 
defined as follows:

 

 

 
where ωi is the same as in (38) and Δω is the 
width of the bin. 
 
Miles and Funke [1989] have then numerically 
investigated the variability of the variance of 
wave elevation η and of the cross-spectra. They 
have found that ergodicity and homogeneity 
can be improved by increasing the value of 
P, but this also increases the computational 
burden involved. They also point out that 
the length of the record used to compute the 
cross-spectra has a significant impact on the 
variability. Variability can also be reduced by 
ensemble averaging over several realizations 
[Jefferys, 1987]. 

(38)

(39)
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Single summation method
A multi-directional irregular sea-state 
generated by the single summation method has 
only one wave component at any particular 
frequency. The target wave height η is defined 
as follows [Miles and Funke, 1989]:

 

 

where ωi = i        with M being the number
of heading angles. The θi’s are defined so
that all the M heading angles are included in 
each frequency bin of width Δω. In other 
words, each bin of width Δω is split into M 
equally wide segments with a single wave 
component per segment. The M wave 
components of a bin correspond to the M 
heading angles and they all have slightly 
different frequencies. 
 
With all the wave components having 
different frequencies, there is no phase locking 
and the sea state generated is spatial 
homogenous and ergodic. The quality of the 
waves generated with this method will 
improve with increasing M and decreasing 
Δω, but values of these parameters can be 
limited by the angular and frequency 
resolutions of the wave-making system. Miles 
and Funke [1989] carried out numerical 
simulation and found out that the derivation of 
the cross spectra will be “reasonably accurate” 
with M = 32 and Δf = 0.04 Hz with Δf =        . 
Miles and Funke [1989] point out that the 
maximum wave heights in sea states generated 
with this method may tend to be smaller than 
those of a corresponding realization in a real 
sea. 

Numerical Wave Basins
In 1989, Grilli et al. [1989] put forward the 
idea of a Numerical Wave Tank (NWT). The 
principal idea was to develop a flow solver 
capable of simulating the processes normally 
studied experimentally in a physical wave tank. 
Early attempts to develop NWTs were 
normally restricted to 2D simulations for 
reasons of computational efficiency. Increasing 
computer power, however, has led to the 
development of three dimensional numerical 
wave basins. The requirement is to develop a 
numerical scheme capable of accurately 
solving a problem involving the resolution of a 
moving material interface, whose location not 
only depends on the local flow solution, but 
also has a major influence on it [Li et al., 
2004]. Under the action of breaking waves, the 
free surface undergoes gross topological 
changes with both merging and breakup. The 
simulation of such processes requires a 
powerful numerical tool with the ability to 
handle arbitrarily shaped non-contiguous 
interfaces. 
 
A number of approaches are available, 
including the density function method [Park et 
al., 1999]; a front-tracking approach [Unverdi 
and Tryggvason, 1992]; smoothed particle 
hydrodynamics [Monaghan, 1994]; the level 
set method [Osher and Sethian, 1998]; the 
volume of fluid method [Hirt and Nichols, 
1981]; and the free-surface capturing approach 
[Kelecy and Pletcher, 1997]. In addition, 
turbulence effects play an important role, 
particularly in the surf zone, and this can be 
modeled either using Large Eddy Simulation 
[Watanabe et al., 2008] or a Reynolds-
Averaged approach [Lin and Liu, 1998]. Most 
of these approaches simplify the flow problem 
and the computational requirements by 

(40)
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considering only the liquid-component 
(modeling the gas component by a numerical 
vacuum). A number of commercial 
computational fluid dynamics codes (e.g. Star-
CCM+) provide facilities for implementing 
“Numerical Towing Tanks” and have been 
applied to some quite complex wave/structure 
interaction problems (e.g. [Parsons and 
Kotinis, 2008]). 
 
Such methods which solve the three-
dimensional Navier-Stokes equations are highly 
computationally demanding so simulations are 
normally limited to the interaction of between 
one and ten waves with a model of wave energy 
converter. Such simulations provide a vast 
amount of information about the fluid motion, 
allowing effects such as vortex generation to be 
examined in detail. The authors note that the 
combination of detailed numerical modeling 
and physical experiments is extremely powerful 
in aiding understanding of how a machine 
performs. We add the caveat that simulations 
must be conducted rigorously following a series 
of quality control protocols and require skilled 
interpretation, and note that such protocols are 
beyond the scope of this paper.
 
More computationally efficient models 
normally use simplified flow models and are 
based on the potential flow equations [Grilli et 
al., 1989], shallow water equations [Shiach et 
al., 2004], or a two dimensional vertical 
formulation [Qian et al., 2005]. 
 
CONCLUSIONS 
 
It is undoubtedly true that high quality 
experimental programs are an invaluable tool 
in the assessment, design, and optimization of 
wave energy converters. There is a 

considerable history of such programs in 
established research groups around the world. 
This paper has attempted to draw together 
elements of best practice in the performance of 
such experiments in the hope that new comers 
to the field will not repeat previous mistakes 
and thus minimize the time and effort required 
to develop a new concept. 
 
The authors strongly recommend that the 
evaluation of any wave energy concept is 
conducted in a well calibrated facility, ideally 
with absorbing wave makers. Initial tests 
should be conducted at the smallest practical 
scale, moving on to large scales and more 
realistic moorings and PTOs once the 
fundamental concept of the device has been 
proven. Testing should commence with regular, 
long crested waves before progressing to more 
realistic irregular, mixed seas. The sampling 
rates for measurements must be selected to 
prevent aliasing and spilling. Finally we note 
that a wide range of measurement instruments 
and sensors are available (more than are 
summarized in this paper) and the user must be 
familiar with the performance of any 
instrument that they are using.  
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