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Abstract

Grid generation for overset grids on complex geom-

etry can be divided into four main steps: geometry

processing, surface grid generation, volume grid gen-

eration and domain connectivity. For each of these

steps, the procedures currently practiced by experi-

enced users are described. Typical problems encoun-

tered are also highlighted and discussed. Most of the

guidelines are derived from experience on a variety

of problems including space launch and return vehi-

cles, subsonic transports with propulsion and high lift

devices, supersonic vehicles, rotorcraft vehicles, and

turbomachinery.

1. Introduction

One of the first applications of overset grid

techniques 1 to complex geometries took place in

1988 on the Integrated Space Shuttle Launch Vehi-

cle (SSLV). The first computations were performed on

a highly simplified model with less than a million grid

points. 2 Even for such a simple model, grid genera-

tion consumed almost twelve man months. With no

tools available to build computational grids from CAD

models, special programs had to be written to con-

struct some of the grids from CAD drawings. It was
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clear that general purpose grid generation tools were

urgently needed to improve the process.

The second generation of SSLV grids 3'4 was built

on a CAD model with significantly higher geomet-

ric fidelity and contained about 16 million points. It

took approximately two man years to create using gen-

eral tools - ICEMCFD 5 for geometry processing and

surface grid creation, HYPGEN _,7 for volume grid gen-

eration and version 4 of PEGASUS s for domain con-

nectivity. Concepts on the methods and tools needed

to speed up grid generation were beginning to emerge,

including the initial hyperbolic surface grid generation

development 9 and collar grid applicationsJ ° Geome-

try clean-up in the CAD package alone devoured one

of the two total man years. Surface grids were created

using algebraic and elliptic methods on the CAD and

required heavy user's effort. The use of hyperbolic

methods brought significant savings in volume grid

generation time. It was recognized that such meth-

ods are best suited to take advantage of the flexibility

of the overset grid approach. The domain connectivity

input file required thousands of lines of manual input

and was another place where improvements were des-

perately needed.

The Advanced Subsonic Technology Program played

a key role in driving the next phase in overset analy-

sis process development. The NASA IGES format tl

was introduced and employed for some of the ge-

ometry files. CAD tools such as ICEMCFD and

Pro/ENGINEER were used for geometry processing.

Hyperbolic surface grids were beginning to be used

for some of the components. It was also important
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to be able to duplicate the entire process quickly for

slight design changes. This brought about the develop-

ment of grid-generation scripts where important grid

attributes were parameterized. Advances in various

parts of the process resulted in a grid-generation time

of 48 man d&vs for a 22 million point grid system on a

complete subsonic transport airplane with propulsion

and high-lift devices. :2 More than two-thirds of the

grid generation time was spent on domain connectiv-

ity. "valuable experience was gained on the grid quality

required to attain accurate lift and drag predictions.

Key drivers in the further development of overset

tools in the late 1990's came from the DOD High

Performance Computing and Modernization Program

and NASA's High Performance Computing and Com-

munications Program. These programs supported the

development of a comprehensive graphical user inter-

face OVERGRID :a which serves as a unified environ-

ment for performing most of the grid generation tasks.

Major upgrades also occurred for two domain connec-

tivity programs: version 5 of PEGASUS :4 and DCF

with object X-rays. :5 Applications involving complex

geometries were routinely performed starting from a

CAD model. Highly complex grid systems such as the

V-22 Tiltrotor, Comanche, subsonic commercial air-

planes could be produced in a few weeks.

Although the effort needed to perform overset grid

generation on complex geometries has been signifi-

cantly reduced, state-of-the-art tools still require the

user to make key decisions and to enter some inputs.

This paper describes the procedures practiced by ex-

perienced users in overset grid generation today. Since

the software tools and algorithms are still evolving

towards more automation and robustness, more and

more of the guidelines given in this paper are expected

to be automated in the future. In any case, a new

overset-grid user should be able to follow the steps

described in this paper to generate high quality over-

set grids. Advanced users may find this paper to be

a useful collection of the current best practices. The

principles discussed here are independent of the soft-

ware tools used, but examples will be given on tools

that try to follow these principles.

The grid-generation process can be decomposed into

four main steps: geometry processing, surface-grid

generation, volume-grid generation and domain con-

nectivity. Details are presented in Sections 2 to 5.

The overall strategy is to first create a clean surface

geometry definition on which overlapping surface grids

can be generated. With sufficient overlap between sur-

face grids, the volume grids can be created easily with

hyperbolic marching out to a fixed distance from the

surface. The distance is chosen such that the outer

boundaries of the near-body volume grids are well clear

of the boundary layer. The near-body volume grids are

then embedded inside off-body Cartesian grids that

extend to the far field. Since grid generation strate-

gies may differ depending on the ultimate goal of the

simulation, issues related to the different goals will be

discussed. Special attention will be given to the treat-

ment of airfoil shapes since they occur frequently in

aerospace and marine applications. Best practices on

the overall process are given in Section 6, and conclud-

ing remarks are given in Section 7.

2. Geometry Processing

Most grid generation techniques require an under-

lying geometry definition that represents the bound-

aries of the objects about which computations are to

be performed. Input geometries can range from sim-

ple analytic surfaces to computer-aided-design (CAD)

generated solid models. These geometry definitions

are usually given to the computational fluid dynam-

ics (CFD) user in a variety of formats (Section 2.1).

Unfortunately, most input geometries are usually in-

appropriate in some way and require some work before

they can be used in surface grid generation (Sec-

tion 2.2). This step can be a very significant bottleneck

in the overall CFD process. Some experts estimate

that geometry repair can consume up to 80% of the to-

tal time required for grid generation. :6 Some examples

of geometry repair methods are given in Section 2.3.

2.1. Geometry Formats

Typical geometry database formats fall into two cat-

egories (Fig. 1):

Analytic databases

These usually contain CAD entities such as Non-

Uniform Rational B-Spline (NURBS) curves and sur-

faces. Typical file formats include Initial Graphics

Exchange Specification (IGES), Standard for the Ex-

change of Product Model Data (STEP), and other

native CAD formats from individual vendors such as

Pro/ENGINEER.

Discrete databases

These usually consist of a set of vertices with pre-

scribed connectivity to form a collection of quadrilat-

erals or triangles. A bilinear representation of the sur-

face based on these shapes is usually adopted. Com-

mon examples include:

(1) Structured panel networks (multiple patches

where each patch contains a rectangular array" of

quadrilaterals defined by a rectangular array of

vertices), e.g., PLOT3D :r format.

(2) Unstructured triangulated surfaces (unstruc-

tured collection of triangles defined by an

unstructured collection of vertices), e.g., Stere-

olithography (STL), Drawing Exchange Format

(DXF), Virtual Reality Markup Language

(VRML), CART3D (http://www.nas.nasa.gov/-

aftosmis/cart3d/cart3dTriangulations.html) ,

FAST unstructured. :s
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Table 1.

Software SupportedGeometryFormats
Gridgen structuredandunstructured

databases,IGES,
nativeCADimport

ICEMCFD structuredandunstructured
databases,IGES,
directCADinterface

OVERTUREunstructuredtriangularformats,
IGES

SURGRD/ structuredandunstructured
OVERGRID databases:PLOT3D,CART3D,

FAST

Ideally,surfacegridsshouldbe generatedon tile
mostaccuraterepresentationof the geometry available

which is typically a CAD geometry in IGES or STEP

format. The next best alternative is to use a discrete

database. These databases are typically produced us-

ing standard manual grid generation tools or through

in-house codes which can generate high quality panel

networks relatively automatically. Often the manual

generation of a discrete-structured database, includ-

ing any geometry repair, can be less time consuming

than the time required to repair a CAD file.

(b)

Fig. 1 Analytic and discrete geometry databases.

(a) CAD surfaces (analytic). (b) Multiple panel

networks (discrete). (c) Surface triangulation (dis-

crete).

Gridgen, 19'2° OVEFITURE 21'22 and SURGRD 9 all

have hyperbolic surface marching capabilities. SUR-

GRD has the most mature hyperbolic marching capa-

bility but is currently limited to marching on discrete

geometry databases. Gridgen can march on CAD sur-

faces and a future version will add the ability to use

unstructured STL and VRML formats. A future ver-

sion of OVERTURE will also introduce capabilities to

repair and to march on CAD surfaces. 23

Some common overset grid generation software and

supported geometry formats are given in Table 1.

2.2. Defects and Ideal Attributes

The input geometry should accurately represent the

objects being simulated. If the geometry represents

an existing vehicle or wind-tunnel model, it should be

compared with pictures of the as-built configuration.

Ideally a geometric verification should be performed

using a 3D digitizer to insure that the computed ge-

ometry matches the actual geometry. Missing gaps

and protuberances can make the difference between a

poor comparison and a good one. Minor geometric

flaws may cause local pressure variations but may not

affect integrated forces and moments. Major flaws,

such as missing geometric features, can yield incorrect

solutions and can have serious consequences if they are

not detected. 24

A model containing only relevant geometry should

be used as the input for grid generators. Production

CAD models often include internal geometric compo-

nents that do not come in contact with the flowfield.

Models can include wiring harnesses and fastener de-

tails that will have a minimal influence on the flowfield

but would require a large number of grid points to

model. Ideally these details should be removed in the

original CAD system rather than in a CFD grid gen-

erator.

A single valued, watertight geometry with consis-

tent normals can simplify grid generation. Many grid-

generation techniques project points onto the underly-

ing geometry database. Untrimmed, self-intersecting

or overlapping surface geometry should be avoided

3
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point to be pro!ected

(a)

gaps

(b)

(c) (d)

Fig. 2 Potential problems in geometry definitions.

(a) Untrimmed surfaces. (b) Gaps between surface

patches. (c) Surface normals on multiple panel net-

works. (d) Surface normals on triangulation.

since it can cause ambiguity in the underlying geom-

etry, i.e., the projected points can land on multiple

valid locations (Fig. 2a). Most grid generators can tol-

erate small gaps (often based on an input tolerance).

But larger gaps or "leaks" in the geometry can cause

grid points to project to the opposite side of the ge-

ometry (Fig. 2b). Some overset-grid-generation codes

use surface normals to determine a marching direction.

Surface normals on all surface patches should point

consistently inwards or outwards (Fig. 2c,d), other-

wise the marching direction becomes ambiguous. The

geometry surfaces should be "smooth." CAD files can

contain facetted surfaces, surface oscillations and poor

parameterizations that may not accurately represent

the actual geometry. Due to the facetted screen rep-

resentations used by may CAD and grid generation

programs these problems can be difficult to detect.

Discrete databases should have higher resolution in

high curvature regions. Typical grid spacing on a wing

leading edge is on the order of 0.1% of the local chord.

This is considerably higher resolution than that found

in most panel networks used by potential solvers. High

curvature regions in discrete databases should have

resolutions higher than the grid being generated on

them. Planar regions can be represented by the coars-

est resolution required to close gaps in adjacent panel

networks.

2.3. Geometry Repair

A number of authors have attempted to document

the wide range of problems that are encountered with

poor quality geometry files. 2_'26 Some typical repairs

include: closing geometric gaps, eliminating unnec-

essary geometry, removal of duplicate surfaces, and

building missing geometry. The prevalence of these

geometry problems has been the motivation for the

development of dedicated geometry repair applications

and the primary subject of conferences addressing the

issue of CAD modeling and their use in downstream

applications.

Given the attributes listed in the previous section it

is important to use diagnostic tools to evaluate the ge-

ometry quality prior to grid generation. Inconsistent

normals, large gaps, missing geometry, untrimmed sur-

faces, self-intersecting surfaces and many other prob-

lems can often be detected visually. Many commercial

CAD packages have built-in capabilities for displaying

geometry problems.

The OVERGRID 13 interface can be used to vi-

sualize and diagnose problem in discrete geometry

databases and offers a number of tools for repairing

these databases: changing surface normals, joining

adjacent panels to fill gaps, rediscretizing surfaces to

remove singularities and/or poor parametric distribu-

tions.

Problem CAD geometries are so prevalent that they

have spawned their own vocabulary. CAD repair and

grid generation applications refer to "CAD healing"

and "IGES flavoring" as important features in their

respective codes. CAD healing refers to the process of

closing gaps between adjacent surfaces, fixing trimmed

surfaces that have not been correctly trimmed, con-

verting circular arcs and planar surfaces to NURBS

curves and surfaces, and any other repairs necessary

to produce an appropriate model. Theoretically, any

code with IGES input capability should be able to

read any IGES file. In reality, some CAD systems

have implemented slightly different interpretations of

the IGES standard or have implemented entities that

are not compliant with the IGES standard. These

variations are known as flavors. Many CAD and grid-

generation vendors have implemented specific options

to read and write different CAD vendor's IGES flavors.

Some of the ways of dealing with imperfect CAD

geometry are:

• Work with local CAD organization to establish

specific requirements.

• Use a third party application to repair and flavor

CAD geometry.
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• Useagrid-generationcodethathasarobustCAD
importcapability.

• ImportnativeCADformatto avoidIGESissues.

• Interfacedirectlyto thenativeCADsystem.

CADfixfromInternationalTechneGroupInc.,Mil-
ford, Ohio, and PlanetCAD'sonline serviceat
http://www.planetcad.com/index.html are two com-

mercial options for geometry repair. CADfix has a

particularly good range of geometry diagnostic and re-

pair tools.

Gridgen has developed a robust capability to import

and repair geometry by creating topology information

and "gluing" adjacent surfaces together based on input

node and curve tolerances. The OVERTURE develop-

ers have chosen to automate as much of the geometry

repair process as possible and are planning to provide

a set of geometry repair tools. 22'23

Another solution to the CAD import problem is to

add a direct CAD interface to the code. Thereby al-

lowing the grid generation software to work with a

CAD part in its original format and potentially en-

abling grid regeneration on parametrically varying sur-

faces. ICEMCFD, Inc. has developed versions of their

grid generation software that directly interfaces to a

number of commercial CAD systems. 27 The CAPRF s

library provides an application programmer's interface

to several different commercial CAD systems, simpli-

fying the process of interfacing grid generation codes

to native CAD.

3. Surface Grid Generation

Trimmed

Decompose domain by
features and gaps

Untrimmed

Identify corn

Decompose domain by
components

curve(s)

Distribute grid points on domain curve(s)

Create hyperbolic/algebraic surface,

there remainim
gaps between grids Done

Fig. 3 Surface grid generation procedure for

trimmed and untrimmed approach.

The goal of surface-grid generation is to create sur-

face grids that capture both geometric and flow fea-

tures with sufficient resolution. A strategy for creating

overset surface grids begins with this goal in mind and

can be carried out via the trimmed or untrimmed ap-

proach (Fig. 3). In complex applications, surface grids

are usually generated using a mixture of the two ap-

proaches. The trimmed approach follows the surface

features, and places grid points only on the exposed

surfaces. The untrimmed approach follows the geo-

metric components where some points may be placed

on unexposed surfaces which will later be removed (see

Section 5).

One of the advantages of using overset grids is that

various components of a complex body can be added,

removed or substituted without regridding the entire

configuration. For example, in a fuselage/wing con-

figuration, the untrimmed approach will identify the

fuselage and the wing as separate components. After

building a fuselage grid, a wing grid can be added by

punching a hole in the fuselage grid using a domain

connectivity program (Figs. 4a,b). This hole cutting

is needed because the fuselage is untrimmed in the

vicinity of the wing. A collar grid is then used to fill

the resulting hole (Fig. 4c). Further analysis may re-

quire the introduction of a tail over the fuselage and a

pylon and nacelle under the wing. A new design may

require substitution of the old wing with a new wing.

In all such cases, existing grids do not have to be dis-

turbed but holes will need to be created or modified.

In some cases, if the components introduced are signif-

icantly smaller than the parent component, points on

the parent grid should be redistributed to match that

of the smaller component locally (see Section 3.4).

For the trimmed approach, the wing/fuselage in-

tersection curve, the wing leading and trailing edge

curves, the symmetry plane curve and the fuselage

nose and tail apexes are identified as surface features.

In Fig. 4d, surface grids are built around these surface

features. Effectively, the fuselage is trimmed where the

wing is to be attached. A wing grid can then be intro-

duced without the need to cut a hole on the fuselage.

As will be discussed in Section 5, domain connectiv-

ity is robust and highly automated on grid systems

that require no hole cutting other than that on the off-

body Cartesian grids. Unfortunately, addition of new

attachments do require a repartitioning of the parent

grid with the trimmed approach which then results in

more work.

In practice, it is difficult to anticipate all possible

components that will be attached to a body. Care

should be taken at the start of an analysis to include as

many permanent attachments as possible to maximize

usage of the trimmed approach. Optional attachments

are more conveniently added utilizing the untrimmed

approach. For example, the vertical tail is an impor-

tant attachment to a space launch vehicle which should

be included with the trimmed approach. More de-

tailed subsequent analysis may require the modelling

of a small feedline between the fuselage and a booster.

The feedline could be attached using the untrimmed

5

American Institute of Aeronautics and Astronautics



open boundary curve

(b) feature point

high curvature
contour

(c)

sh;
apex point

(d)

Fig. 4 Untrimmed versus trimmed approach for

fuselage/wing configurations. (a) Untrimmed fuse-

lage and wing. (b) Hole cut in fuselage due to wing.

(c) Collar grid used to fill fuselage/wing junction.

(d) Grid partitioning on trimmed fuselage.

approach.

For both trimmed and untrimmed approaches, the

surface grid generation procedure can be subdivided

into the following steps: feature/component identifica-

tion, surface domain decomposition, domain curve(s)

extraction, grid point distribution and surface grid cre-

ation. These steps are presented in more detail in the

subsections below.

intersection curve ....

Fig. 5 Examples of surface feature curves and fea-

ture points.

tures frequently lie along the boundary between ad-

jacent geometric patches, gaps between the patches

would result in ambiguity in determining such features.

For the untrimmed approach, components of the

geometry are first identified. In most cases, the bound-

aries of a component are clearly defined, e.g. wing,

canard, nacelle, pylon, fin, feedline, etc. In some cases,

it is not at all clear where one component ends and

where another one begins, e.g., the outboard face of

the tail fins of the X-38 blends directly into the main

body (Fig. 5).

3.1. Feature/Component Identification

For the trimmed approach, surface features of the

geometry are first identified. These features are de-

scribed by either curves or points. 29 Examples of fea-

ture curves include sharp edges on the surface, in-

tersection curve between components, high curvature

contours such as those along the leading edges of airfoil

shapes, and open boundary curves (Fig. 5). Examples

of feature points include the intersection of multiple

feature curves and an apex point such as that at the

apex of a cone (Fig. 5). In order to accurately capture

a feature curve, a grid line should be made to follow

the curve. Similarly, a grid point should be placed at

a feature point.

The importance of a clean starting point in the ge-

ometry description is immediately felt in trying to

identify and extract surface features. Since these lea-

3.2. Surface Domain Decomposition

Surface domain decomposition is the task of decom-

posing the surface of a solid body into overlapping

four-sided domains suitable for surface grid genera-

tion. Three-sided domains are sometimes used near

surface feature points. An advantage of the overset ap-

proach is that the boundaries of such domains can be

placed arbitrarily provided they allow sufficient over-

lap between neighboring grids (see Sections 3.4 and 5

for more details on the overlap required). A domain

with complicated topologies tends to result in difficult

surface and volume grid generation and domain con-

nectivity, and complex inputs for the flow solver. Also,

a large number of small domains tends to reduce flow

solver efficiency. Therefore, the ideal surface decom-

position should contain as few domains as possible to

6
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resolvethegeometry,andthateachdomainshouldbe
topologicallyassimpleaspossible.

Forthetrimmedapproach,relevantsurfacefeatures
shouldbeusedasstartingpointsfor thedesignof a
surfacedecomposition.Forexample,a featurecurve
couldformoneof theboundariesof a four-sideddo-
mainwhiletheremainingboundariesarefreefloating.
Theexactlocationsoffree-floatingboundariesareusu-
allynotknownuntil thesurfacegridhasbeencreated
byhyperbolicmarchingfromthefixedboundary.Fre-
quently,a domainis built oneachsideof a feature
curvewith thefinalsurfacegrid built bycombining
thegridsfromthetworesultingdomains.Forexample,
a curvethat liesalongthewing/fuselageintersection
in Fig.4 is usedto constructa domainonthefuse-
lagesideandadomainonthewingside.Surfacegrids
createdin thetwodomainsarecombinedtoformasin-
glecollargrid(seeSection3.2.1).Workonautomatic
domaindecompositionnearsurfacefeatureshasbeen
presentedin Ref.29.However,thedistancesbywhich
suchdomainsshouldextendfromthesurfacefeatures
to maximizesurfacecoveragearecurrentlynotauto-
maticallydetermined.

Frequently,domainsbuilt aroundthesurfacefea-
turesdonot fill the entiresurfacegeometry.Addi-
tionaldomainsneedto beconstructedin thegaps.
Suchgapdomainsareusuallyfilledby (1) creating
surfacecurvesthat formthe fourboundariesof the
domain,andthen the interiorgrid is generatedby
transfiniteinterpolation,or (2) creatingonesurface
curvethroughthemiddleof thedomainandsurface
gridsoneachsideof thecurvearegeneratedby hy-
perbolicmarching.An algorithmto automatically
identifyandfill suchgapsis givenin Ref.30. Un-
fortunately,this algorithmtendsto generatea large
numberof smalldomainswhichareinefficientforflow
solverprocessing.

For the untrimmedapproach,componentsof the
geometryarethestartingpointsfora surfacedecom-
position.Eachcomponentmaybedividedintooneor
moredomainsdependingonits geometriccomplexity
andthatofotherneighboringcomponents.Aseparate
domainisusuallyneededat thejunctionbetweentwo
intersectingcomponents(seeSection3.2.1).Sincedo-
mainsdesignedin thismannerwillcovereachcompo-
nentcompletely,thereisnogap-fillingstepneededas
foundin thetrimmedapproach.Forexample,theEx-
ternalTanksurfaceis dividedinto15domains(some
areshownin Fig.6). Domainsontheuppersideare
requiredtobemoredensetocommunicatewiththeat-
tachedhardwareandtheOrbiter.Collargriddomains
areusedat thejunctionbetweenattachedfeedlines
andthesurfaceofthetank.

Forboth thetrimmedanduntrimmedapproaches,
thefollowingguidelinesarefoundto beusefulin per-
formingsurfacedomaindecomposition:

(1)Highflow-gradientregionstendto resultin stiff-

collar grid domains

Fig. 6 Surface domains on the External Tank.

(a) (b)

Fig. 7 (a) Singular axis point at fuselage nose. (b)

Nose cap grid.

ness for the flow equations. Hence, it is best to

maintain an implicit scheme through such regions by

avoiding domain boundaries parallel to the high flow

gradients. A similar condition holds true for geometric

discontinuities. This is automatically taken care of by

following the guidelines for the trimmed approach.

(2) Highly skewed domains require highly skewed

grid topologies. Since highly skewed grid cells usually

result in poor accuracy, their use should be avoided if

alternatives exist.

(3) Domains that result in singular grid topologies

should be avoided. Singular surface grid topologies

include axis points and slits. Since the grid cells tend

to be small and skewed around such regions, they are

usually detrimental to flow solver stability, especially

for time accurate computations. For example, instead

of collapsing the surface grid to a singular point at the

nose or tail of a fuselage, a cap grid can be used as

shown in Fig. 7. Similarly, another kind of cap grid

can be utilized to cover the tip of a wing instead of

collapsing the surface grid to a slit (see Section 3.2.2).

7

American Institute of Aeronautics and Astronautics



Fig. 8 Patchedgrids that would result in poor
oversetgridswhenextrapolated.

(4)Contraryto naivethinking,extrapolatingabut-
ting patchedgrid domainsdo not usually result in

high quality overset domains. This is because patched

grid domains frequently violate conditions (1) and (2)

above. For example, a common practice of the patched

grid approach is to place a domain boundary along

a geometric discontinuity. As shown in Fig. 8, ex-

trapolating the indicated patch by hanging it over or

wrapping it around the sharp edge on the left would

result in bad overset, i.e., the overset boundary runs

parallel and is close to a geometric discontinuity. From

the patched grid viewpoint, it may seem like a bur-

den to make grids overset. However, from the overset

viewpoint, the ability to freely place the grid bound-

aries (given the guidelines above) is a flexibility that

is most valuable.

Surface domain decomposition remains one of the

most difficult tasks for which to design robust automa-

tion and relies heavily on the experience of the user

for an effective strategy. The guidelines provided here

should provide a start for further automation research.

3.2.1. Collar Grids

The concept of collar grids was originally intro-

duced in the context of intersecting components using

the untrimmed approach. 1° The term is used today

to describe a grid around the junction between two

components for both the untrimmed and trimmed ap-

proaches. With the trimmed approach, the collar grid

is the result of combining the grids on each side of

the intersection curve between two neighboring com-

ponents. For the untrimmed approach, a collar grid is

needed to fill the junction between two components. In

order to understand why this is necessary, consider the

wing/body example in Fig. 9. The untrimmed body

volume grid contains grid points that lie inside the

wing and the untrimmed wing volume grid contains

grid points that lie inside the body. After removing

(a) (b) (c)

Fig. 9 (a) Volume slice from untrimmed body.

(b) Volume slices from wing and body after hole

cutting. (c) Volume slice and surface grid for collar.

(a) (b) Ic)

Fig. 10 (a) Two collars in concave region. (b)

Close-up view of left collar. (c) Close-up view of

right collar.

these non-physical grid points by hole cutting (see Sec-

tion 5), the junction between the components is left

empty. The collar grid is introduced to fill the gap in

this region.

Concave corners that arise from collar grid topolo-

gies sometimes pose a difficult problem for any volume

grid generator. In particular, generating a single vol-

ume grid that completely fills such a region can be

difficult or even impossible (Fig. 10). Opposite faces

of the corner will restrict the total distance that the

grid can be marched without overlapping itself. Break-

ing the concave region into two or more overlapping

grids can significantly simplify the volume gridding

process and improve the local grid quality by reducing

the number of constraints on the grid generator.

3.2.2. Airfoil Shapes

In aerospace applications, airfoil shapes may appear

in many different geometric components. These in-

clude wings, pylons, nacelles and tails in space vehicles

8
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(a) (b)

(c) (d)

Fig. 11 (a) O-type tip cap (front view). (b) C-

type tip cap (front view). (c) O-type tip cap (back

view). (d) C-type tip cap (back view).

and airplanes, turbine blades in turbomachinery, slats

and flaps in high-lift devices, rotor blades in rotor-

crafts, fins and canards in missiles, and sails in sub-

marines. Choosing a grid topology is the first order-of-

business for any structured grid approach. For overset

gridding of wings or other extruded shapes, there are

two special regions, the root and the tip.

As mentioned above, the wing root can be conve-

niently covered with a collar grid, with the streamwise

topology and grid spacing usually chosen to match the

main wing grid. In the spanwise direction, the grid

wraps onto the fuselage as shown in Fig. 9c, conve-

niently producing a collar grid with only one viscous

direction.

The wing tip region is most effectively covered by a

tip cap grid. As opposed to closing the tip into a slit

or trying to wrap the wing grid around the tip, the

tip cap can resolve high gradients from the tip vor-

tex while maintaining relatively smooth grid spacing.

Again depending oil the wing grid topology, the cap

can either wrap from the tip onto the wing trailing

edge (O-type cap) or extend into the wake along the

wake cut (C-type cap) (Fig. 11).

With care, tip caps can also cover squared-

off tips while preserving the sharp edge. This

topology is useful for covering an engine pylon

shelf region (Fig. 12), or the ends of flaps or

control surfaces (Fig. 13). Tip cap grids can be

generated using the "wingcap" tool in Chimera

Grid Tools (CGT, http://www.nas.nasa.gov/-

rogers/cgt/doc/man.htmI). While automated, "wing-

cap" has a large number of parameters to control and

fine-tune its operation.

One final issue on gridding wings is how to handle

blunt (or finite thickness) trailing edges. While ideal-

/
pylon shelf cap

Fig. 12 Pylon shelf cap grid.

Fig. 13 Flap end cap grid.

ized wings have a sharp trailing edge, most real wings

have have a blunt trailing edge, requiring some grid ap-

proach to handling this geometric feature. For cases

where wake resolution is not critical, an O-grid can

used to wrap around the trailing edge. Otherwise, a

C-grid topology can be utilized in one of several ways,

depending on the trailing edge thickness compared to

the streamwise grid spacing at the trailing edge. If

the thickness is less than 0.2% of the local chord, it

is recommended that the grid be continued aft of the

trailing edge and the gap closed in the first point in

the wake (Fig. 14a). If the trailing edge thickness is

greater than 0.2% chord, this approach can result in

too abrupt a change in grid spacing and direction. An

alternative is to wrap the surface grid onto the base

and then out the wake (Fig. 14b). 31'32 The drawback

to this second approach is that it tends to result in

unsmooth, skewed grids.

3.3. Domain Curves Extraction

The surface grid for a domain may be created from

one or more bounding curves depending on how many

boundaries are fixed or are free to float. Curves that

lie on fixed boundaries have to be extracted from the

surface geometry. Whether the trimmed or untrimmed

approach is taken, these are typically just the feature

curves of the geometry. For the trimmed approach,

some domains are used to fill the gaps between grids

9
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(a) (b)

Fig. 14 Finite thickness trailing edge grids. (a)

Collapse in first wake point. (b) Wrap around the

base then to wake.

created from the surface features. All boundaries of

such domains are usually free floated. The number

of bounding curves to be extracted then depends on

whether a hyperbolic or algebraic method is employed

for grid generation (see Section 3.5 for further discus-

sion).

The domain curves extraction method is dependent

on the format of the geometry definition. For a CAD

geometry description, curve extraction should be per-

formed inside the same CAD tool from which the CAD

model is built. Sometimes feature curves, such as

intersection curves, are already present in the CAD

definition. At other times, they have to be extracted

manually. If the geometry description is in the form

of panel networks or triangles, surface features can be

extracted using the algorithms and tools described in

Ref. 29. Automatic extraction is possible for sharp

edges, intersection curves and open boundaries. In

such cases, small manual clean up using a graphical

interface is still necessary as extraneous curves are fre-

quently produced as a result of poor surface resolution

on high curvature regions and gaps between surface

patches. For high curvature contours, manual extrac-

tion using a graphical interface such as OVERGRID is

still the most robust method.

3.4. Grid Point Distribution

After extraction of the domain bounding curve(s),

grid points should be appropriately distributed on

these curves. The grid point distribution should

provide sufficient resolution of the surface geometry

and sufficient overlap between neighboring domains

(see Section 5). A grid induced truncation error

analysis an'a4 could be used to diagnose grid point dis-

tribution quality.

Decisions on grid point distribution usually begin

with the choice of a grid spacing for near-field reso-

lution As 9. This is the typical grid spacing on the

smooth and flat regions of the surface geometry and

serves as the upper limit on the grid spacings of all

surface and volume grids in the near-body flow field.

In other words, finer grid spacings will be used in high

surface curvature regions (e.g., leading edges), sharp

convex corners, and high flow gradient regions. The

choice of Asg directly affects the total number of grid

/, !I i
(a)

(b)

Fig. 15 Surface and volume grid point distribu-

tions at (a) convex, and (b) concave corners.

points required in the configuration and hence could be

influenced by the affordability of the simulation. For

example, a one inch near-field resolution may be de-

sirable for a particular scenario, but limited time and

computer resources may dictate a larger value.

It is clear that grid clustering should be used where

the geometry is changing rapidly in the convex sense,

i.e., at convex high curvature regions and convex sharp

corners. The faster the change, the smaller the grid

spacing needs to be to counteract the diverging effect

of grid spacing in the volume grid around such a region

(Fig. 15a). By the same token, grid spacings should

not be clustered into regions where the geometry is

changing in the concave sense since the volume grid

lines tend to converge as they grow away from the

surface. Moreover, equal grid spacings and stretch-

ing ratios should be used on both sides of a corner to

maintain a uniform resolution of the corner (Fig. 15b).

The truncation error induced by the grid is related

to the grid stretching ratio. 33 In order to minimize

truncation errors, a small stretching ratio should be

used. Again, this is counter-balanced by the afford-

10
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abilityof usinga largenumberof grid pointswitha
smallstretchingratio. In practice,a stretchingratio
of 1.2or belowfor surfacegridsand1.3or belowfor
volumegridsis foundto workwell.

Section2 alreadydiscussedthe removalof irrele-
vantgeometricfeatures.Relevantgeometricfeatures
shouldthereforeberepresentedadequately,nomatter
howsmall.Mostflowsolversutilizea 3to 5pointdif-
ferencingstencilwhichimpliesthat at least5 points
shouldbeusedonanygeometricfeature.Obviously,
sinfilarsizedgeometricfeaturesat differentlocations
shouldbe resolvedwith similargrid point distribu-
tions.Also,for flowsolverswithmultigridoptions,a
nmltigridablenumberof points(2'_ + 1) is preferred

for each grid dimension.

One of the most important aspects of grid point

distribution is to ensure that the grid resolutions are

comparable in regions where inter-grid information

is exchanged. For overset grids, grid spacings from

neighboring grids in the overlapped zones should be

comparable. A common mistake is to dump the wake

of an airfoil C-grid into a coarse background Cartesian

mesh a short distance downstream from the airfoil.

The coarse Cartesian mesh clearly cannot resolve the

flow features passed on from the viscous spacing in the

C-grid with the same fidelity. Moreover, the C-grid

also receives poor resolution interpolation data from

the coarse Cartesian mesh thus resulting in possible

upstream contamination (see Section 4.1.3 for further

discussion). The grid spacing compatibility issue also

arises when a small component is added to a large

component. For example, an analysis may first be per-

formed on a wing with no pylon/nacelle attached. The

wing may have uniform spacing in the span direction.

With the introduction of a pylon/nacelle attachment,

tile spanwise grid spacing around the pylon intersec-

tion on the wing should be reduced to match the pylon

grid spacing (Fig. 16). Higher spanwise resolution is

also needed to capture the high angle-of-attaCk flow

physics caused by the nacelle.

Fig. 16 Wing surface grid is refined near pylon at-

tachment region to provide proper communication

with pylon grids.

gradient associated with the equalization of upper and

lower surface pressure. The use of 101 grid points on

the upper surface and 101 points on the lower surface

will avoid high grid stretching and maintain adequate

resolution when using these leading and trailing edge

clusterings. More points may be needed for good com-

munication between high lift elements or for precise

capturing of shocks, while fewer points can be used for

lightly loaded components like pylons.

In the spanwise direction, grid clustering for the

wing is determined by having sufficient resolution to

overlap the wing root collar and tip cap grids. Typical

spacing in the root and tip overlap regions is 5% of the

local chord. There may be additional requirements in

the middle of the wing due to geometry or expected

flow gradients. For example, Fig. 16 shows a refined

wing grid in the region of an underwing pylon/nacelle.

3.4.1. Airfoil Shapes

Clustering for overset wing grids must satisfy ge-

ometric and flow gradient requirements, as well as

provide adequate resolution in overlap regions for good

communication between grids. In that the major-

ity of the wing surface can be covered with a single

grid, many of these requirements are the same as for

patched/structured or unstructured grid approaches.

Required clustering at wing leading and trailing

edges is determined by expected flow gradients. For

the leading edge, this depends on the leading edge ra-

dius and the range of stagnation point locations, but

a rule of thumb is to use a grid spacing of 0.1% of the

local chord. For the trailing edge, a spacing of 0.2%

chord is recommended in order to capture the high flow

3.5. Surface Grid Creation

The goal of surface-grid creation is to generate a sur-

face grid from one or more supplied bounding curves of

the domain. Grid points created during the gridding

process should lie on the geometry definition, and grid

cells should follow the guidelines of good mesh quality

such as orthogonality and stretching constraints. It is

good practice to do a quick check on surface grid qual-

ity prior to volume grid generation, e.g., by looking

at a graphical plot of grid quality functions as those

found in the OVERGRID interface.

At the surface domain decomposition step, the num-

ber of prescribed bounding curves for each domain is

already determined. By following the overset gridding

strategy described so far, domains with just one spec-

ified bounding curve frequently arise, e.g., the collar
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andcapgridsdiscussedin Section3.2.2. Such cases

are perfectly suited for hyperbolic surface grid gener-

ation methods. 9 From the prescribed initial curve, the

surface grid is created by a marching scheme under

orthogonality and cell area constraints. Side bound-

aries are usually free floated or restricted to float along

a given plane or curve. The boundary opposite the

initial curve is always free floated. Enforcing orthog-

onality with the hyperbolic marching is not always

appropriate as in the case of growing a surface grid

(part of a collar) onto a swept wing from the wing

root. The underlying geometry dictates that the grid

lines be swept to follow isoparametric lines on the

wing. In this situation, an algebraic marching scheme

is preferred. 9

Domains with two, three or four prescribed bound-

ing curves could also arise in certain situations. Such

grids are best treated with algebraic or elliptic meth-

ods. Ref. 9 presents an implementation that uses

transfinite interpolation for the grid interior. Miss-

ing bounding curves are first automatically created for

cases with two or three prescribed boundaries. The

class of grids associated with airfoil shape components

are good examples requiring such treatment. For ex-

ample, the leading and trailing edge curves of a wing

are two opposite bounding curves for a surface grid on

the upper or lower surface of the wing. One could, of

course, break the upper surface into two domains, each

with only one prescribed bounding curve, and use hy-

perbolic marching from the leading edge curve and the

trailing edge curve respectively. However, in order to

preserve flow solver implicitness over such important

shapes, it is preferable to model the airfoil shape in

one domain in the streamwise direction.

4. Volume Grid Generation

The goal of volume-grid generation is to fill the flow

field with discrete points fine enough to resolve the

fluid flow around an object. Body-conforming vol-

ume grids should clearly be used near the surface. In

the normal direction, the grid spacing should be small

near the body surface and should increase with dis-

tance from the surface. For a simple object that can

be modelled with just one surface grid, it is appropri-

ate to grow a single volume grid from the surface to

the far field. For more complex objects with multiple

surface grids, the near-body volume grids usually can-

not uniformly fill the three-dimensional space in the

vicinity of the body due to grid spacing stretching. In

order to provide a uniform resolution of the near-body

flow field, and to fill any gaps that might exist between

the near-body volume grids, it is advantageous to grow

these grids to just a short distance from the body, and

then embed the near-body grids in stretched Cartesian

grids that extend to the far field.

The question then remains on how far the near-body

volume grids should extend from the surface. With

grid spacing stretching in the normal direction, the

normal grid spacing will increase with distance from

the surface until it reaches a value close to the near-

field resolution spacing Asg discussed in Section 3.4.

The distance Dm from the surface at which this value

is reached is approximately how far the near-body vol-

ume grids should extend for the following reasons.

(1) For viscous flows, this distance should be well

clear of any wall-bounded viscous effects, i.e., the

boundary layer flow field is completely captured by

the fine near-body grids.

(2) A typical length scale of grid cells on the surface

grids is approximately equal to Asg. This cell size

is propagated into the near-body volume grids in the

tangential direction. At distance Dm from the surface,

the volume cell size is then approximately Asg in all

three directions. This means enclosing the near-body

grids inside a uniform Cartesian grid with this spacing

would provide optimal inter-grid communication, thus

easing the task of domain connectivity. Moreover, the

Cartesian grid could uniformly fill any gaps that may

occur between the near-body grids as the inter-grid

overlap starts to deteriorate with distance away from

the surface under certain situations.

4.1. Near-Body Grid Generation

The near-body volume grids should conform to the

body to provide proper modelling of the body ge-

ometry. Tight normal-direction clustering should be

maintained near the wall to provide good boundary

layer resolution for viscous cases. Mesh orthogonal-

ity should be maximized and grid stretching should

be minimized for better solution accuracy. All of the

above desirable attributes could be accomplished by

using hyperbolic methods. 6 Moreover, hyperbolic vol-

ume grid generation only requires the specification

of a surface grid while the remaining boundaries do

not have to be prescribed. The hyperbolic-marching

scheme is computationally much cheaper than ellip-

tic methods. Together, the simple inputs and efficient

marching scheme result in extremely fast grid genera-

tion time.

With the surface grids already designed to pro-

vide sufficient overlap, this property is inherited by

the near-body volume grids in the vicinity of the

body. The overlap can be maintained away from the

body by applying a splay boundary condition on the

floating boundaries of the volume grid during hyper-

bolic marching. Several visualization tools, such as

Visual335 and Fieldview, a6 have the ability to create

and display cutting planes through a collection of vol-

ume grids for checking grid overlap quality. This can

be a useful diagnostic tool prior to running a domain

connectivity code.
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(a)

(b)

Fig. 17 Near-body volume grids and off-body

Cartesian grid for X-38 V-131R vehicle. (a) Far

view. (b) Close-up view showing marching distance

of near-body grids and grid spacing matching with

off-body Cartesian grids.

Typically the same wall spacing, marching distance

and total number of points are used for all near-body

grids in the marching (normal) direction. Moreover,

if the surface grids are designed with relatively simple

topologies, side boundary control (periodic, axis, con-

stant plane, free floating) can be automated and tile

same smoothing parameters could be employed for all

grids. For such cases, a multi-million point volume

grid system can be created in just a few minutes on a

typical workstation or PC with almost no user inter-

vention (Fig. 17).

It is important to ensure the volume grids have no

negative Jacobians and that the grids are of high qual-

ity prior to proceeding to domain connectivity and

Fig. 18 Self-intersecting volume grid where all cell

volumes are positive.

the flow solver. Since Jacobian computation is non-

unique, the most appropriate check is to use the same

algorithm as that in the flow solver. For example, the

HYPGEN 7 tool contains a Jacobian calculator that

is identical to that used by the OVERFLOW 37 flow

solver. A quick visual inspection is also highly rec-

ommended since having positive Jaeobians for all cells

does not guarantee a properly formed grid, as shown

in the self-intersecting case in Fig. 18.

Some considerations that arise for near-body volume

grids are discussed in the subsections below.

4.1.1. l_scous Wall Sp:_cing

The requirements for the normal-direction spacing

at the wall for viscous calculations depend heavily

on the Reynolds number and on the type of turbu-

lence modeling used. Although the boundary layer

will vary significantly over the surface of a body, it is

typical practice to maintain the same wall spacing for

an entire configuration. Here the discussion is limited

to considerations of Reynolds-averaged Navier-Stokes

solvers. Two-equation turbulence models often rec-

ommend wall spacing with y+ values less than one,

where y+ is the non-dimensional turbulent distance.

One equation turbulence models require wall spacing

given by y+ approximately equal to one. If wall func-

tions are used, a significantly larger wall spacing can

be used, corresponding to y+ between 35 to 100.

The turbulent y+ distance can be estimated by us-

ing flat plate formulas for either subsonic/transonic

flows 3s or supersonic/hypersonic flows, a9 These formu-

las are summarized as follows. Let

y+ _ om 'y (1)
Pw

where Pw is the density at the wall, y is the physical

coordinate normal to the wall, #,_. is the viscosity at

the wall, and u* is the friction velocity given by u* =

where % is the wall shear stress. Assuming

Pw = P_ and/tw = #o_, we can write
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y+ = Re y (2a)

y+

y = _ (25)
v

We use a flat-plate correlation from Ref. 38 to esti-

mate the skin friction coefficient ci:

0.455

cf _ ln2(O.O6Rex) (3)

where Re_ is the Reynolds number based on some

downstream distance x at which we wish to compute

y+. A typical choice would be at 10% of the reference

length, or x = 0.1 and Rex = 0.1 x Re.

This method gives reasonable values for subsonic

flow, and conservative values for higher Mach numbers.

A more sophisticated model from Ref. 39 incorporates

compressibility as a function of freestream tempera-

ture and Mach number. Defining a compressibility

factor fcomp and a reference temperature T*,

fcomp = 1 + 0.1157M_ (4a)

T*

= f¢o.w (4b)

A viscosity ratio is computed using Sutherland's law,

and a compressibility correction rcomp is defined for

the Reynolds number:

(s)
P,_ T£+y-£

1

rco,_v = _ (5b)
_ f cortlp

where the Sutherland constant S = 199°R for air. The

compressible skin friction coefficient is then estimated

as

0.455
(6)

c I ,_ ln2(O.O6Rezrcomp)fcomv

The difference between free stream and wall condi-

tions are accounted for as

T_
1 + ,v-1,______pr½hi_^-- z

T_
(7a)

(7b)

= (7c)

Typically the Prandtl number for air is taken as Pr =

0.72.

l0 -2 .................................................. _ .........................

lO0s 106 10 r 10g

Re_x

Fig. 19 Skin friction coefficient vs. plate Reynolds

number, for grids with 0, 2, and 5 ceils of constant

spacing next to the plate (solid line, dashed line,

and filled circles resp.)

A modified expression for the distance to the wall

can now be written as

y -- Re_/_2

Note that for Mc_ = 0 this equation reduces to the

simpler version in Eq. 2a, regardless of temperature.

Typically, 20 to 30 points in the boundary layer is

considered good resolution. Besides viscous grid spac-

ing, initial stretching also affects the accuracy of cal-

culated skin friction. If the flow solver uses first-order

one-sided differencing for grid metrics at the wall, sev-

eral points of constant spacing should be used. 4° For

example, Fig. 19 compares skin friction on a flat plate

for grids with 0, 2, and 5 cells of constant spacing at

the wall before beginning grid stretching. It can be

seen that even 2 cells of constant spacing removes the

stretching dependence on the skin friction.

4.1.2. One Versus Two Viscous Directions

In Section 3.2.2 a collar grid topology with only

one viscous direction was discussed. This is adequate

for resolving integrated aerodynamic forces and most

corner flow features. It simplifies the use of a thin-

layer viscous approach and avoids extremely small

grid cells that result from grids which require vis-

cous spacing in two directions. Such small cells can

limit the stable time step, slowing convergence. One

drawback of single viscous-direction approach is the

treatment for a wake cut of a C-grid collar. For the

fuselage/pylon/nacelle topology shown in Fig. 20a, the

fuselage in the wake of the pylon is represented as a

solid surface plus a flow-through wake cut. Because of

coordinate direction differencing, the flow near the sur-

face may effectively see a partial grid-cell "tab" at the

root of the wake cut. At significant angles-of-attack

this can interrupt the smooth flow along the fuselage,

degrading the accuracy of the calculation. This can be
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(a) (b)

(a) (b)

Fig. 20 Slice of collar grid at fuselage/pylon junc-

tion. (a) C-type topology (one viscous direction).

(b) CH-type topology (two viscous directions).

1,0 _'" " "

d
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0,0
0.01 0.02 0.03 0.04 0.05

CD

Fig. 21 Drag polars for a NACA 0015 airfoil using

an O-grid (solid) and C-grid (dashed).

avoided by using an H-grid topology in the spanwise

direction (Fig. 20b), but results in a collar grid with

two viscous directions.

4.1.3. C and 0 Grids and Wake Smoothing

While the choice of a C- or O-type grid for a wing

has been referred to obliquely as affecting other grid

choices such as caps and collars, it is primarily a choice

determined by the wing. Typically a C-grid is chosen

for wings to provide grid resolution in the wake region

and to avoid wrapping a grid around the obtuse an-

gle of a sharp trailing edge. Conversely, configurations

where tile wing wake does not impinge on other aero-

dynamic surfaces, or for geometries with thick trailing

edges such as space access or reentry vehicles, the wake

may be more conveniently resolved with an O-grid.

Even for a relatively sharp NACA 0015 airfoil, Fig. 21

shows a difference of only about 5% between O-grid

and C-grid drag polars.

Another issue with C-grid wakes is viscous clustering

at the wake cut. It has been found that maintaining a

y+ = 1 spacing in the wake can result in convergence

difficulties for some flow solvers (e.g., OVERFLOW).

This cell spacing is unnecessarily small in the wake re-

gion, and generally does not coincide with the actual

Fig. 22 Airfoil wake region. (a) Before smoothing

(far view). (b) After smoothing (far view). (a)

Before smoothing (close-up). (b) After smoothing

(close-up).

wake. Furthermore, one typically stretches the stream-

wise spacing aft of the trailing edge, resulting in grid

cells with extremely large aspect ratios. One way to

resolve these problems is to smooth tile grid in the

wake region, relaxing the viscous clustering (Fig. 22).

The "smogrd" tool in CGT can perform this function

for wing, collar and wing cap grids.

4.1.4. Multi-Element Systems

High-lift aerodynamics analysis presents one of the

most difficult challenges for CFD due to the com-

plex geometry and complex flow physics. This stems

from the multiple bodies that make up the high-lift

components (wing, flaps, slats, and various attach-

ing hardware) and their large range of length scales.

The small gaps between successive elements lead to

boundary-layer and wake interactions, a complex vis-

cous fluid-dynamic phenomenon which greatly affects

the performance of the high-lift system. This com-

plex geometry and flow puts specific constraints on

the volume grid generation. The body-normal spac-

ing must be fine enough to resolve the wakes flowing

from upstream elements. Also, the spanwise spacing

on the wing and flaps must be fine enough to resolve

the vortical structures formed at the spanwise ends of

the leading-edge devices. Fig. 23 shows the leading

edge of a Boeing 777-200 aircraft 41 in a high-lift con-

figuration, near the engine pylon. The inboard slat

and the Krueger slat can be seen, and the small gaps

(both spanwise and streamwise) between the elements

are apparent.

An example of the effect of the body-normal spacing

in resolving a high-lift flow field was shown previously

by Rogers for flow computations about a three-element

airfoil. 42 Fig. 24a shows some grids with inadequate

normal spacing in the mesh around the downstream
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Fig. 23 Leading edge devices in high-lift configu-

ration.

element. The hole in the downstream-element grid

caused by the upstream element is in an area where

the normal spacing is too coarse. The grid points

denoted with circles are the only fringe points which

will receive data interpolated from the wake of the up-

stream element. They surround the wake, but there

are no points within the wake. This causes the down-

stream grid to entirely miss the wake velocity defect,

and hence compute too much mass flow in this region.

This mass-flow error is passed back into the upstream-

element grid when it receives interpolated data at its

downstream outer boundary. This causes too much

mass to flow over the upper surface of the upstream

element resulting in large errors in the computed pres-

sure. An improved grid for this geometry is shown

in Fig. 24b, which has significantly better grid resolu-

tion in the normal direction. It can be seen that there

are more fringe points to resolve the wake of the up-

stream element. Results from this grid were reported

by Rogers 42 to be in good agreement with experimen-

tal results.

4.2. Off-Body Cartesian Grid Generation

As already mentioned, it is advantageous to employ

uniform off-body Cartesian grids to provide uniform

resolution of important near-field flow features. Be-

yond the near-field, stretched grids are used to extend

the computational domain to the far field. Two ap-

proaches in use today are described below.

The first approach encloses the near-body curvilin-

ear volume grids with a small number of Cartesian

grids. Each of these Cartesian grids has a uniform

core region that completely encloses some components

of the near-body grids, and contains stretched outer

layers that extend away from the body (Fig. 17). The

far field can be resolved with either a large coarse

Cartesian grid or with a curvilinear grid with ellip-

soidal topology (Fig. 25).

The second approach utilizes many Cartesian grids

with successive levels of refinement. 43 These grids are

first generated automatically based on proximity to

¸ ,

(a)
\ • \

(2:_ ,;

(b)

Fig. 24 Close-up view of wake of upstream el-

ement and upper surface of downstream element.

(a) Grids with resolution mismatch. (b) Grids with

more resolution compatibility.

4

.,\)

Fig. 25 Off-body Cartesian grid and ellipsoidal far

field grid.
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Fig. 26 Off-body Cartesian grids with successive

levels of refinement by proximity to body.

the body where the grid spacing of the first and finest

level is matched to the near-field grid resolution Asg.

The grid spacings are coarsened by a factor of two for

each level of the outer layers which extends to the far

field (Fig. 26). All levels of these Cartesian grids can

be modified to adapt to the solution.

Both approaches are highly automated and provide

very good results if the main purpose of the simula-

tion is the accurate prediction of forces and moments.

If off-body flow features such as shocks need to be

captured accurately, the second approach is clearly

more appropriate. However, it also tends to be more

expensive due to a higher volume of inter-grid commu-

nication between a larger number of grids.

5. Domain Connectivity

Tile task of domain connectivity consists of three

processes: projection, hole cutting, and fringe-point

interpolation. Projection involves shifting surface

points to remove the effect of surface discretization

errors. Hole cutting is the removal of grid points

from one grid that reside inside the solid wall of an-

other grid. The flexibility of allowing neighboring grids

to arbitrarily overlap often results in this situation.

Fringe points are boundary points which are to be up-

dated by the flow solver using interpolated solution

data from a neighboring grid. Fringe points arise from

two sources: at the outer boundary of each grid where

no flow-solver boundary conditions are specified, and

at the boundary of holes. A valid interpolation sten-

cil needs to be provided for each fringe point. If a

valid interpolation cell cannot be obtained for a fringe

point, this is called an orphan point. Orphan points

can occur where the hole-cutting operation removes

Fig. 27 Discrete surface mismatch on a curved

surface. (a) Convex surface. (b) Concave surface.

too many points, too few points, or where there is in-

adequate overlap between neighboring overset grids.

There are a number of different software pro-

grams which were written to perform these overset

domain connectivity tasks. A partial list of these

codes includes: PEGSUS4, s PEGASUS5,14 DCF, 15

BEGGAR, 44-4r CHALMESH, 4s OGEN, 49 and soft-

ware from the CFDRC corporation. 5°

5.1 Projection

Surface to surface projection is an issue for over-

set grids because of discretization errors. When two

different randomly-overlapped meshes discretize the

same curved analytic surface, they each represent a

different approximation to the original surface. Thus

at any random point in the flow volume above the

solid body, each mesh will have a different measure

of the distance from this point to its own discrete

surface. Consider the simplified representation of a

two-dimensional mesh on a curved surface shown in

Figs. 27a and 27b, where the body-circumferential di-

rection has been immensely compressed in scale in

relation to the body-normal direction. This way, the

figure can represent the high-aspect ratio grid cells

typically found in high Reynolds-number simulations,

where the tangential spacing is typically on the order

of 100 to 1000 times the normal spacing at the wall.

The circular arcs in the figures represent the exact sur-

faces; the ax7 meshes represents a subset of a donor

mesh; and the circles drawn along a wall-normal line

represent fringe points from a neighboring mesh.

In Fig. 27a, it can be seen that the first fringe point

above the surface actually lies in the fifth donor cell

above the surface. In actual high-Reynolds number

overset meshes, the situation is typically worse, with

first-cell fringe points residing in donor cells which are

10-20 cells above the wall. When the curvature of

tile surface is reversed from convex to concave as in

Fig. 27b, the fringe points close to the wall can actu-

ally lie inside the solid body of the neighboring mesh.

The convex scenario will result in significant errors in

the resulting overset solution; recipient fringe points

at the first point above the wall can receive donor so-

lution data from cells in the middle of the boundary

layer. The concave scenario will result in fringe points

for which no donor interpolation cell can be found,

resulting in orphan points.
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(b)

Fig. 28 (a) Cartesian box grid intersecting a wing

surface. (b) Wing and flap grid; flap grid require

hole cutting.

The solution to this problem is to perform some type

of projection operation such that all fringe points mea-

sure their distance above their neighbor's walls consis-

tently with the distance from their own walls. The de-

tails of implementing such a fix differ significantly from

one domain connectivity code to another. The proce-

dure adopted by the PEGSUS4 code involves using

the PROGRD software (http://www.nas.nasa.gov/-

rogers/cgt/doc/progrd.html) to shift the actual co-

ordinates of each surface fringe point and the line

of points immediately above. This requires running

PEGSUS4 twice, first to identify the fringe points,

and again after running PROGRD. The PEGASUS5

code offers a much cheaper and more automatic solu-

tion by incorporating parts of the PROGRD software

internally. The interpolation process then uses these

projected mesh definitions to determine interpolation

coefficients. However, it does not modify the grid coor-

dinates that will be used by the flow solver. A similar

approach is adopted by the OGEN code in determin-

ing the interpolation coefficients. The method devel-

oped by Noack 46 for the BEGGAR code uses what he

terms a subcell transfinite interpolation (TFI). This

approach applies a standard TFI to the computed

projection errors between two overlapping bilinear sur-

faces. This provides an error correction term for the

distance to the wall for any subcell location, and this

is used to correct the trilinear interpolation mapping

for the fringe points.

5.2 Hole Cutting

Typical situations where holes are required to be cut

in volume grids are illustrated in Figs. 28a, 28b and

9a. Fig. 28a shows one plane of a stretched Cartesian

box grid which intersects the surface of a wing grid;

the box-grid points which lie inside the wing must be

cut. Fig. 28b shows a wing and a flap surface, with

a spanwise plane from the flap grid which has grid

points lying inside the wing. Fig. 9a shows one of the

most difficult types of holes to be cut: an intersection

of two untrimmed components, in this case, of a wing

and fuselage. The figure shows a streamwise plane

from the fuselage grid in a region where the wing will

have to cut a hole that pierces the fuselage surface.

An important issue with hole-cutting is the opti-

mization of the size of the hole. Ideally, one strives to

create overlaps where the sizes of the donor and recipi-

ent grid cells are similar. If this is not the case, detailed

solution features can be lost when passing interpolated

information from a fine grid onto a coarse grid. For ex-

ample, consider the grids shown in Fig. 28a. If the hole

cut in the outer box grid only removed box-grid points

which are inside the wing, this would leave box-grid

fringe points very near the body surface. These near-

surface fringes points would receive interpolated data

from the boundary-layer region of the wing. The box

grid certainly does not have the resolution required to

resolve a boundary layer, and it would thus create an

inaccurate solution consisting of a highly dissipated

shear layer. If this solution in the box grid is used

to update any other interpolation fringe points, such

as the outer-boundary points of the wing grid, it will

contaminate the entire solution, leading to very poor

accuracy. Thus, not only does the hole cutting proce-

dure have to remove grid points which are embedded

inside solid surfaces, it must attempt to optimize the

location where the overlap between neighboring grids

is to occur.

The PEGSUS4 code requires the user to provide a

description of all the surfaces that are used to cut each

hole. This method is very tedious and error prone, and

demands a significant amount of user expertise. The

DCF code provides a big improvement over PEGSUS4

with its object X-ray method. Hole cutters for com-

ponents in the geometry are first identified and object

X-rays are built for each hole cutter. The user does

have to supply the list of meshes that each object X-

ray is allowed to cut, and an offset distance with which

to grow each hole away from the body. Efficiency is

sometimes gained by breaking a single component ob-

ject X-ray into multiple X-rays, as is shown in Figs. 29a

and 29b. The PEGASUS5 code also offers a signifi-

cant improvement in the reduction of input required

by the user. It contains an automatic hole-cutting al-

gorithm whose input only requires knowledge of the

solid-wall boundaries, which must form a closed sur-

face. It also contains an additional hole optimization

step, which will effectively grow the holes away from

the solid bodies, and optimize the overlap between two

or more neighboring grids. 14

5.3 Fringe Point Interpolation

During this process, fringe points must be identi-

fied, and interpolation stencils must be computed. The

stencils will be used by the flow solver to update the

dependent variables defined at the fringe point using

trilinear interpolation. The process of identifying all

of the fringe points is straight-forward, and come from

two sources. All grid points which are immediately

adjacent to a hole point must be classified as fringe
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(a) (b)

Fig. 29 Object X-rays for swept wing. (a) One

X-ray. (b) Multiple X-rays.

points. All mesh outer boundaries which are not part

of a solid wall, symmetry plane, periodic boundary,

inflow, outflow, or similar boundary condition must

also be a fringe point. Identification of such outer

boundary points is therefore automatable and has been

implemented in recently developed software such as

PEGASUS5 and DCF. The code merely requires that

the user supplies all of the boundary conditions which

are to be given to the flow solver.

Some of the domain connectivity software also al-

lows the user to require that a double layer of fringe

points be present at the hole boundaries and the outer

boundaries, rather than just a single layer. Using a

double layer of fringe points is the recommended prac-

tice. This allows the flow solver to retain the same

differencing stencil or flux construction for cells for

all interior points, including the ones adjacent to the

fringe points. With a single layer of fringe points, 4th-

order smoothing at points adjacent to a fringe point

would have to drop to 2nd-order (for central differenc-

ing), and 2nd- or 3rd-order upwind differencing would

have to drop to lst-order. The accuracy of the final so-

lution would then be degraded in regions with non-zero

flow gradients. It has also been observed that values of

stagnation enthalpy contours in a nmlti-element airfoil

are much closer to one (hence less error) for double

fringe versus single fringe. The downside to requir-

ing double fringe points is that it does require more

overlap between neighboring grids, and thus requiring

more grid points. However, the benefits are typically

worth the extra cost.

All of the more recently developed domain connec-

tivity programs utilize some form of tree data structure

as part of the procedure for finding fringe-point inter-

polation stencils. These methods are typically used to

find a close starting location for a Newton stencil-walk

inversion. The use of these tree structures significantly

increases the robustness and efficiency as compared to

the Newton stencil-walk method by itself. The PEGA-

SUS5 and the CFDRC codes use an alternating digital

tree. sl The BEGGAR code uses a polygonal mapping

tree, which is a combination of the octree and binary

space partition (BSP) tree data structures.

Fig. 30 Orphan points due to inadequate overlap

between two volume grids (circle symbols - orphan

points from grid 1, square symbols - orphan points

from grid 2).

5.4 General Guidelines

No matter which software program is used to per-

form domain connectivity, the key quality check is to

inspect the orphan points before proceeding to the flow

solver. Orphan points are present wherever the hole-

cutting has failed, and wherever the volume grids do

not have adequate overlap. The domain connectiv-

ity software should report the number and location of

any orphan points. Typically the best method for ex-

amining orphan points is to graphically disp|ay their

location together with a plot of nearby grids planes, or

with a representation of the outline of the hole cuts.

Both of these plotting functions are implemented in

the PLOT3D iv and OVERGRID la codes. An exam-

ple of this type of plot is given in Fig. 30, which shows

some orphan points occurring at the outer boundaries

of two meshes due to inadequate overlap. The volume

mesh generation of these two meshes did not splay

outward enough to maintain their overlap. To fix this

problem, the volume grids need to be regenerated such

that the overlap is maintained.

Besides inadequate overlap in the original volume

grids, the other primary source of orphan points is a

failure in the hole-cutting operation. This failure could

cause either too small of a hole, resulting in orphan

points left inside a solid body, or too large of a hole

resulting in not enough overlap left between neighbor-

ing meshes. Again, plotting the orphan points and/or

the outline of the hole cuts is a good method for de-

termining the cause of the orphan points.

6. Overall Process

As described in the previous sections, overset struc-

tured grid generation is a multi-step process involving

a variety of software tools where the user needs to pro-

vide inputs at each step. It is clearly convenient to

have all the necessary tools accessible from one cen-

tral environment such as a graphical interface where

the results from each step are displayed and inspected
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prior to movingto thenextstep. Thisis especially
usefulfor noviceuserswhoarenotnecessarilyfamil-
iar with the detailsof eachtool. Examplesof such
graphicalinterfacesfor oversetgridgenerationinclude
OVERGRID13andtheOVERTUREsuiteof tools.21

In a designenvironment,repetitiveanalysesmay
beperformedwith just slightchangesin thegeome-
try of thevehicle.It is clearlytediousto repeatthe
multi-stepgrid generationprocessmanuallyfor each
smalldesignchange.Thepreferredtreatmentis to
recordthedifferentstepsintoascriptduringthefirst
analysis.Repeatedsubsequentanalysescan then be

performed in batch mode with little user's effort in just

a small fraction of the first analysis time. Although

building the script requires some work and expertise,

the advantages usually far outweigh the effort spent.

It has been observed that script building is worthwhile

even for a one-time analysis of a vehicle. Not only does

the script provide a documentation of the entire grid

generation process, it also allows for rapid parameter

studies such as grid refinement.

Ideally, the typical process script would perform

most or all of the following in batch mode: modifying

the geometry definition into a form suitable for sur-

face grid generation, generation of surface and volume

grids, creation of input files for domain connectiv-

ity, flow solver and solution post-processing tools, and

running the domain connectivity program. An appro-

priate scripting language for this task should support

modular function calls and floating point arithmetic.

For example, Tcl/Tk, 52 Perl, 53 Python _4 are good can-

didates while Bourne and C shell scripts are not.

Important variables in the process should be param-

eterized in the script. For geometry processing, key

parameters could include geometric attributes such as

deflection angles of control surfaces, locations of fins

and canards, number of blades in a turbopump compo-

nent, etc. For surface grid generation, key parameters

could include grid spacings, stretching ratios, number

of grid points, and marching distances. One could

assign a different parameter for each key grid spac-

ing applied to each grid. This would make it quite

cumbersome to control grid refinement. A better ap-

proach is to use just a small number of independent

grid spacing parameters such as the global near-field

grid spacing Asg (Section 3.4) and a leading edge spac-

ing, etc. Rules could then be established to express

grid spacings at other specific locations as a function

of the few independent parameters. A single change in

the value of these independent parameters would then

result in wide spread grid refinement/coarsening.

Another tempting choice for a parameter is the num-

ber of grid points applied to a given grid. Unfortu-

nately, a new number of grid points would have to be

determined if the physical size of the grid changes, e.g.,

a longer fuselage would require more points to preserve

similar grid quality as a shorter fuselage. A better pa-

2o

rameter choice would be the grid stretching ratio which

could remain constant over the entire geometry and

over different designs. Again a single change in this

parameter would propagate grid refinement globally.

For volume grid generation, the typical parameters

needed are the normal spacing at the wall, the march-

ing distance, and the stretching ratio in the normal

direction. These parameters are usually the same for

all near-body volume grids. Also, only a few param-

eters are usually employed for domain connectivity.

These may include the orphan point stencil quality

and the number of fringe points (single or double).

Sometimes, a few difficult grids may require special

treatment such as higher smoothing values for volume

grid generation and different hole cutting parameters

for domain connectivity.

Many parts of the overset analysis process require

the same information from each grid such as grid

topology (periodicity, axis, symmetry-plane, wake

cut, etc.), location of solid wall boundaries, and flow

characteristics (in-flow and out-flow boundaries). It is

convenient to define this information just once, then

store it in a hash table or array that could be created

by a script, or read by the script from a file. Different

modules called by the script could then share the same

information. This procedure is followed by the con-

figuration automation script system in the Chimera

Grid Tools package (http://www.nas.n_'a.gov/-

rogers/cgt/doc/man.html).

The scripting methods discussed here have been ap-

plied to a number of complex configurations. These

include a subsonic transport with propulsion and high-

lift devices 12 and a turbopump with inlet guide vanes,

impeller and diffuser. Both scripts were created in un-

der 4 weeks. The procedures handled by the script

for the inlet guide vanes of the turbopump are illus-

trated in Fig. 31. The subsonic transport grid system

contains about 23 million grid points while the tur-

bopump contains about 34 million grid points. Surface

and volume grids could be regenerated in a worksta-

tion in under 20 minutes for the subsonic transport

and under 8 minutes for the turbopump. Domain con-

nectivity information could also be regenerated with

32 processors of an SGI Origin ill about 15 minutes

for both grid systems.

7. Concluding Remarks

The procedures and guidelines described in this pa-

per represent the current practices of experienced users

in overset grid generation. With tools evolving fur-

ther towards automation, it is expected that these

procedures will also evolve. Some anticipated future

development are discussed below.

Geometry processing continues to consume a large

portion of user's time. The effort required can vary

significantly from case to case depending on the com-
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(b)

(d)

(f)

process may become very fast. New concepts will be

explored for automatic geometry coverage using hyper-

bolically and algebraically grown surface grids. Faster

and more robust domain connectivity algorithms will

be researched. Tools for rapid creation of scripts for

the novice will also be investigated. In the applications

area, development of more advanced tools will allow

fast input creation and simulations involving multiple

rigid or deformable bodies in relative motion.
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Fig. 31 Automated procedures handled by script

for inlet guide vanes of turbopump. (a) Geometry

definition. (b) Surface grid for one blade with col-

lar topology. (c) Volume grid slices. (d) Object

X-ray for blade. (e) Result of domain connectiv-

ity program with input generated by script. (f)

Complete 360 degree grid system.

plexity and readiness of the model for grid generation.

The best solution here is perhaps to educate the geom-

etry suppliers on the geometry definition requirements

for computational analysis purposes. A difficult geom-

etry issue that needs to be automated is the treatment

of sliding surfaces. As two surfaces slide over each

other, unexposed geometry may become visible and

exposed geometry may become retracted. For exam-

ple, this occurs during the deployment of an aerospace

vehicle's control surfaces such as elevons and flaps.

In order fi)r overset technology to be more widely

utilized by novice users, the grid generation proce-

dure needs to be more automated. In the time spent

after geometry clean-up, surface grid generation and

domain connectivity usually dominate the effort re-

quired. A typical percentage breakdown in time spent

Is as follows: surface grid generation (40 - 80%), vol-

ume grid generation (1 - 10%), domain connectivity

(20 - 50%). Complete automation of surface domain

decomposition remains an elusive goal. With more

automated surface feature detection, and with the as-

sistance of special tools in a graphical interface, the
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