
(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 11, No. 3, 2020 

437 | P a g e  
www.ijacsa.thesai.org 

Beyond Sentiment Classification: A Novel Approach 

for Utilizing Social Media Data for Business 

Intelligence 

Ibrahim Said Ahmad1, Azuraliza Abu Bakar2, Mohd Ridzwan Yaakub3, Mohammad Darwich4 

Faculty of Information Science and Technology 

Universiti Kebangsaan Malaysia, Bangi, Malaysia 

 

 
Abstract—Extracting people’s opinions from social media has 

attracted a large number of studies over the years. This is as a 

result of the growing popularity of social media. People share 

their sentiments and opinions via these social media platforms. 

Therefore, extracting and analyzing these sentiments is beneficial 

in many ways, for example, business intelligence. However, 

despite a large number of studies on extracting and analyzing 

social media data, only a fraction of these studies focuses on its 

practical application. In this study, we focus on the use of 

product reviews for identifying whether the reviews signify the 

intention of purchase or not. Therefore, we propose a novel 

lexicon-based approach for the classification of product reviews 

into those that signify the intention of purchase and those that do 

not signify the intention of purchase. We evaluated our proposed 

approach using a benchmark dataset based on accuracy, 

precision, and recall. The experimental results obtained prove 

the efficiency of our proposed approach to purchase intention 

identification. 
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I. INTRODUCTION 

The internet and web technologies have experienced 
tremendous development in terms of how data is received, 
processed and managed over the last decade. The 
contemporary web provides users with the means to actively 
interact and modify the contents of the web through social 
networking platforms. People often share their opinion on these 
social networking platforms in the form of comments in a blog, 
debates, and arguments in discussion forums or status updates 
in social networking channels. The web 2.0 immensely 
contributed to this development. The web 2.0 provides features 
that enable users to actively interact and contribute to the web 
contents rather than merely reading the contents. These 
features make blogs, Facebook, Twitter and other social 
networking platforms possible. These platforms that enable 
people to share their opinion are referred to as social media. 
Extracting and analyzing the data generated on this social 
media data is referred to as sentiment analysis [1], [2]. 

Sentiment analysis research has attracted many studies over 
the years [3]–[5]. However, most of the research is on the 
accurate classification of the data into positive, neutral, and 
negative sentiments. Notwithstanding, several studies have 
emphasized the varying potentials of sentiment analysis 
research, in security, tourism, and business intelligence [6], [7]. 

In this paper, we focus on the potentials of sentiment analysis 
for business intelligence, specifically on the identification of 
people’s intention to purchase a product, called purchase 
intention from product reviews. 

Consequently, we proposed a lexicon-based approach to 
classify product reviews whether they signify intention of 
purchase or not. A lexicon-based approach was selected 
because it has been applied in other domains with good results. 
For example a study by [8] focused on cyber-harassment 
lexicon. In this paper, first we develop a purchase intention 
lexicon from product reviews, then use the lexicon to classify 
product reviews as to whether they signify purchase intention 
or not. We evaluated the approach using benchmark dataset. 
The experimental results show that it is possible to identify 
people’s purchase intention from product reviews. 

The remainder of this paper is organized as follows: 
Section 2 presents the literature review. Section 3 discusses the 
proposed method. Section 4 presents the results and discussion 
while Section 5 presents the conclusion and future works. 

II. LITERATURE REVIEW 

In the following sub-sections, we discuss the related 
literature on sentiment analysis and purchase intention 
identification. 

A. Sentiment Analysis 

Sentiment Analysis involves the classification of emotions 
in social media data into positive, negative or neutral 
sentiment. Sentiment Analysis is possible because of the huge 
amount of data available through web content, like twitter 
posts, discussion forums, product reviews, blogs, online 
markets and comments of web pages [9]–[11]. The task of 
sentiment analysis is usually achieved through the following 
steps: 

1) Extract the desired content from twitter, blog, and 

forum. 

2) Prepare the extracted data and furnish it by removing 

irrelevant pieces like symbols and repetition. 

3) Detect the sentiment (if any) contained in the contents. 

4) Classify the polarity of the contents into positive, 

negative or neutral. 

5) Present the sentiment analysis result. 
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Fig 1. Sentiment Analysis Steps. 

Fig. 1 represents the general steps involved in sentiment 
analysis. Several attempts have been made to achieve the task 
of sentiment analysis. The main challenge of sentiment 
analysis is sentiment detection and sentiment classification of 
the contents [10]. 

This classification is normally achieved in two main ways, 
i.e., supervised learning approach and unsupervised learning 
approach. Supervised learning approach train a sentiment 
classifier based on the training documents which are 
represented by the selected features. unsupervised learning 
approach divide features into three classes, ‘‘positive’’, 
‘‘negative’’ and “neutral” based on sentiment lexicon and then 
count an overall positive/negative score for a document [12]. 

B. Supervised Learning Approach 

Supervised learning approach of sentiment analysis, also 
known as the machine learning approach of sentiment analysis, 
involves the use of popular machine learning algorithms for 
sentiment analysis. This is achieved by training a machine 
learning algorithm with a labeled dataset and then using that 
trained algorithm for sentiment analysis [13]. The general 
methodology for the supervised learning approach is illustrated 
in Fig. 2 as given by [14]. It involves first creating a training 
dataset by manually annotating reviews into different sentiment 
classes, and then use that training set to train a machine 
learning algorithm so that it can be able to automatically 
classify new unclassified reviews based on the sentiment they 
carry. 

C. Unsupervised Learning Approach 

An unsupervised learning approach of sentiment analysis, 
also known as the lexicon-based approach involves the use of a 
list of words with known sentiment value called sentiment 
lexicon for sentiment analysis. Sentiment lexicon is usually 
manually developed. The general methodology for the lexicon-
based approach of sentiment analysis is illustrated in Fig. 3 as 
given by [14]. Unsupervised learning approach requires no 
training set. A review is classified based on developed 
sentiment lexicon and devised rules. 

D. Related Work on Purchase Intention Mining 

Purchase intention identification is an important aspect in 
business intelligence. The Internet and the WWW have 
provided new avenues through which purchase intention can be 

identified. Purchase intention online perhaps finds its roots 
from web usage mining that first appeared in 2000 by [15]. 
They defined web usage mining as: “The process of applying 
data mining techniques to the discovery of usage patterns Web 
data”. These patterns are then used for various applications 
depending on the domain. 

In relation to purchase-intention mining specifically, [16]  
proposed one of the earliest studies. They proposed a Hidden 
Markov Model (HMM) to predict and internet user's purchase 
intention based on his online activity data. That is, based on 
search history, pictures, sounds, and other activities on the 
web. The precision and recall they got is 51% and 73% 
respectively. However, with the advent of social media, the 
data generated on social media has become important for 
predicting purchase intention. Author in [17] proposed one of 
the earliest research on the use of social media reviews for 
purchase intention mining. They proposed a method to 
automatically identify ‘wishes’ from product reviews by 
extracting a list of specific list wish words from the reviews. 

 

Fig 2. GeneralMethodology for Supervised Learning Sentiment Analysis 

Approach [14]. 

 

Fig 3. General Methodology for unsupervised Learning Sentiment Analysis 

Approach [14]. 
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It is important to focus on a specific domain when 
identifying purchase intention from social media data. This is 
because different words are used to convey opinions in 
different domains. Author in [18] proposed a domain-
dependent model for identifying user consumption 
identification from social media data using CNN. They 
reported an accuracy of 92.54% which is an improvement on 
previous studies. Author in [19] proposed an approach that 
uses linguistic features along with statistical features for 
purchase intention classification. They reported that their 
proposed approach achieves a significant improvement 
compared to BOW based features model using Quora post. The 
best result they obtained is 93% based on AUC. Author in [20] 
proposed a framework based on the fuzzy set model and 
association rule mining to predict purchase intention from 
business companies fan page reviews. They illustrated the 
effectiveness of their approach using theoretical experiments. 
Author in [21] proposed an approach based on Recurrent 
Neural Network (RNN) for purchase intention identification. 
Their dataset was semi-automatically created from tweets. The 
RNN model achieved an F-measure of 83% which is better 
than other models based on linear regression, decision tree 
random forest, and naive Bayesian algorithms. 

III. PROPOSED MODEL 

A. Dataset 

Purchase intention mining from social media is an 
emerging field of research, therefore sufficient literature in the 
field is yet to be established. Therefore, there is very little 
benchmark dataset for purchase intention mining from social 
media. On product reviews specifically, we are able to find one 
dataset by [22]. The dataset consists of 7,522 instances, divided 
as 6,016 for training, 752 for development and 754 for testing. 
We used this dataset to evaluate our proposed approach. 

B. Purchase Intention Classification 

In this step, a purchase intention mining approach was 
proposed. The approach is a classification-based task through 
which a product review is classified as to whether it signifies 
purchase intention or not. An unsupervised learning approach 
was adopted. Therefore, a purchase intention lexicon for movie 
reviews was developed. 

The lexicon was generated using a set of seed words. This 
was then expanded using therasus.com to include synonyms in 
a recursive manner exponentially. The synonyms of the 
synonyms are also included until the list cannot be expanded 
anymore. The seeds were identified from previous studies. The 
seed words are must buy, cannot wait, looking forward, keep 
an eye on, and must have. Furthermore, a purchase intention 
mining approach from product reviews is proposed. The 
approach uses the lexicon to determine whether a review 
indicates purchase intention or not. The process is illustrated in 
Fig. 4. 

To determine whether a review indicates purchase intention 
or not, the developed lexicon is used. A review is classified as 
indicating purchase intention if it contains any phrase in the 
seed words, while it does not indicate purchase intention if it 
does not contain any word in the seed words. The step involved 
in the classification is given as: 

1) Search through a product reviews dataset. 

2) For each review, if it contains a phrase from the product 

review purchase intention lexicon, classify that review as 

purchase intention review, else, as a review with not purchase 

intention. 

3) Aggregate the total number of reviews that signify 

purchase intention and reviews that do not signify purchase 

intention. 

C. Evaluation 

In sentiment analysis and other classification problems, 
accuracy, precision, and recall are commonly used in the 
evaluation of the classification. Therefore, we also used 
accuracy, precision, and recall in evaluating our proposed 
approach. In order to understand how these metrics are 
computed, a knowledge of the confusion matrix is needed. The 
confusion matrix is a table that shows the performance of a 
classification task for which the actual values are known. In 
our case, there are two possible classes, whether a review 
contains purchase intention or not. Therefore, the 2 * 2 matrix 
used is shown in Table I. 

The number of reviews that are correctly classified as to 
whether they signify purchase intention or not will be placed in 
TP and TN respectively, while the number of reviews that are 
wrongly classified as to whether they signify purchase 
intention or not will be placed under FP and FN, respectively. 

1) Accuracy: Accuracy is a simple evaluation measure 

calculated as the ratio correctly predicted values to the total 

values. The equation is given by Equation 1: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
             (1) 

2) Precision: Precision is calculated as the ratio of 

correctly predicted positive values to the total predicted 

positive values. Precision tells us how much of the classified 

data is classified correctly. Precision is given by Equation 2: 

Precision =
TP

TP+FP
             (2) 

3) Recall: A recall is the ratio of correctly predicted 

positive values to all values in the actual class. Recall tells us 

the amount of the correctly classified data; it is given by 

Equation 3: 

Recall =
TP

TP+FN
              (3) 

 

Fig 4. Product Review Purchase Intention Approach. 
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TABLE I.  CONFUSION MATRIX 

 
Classified Values 

Positive (PI) Negative (Not PI) 

Actual 
Values 

Positive (PI) True-positive (TP) False-negative (FP) 

Negative (Not PI)  False-positive (FP) True-negative (TN) 

IV. RESULTS AND DISCUSSION 

In this section, we present the experimental results along 
with a discussion on the results. We used the dataset by [22] to 
investigate the efficiency of our approach in classifying 
product reviews based on those that signify purchase intention 
and those that do not. However, because we are able to get 
only one benchmark dataset, we randomly divided the dataset 
into three parts. Then run the experiment on each of the parts, 
and finally on the entire dataset. This is to be able to study the 
performance of the proposed approach on different parts of the 
dataset and deduce a more reliable conclusion. The results of 
the experiment are presented in Table II. 

From Table II, we can see that the proposed is effective in 
identifying purchase intention from product reviews with an 
accuracy of 90%, precision of 92%, and a recall of 85%. 
Similarly, in the three samples of the data created, the accuracy 
is between 89% and 91%, while the precision is between 88%-
100%. However, the recall is low compared to the accuracy 
and precision, ranging between 75% and 92%. When using the 
entire dataset, the recall is still the lowest. Recall tells us how 
many of the reviews that actually signify purchase intention are 
correctly classified. Therefore, a recall of 85% means that 15% 
of the reviews that signify purchase intention were not 
classified correctly. On the other hand, precision tells us the 
number of reviews classified as signifying purchase intention 
are actually signifying purchase intention. Therefore, a 
precision of 92% indicates that only 8% of the reviews that are 
classified as signifying purchase intention are wrong. Finally, 
the accuracy tells how accurate our approach is in classifying 
the reviews are signifying purchase intention or not. An 
accuracy of 90% means that our approach can classify 90% of 
the reviews correctly. The results are further illustrated in Fig. 5. 

TABLE II.  PERFORMANCE OF PROPOSED APPROACH 

Data Accuracy Precision Recall 

Sample 1 0.89 1 0.75 

Sample 2 0.90 0.88 0.88 

Sample 3 0.91 0.92 0.92 

All  0.90 0.92 0.85 

 

Fig 5. Performance of Proposed Approach. 

V. CONCLUSION AND FUTURE WORKS 

In this paper, we proposed an approach to automatically 
classify product reviews into two categories, whether the 
reviews indicate purchase intention, or whether the reviews do 
not indicate purchase intention. The approach proposed is a 
lexicon-based approach, in which a domain-specific purchase 
intention lexicon was developed and used in the classification. 
Based on the accuracy, precision, and recall, our approach 
achieved promising results and hence affirms the notion that 
reviews contained in social media can be used for business 
intelligence. 

In the future, we intend to use the proposed approach in 
predicting business performance and the success of a business 
based on the amount of purchase intention from the reviews. 
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