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Abstract. Conditioning a multitype Galton-Watson process to stay alive into the
indefinite future leads to what is known as its associated Q-process. We show that
the same holds true if the process is conditioned to reach a positive threshold or
a non-absorbing state. We also demonstrate that the stationary measure of the
Q-process, obtained by construction as two successive limits (first by delaying the
extinction in the original process and next by considering the long-time behavior of
the obtained Q-process), is as a matter of fact a double limit. Finally, we prove that
conditioning a multitype branching process on having an infinite total progeny leads
to a process presenting the features of a Q-process. It does not however coincide
with the original associated Q-process, except in the critical regime.

1. Introduction

The benchmark of our study is theQ-process associated with a multitype Galton-
Watson (GW) process, obtained by conditioning the branching process Xk on not
being extinct in the distant future ({Xk+n 6= 0}, with n → +∞) and on the event
that extinction takes place ({liml Xl = 0}) (see Nakagawa, 1978). Our goal is to
investigate some seemingly comparable conditioning results and to relate them to
the Q-process.

After a description of the basic assumptions on the multitype GW process, we
start in Subsection 1.4 by describing the “associated” branching process, which will
be a key tool when conditioning on the event that extinction takes place, or when
conditioning on an infinite total progeny.

We shall first prove in Section 3 that by replacing in what precedes the condi-
tioning event {Xk+n 6= 0} by {Xk+n ∈ S}, where S is a subset which does not

Received by the editors September 23, 2015; accepted March 4, 2016.

2010 Mathematics Subject Classification. 60J80, 60F05.
Key words and phrases. Multitype branching process, Conditioned limit theorem, Quasi-

stationary distribution, Q-process, Size-biased distribution, Total progeny.

223

http://alea.impa.br/english/index_v13.htm
https://doi.org/10.30757/ALEA.v13-09
http://www.sophiepenisson.com/


224 Sophie Pénisson

contain 0, the obtained limit process remains the Q-process. This means in particu-
lar that conditioning in the distant future on reaching a non-zero state or a positive
threshold, instead of conditioning on non-extinction, does not alter the result.

In a second instance, we focus in the noncritical case on the stationary measure
of the positive recurrent Q-process. Formulated in a loose manner, this measure
is obtained by considering {Xk | Xk+n 6= 0}, by delaying the extinction time
(n → ∞), and by studying the long-time behavior of the limit process (k → ∞).
It is already known (Nakagawa, 1978) that inverting the limits leads to the same
result. We prove in Section 4 that the convergence to the stationary measure still
holds even if n and k simultaneously grow to infinity. This requires an additional
second-order moment assumption if the process is subcritical.

Finally, we investigate in Section 5 the distribution of the multitype GW process
conditioned on having an infinite total progeny. This is motivated by Kennedy’s
result, who studies in Kennedy (1975) the behavior of a monotype GW process Xk

conditioned on the event {N = n} as n → +∞, where N =
∑+∞

k=0 Xk denotes the
total progeny. Note that the latter conditioning seems comparable to the device
of conditioning on the event that extinction occurs but has not done so by gener-
ation n. It is indeed proven in the aforementioned paper that in the critical case,
conditioning on the total progeny or on non-extinction indifferently results in the
Q-process. This result has since then been extended for instance to monotype GW
trees and to other conditionings: in the critical case, conditioning a GW tree by its
height, by its total progeny or by its number of leaves leads to the same limiting
tree (see e.g. Abraham and Delmas, 2014; Janson, 2012). However, in the noncrit-
ical case, the two methods provide different limiting results: the limit process is
always the Q-process of some critical process, no matter the class of criticality of the
original process. Under a moment assumption (depending on the number of types
of the process), we generalize this result to the multitype case. For this purpose
we assume that the total progeny increases to infinity according to the “typical”
limiting type proportions of the associated critical GW process, by conditioning
on the event {N = ⌊nw⌋} as n → ∞, where w is a left eigenvector related to the
maximal eigenvalue 1 of the mean matrix of the critical process.

1.1. Notation. Let d > 1. In this paper, a generic point in R
d is denoted by

x = (x1, . . . , xd), and its transpose is written xT . By ei = (δi,j)16j6d we denote
the i-th unit vector in R

d, where δi,j stands for the Kronecker delta. We write
0 = (0, . . . , 0) and 1 = (1, . . . , 1). The notation xy (resp. ⌊x⌋) stands for the
vector with coordinates xiyi (resp. ⌊xi⌋, the integer part of xi). We denote by xy

the product
∏d

i=1 x
yi

i . The obvious partial order on R
d is x 6 y, when xi 6 yi for

each i, and x < y when xi < yi for each i. Finally, x ·y denotes the scalar product
in R

d, ‖x‖1 the L1-norm and ‖x‖2 the L2-norm.

1.2. Multitype GW processes. Let (Xk)k>0 denote a d-type GW process, with n-th
transition probabilities Pn (x,y) = P (Xk+n = y | Xk = x), k, n ∈ N, x, y ∈ N

d.
Let f = (f1, . . . , fd) be its offspring generating function, where for each i = 1 . . . d
and r ∈ [0, 1]d, fi (r) = Eei

(rX1) =
∑

k∈Nd pi (k) r
k, the subscript ei denoting the

initial condition, and pi the offspring probability distribution of type i. For each
i, we denote by mi = (mi1, . . . ,mid) (resp. Σi) the mean vector (resp. covariance
matrix) of the offspring probability distribution pi. The mean matrix is then given
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by M = (mij)16i,j6d. If it exists, we denote by ρ its Perron’s root, and by u and v

the associated right and left eigenvectors (i.e. such that MuT = ρuT , vM = ρv),
with the normalization convention u·1 = u·v = 1. The process is then called critical
(resp. subcritical, supercritical) if ρ = 1 (resp. ρ < 1, ρ > 1). In what follows we

shall denote by fn the n-th iterate of the function f , and by Mn = (m
(n)
ij )16i,j6d

the n-th power of the matrix M, which correspond respectively to the generating
function and mean matrix of the process at time n. By the branching property, for
each x ∈ N

d, the function fxn then corresponds to the generating function of the
process at time n with initial state x, namely Ex(r

Xn) = fn (r)
x
. Finally, we define

the extinction time T = inf{k ∈ N, Xk = 0}, and the extinction probability vector
q = (q1, . . . , qd), given by qi = Pei

(T < +∞), i = 1 . . . d.

1.3. Basic assumptions.

(A1) The mean matrix M is finite. The process is nonsingular (f(r) 6= Mr), is
positive regular (there exists some n ∈ N

∗ such that each entry of Mn is
positive), and is such that q > 0.

The latter statement will always be assumed. It ensures in particular the existence
of the Perron’s root ρ and that (Karlin, 1966),

lim
n→+∞

ρ−nm
(n)
ij = uivj . (1.1)

When necessary, the following additional assumptions will be made.

(A2) For each i, j = 1 . . . d, Eei
(X1,j lnX1,j) < +∞.

(A3) The covariance matrices Σi, i = 1 . . . d, are finite.

1.4. The associated process. For any vector a > 0 such that for each i = 1 . . . d,
fi(a) < +∞, we define the generating function f =

(

f1, . . . , fd

)

on [0, 1]d as follows:

f i (r) =
fi (ar)

fi (a)
, i = 1 . . . d.

We then denote by
(

Xk

)

k>0
the GW process with offspring generating function

f , which will be referred to as the associated process with respect to a. We shall
denote by Pn, pi etc. its transition probabilities, offspring probability distributions
etc. We easily compute that for each n > 1, i = 1 . . . d, k ∈ N

d and r ∈ [0, 1]d,
denoting by ∗ the convolution product,

p∗ni (k) =
ak

fi (a)
n p

∗n
i (k) , fn,i (r) =

fn,i (ar)

fi (a)
n . (1.2)

Remark 1.1. It is known (Jagers and Lager̊as, 2008) that a supercritical GW process
conditioned on the event {T < +∞} is subcritical. By construction, its offspring
generating function is given by r 7→ fi(qr)/qi. Since the extinction probability
vector satisfies f(q) = q (Harris, 1963), this means that the associated process
(

Xk

)

k>0
with respect to q is subcritical.

2. Classical results: conditioning on non-extinction
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2.1. The Yaglom distribution (Joffe and Spitzer, 1967, Theorem 3). Let (Xk)k>0

be a subcritical multitype GW process satisfying (A1). Then for all x0, z ∈ N
d\{0},

lim
k→+∞

Px0
(Xk = z | Xk 6= 0) = ν(z), (2.1)

where ν is a probability distribution on N
d \{0} independent of the initial state x0.

This quasi-stationary distribution is often referred to as the Yaglom distribution
associated with (Xk)k>0. We shall denote by g its generating function g(r) =
∑

z 6=0 ν(z)r
z. Under (A2), ν admits finite and positive first moments

∂g (1)

∂ri
= viγ

−1, i = 1 . . . d, (2.2)

where γ > 0 is a limiting quantity satisfying for each x ∈ N
d \ {0},

lim
k→+∞

ρ−k
Px (Xk 6= 0) = γ x · u. (2.3)

2.2. The Q-process (Nakagawa, 1978, Theorem 2). Let (Xk)k>0 be a multitype

GW process satisfying (A1). Then for all x0 ∈ N
d \ {0}, k1 6 . . . 6 kj ∈ N, and

x1, . . . ,xj ∈ N
d,

lim
n→+∞

Px0

(

Xk1
= x1, . . . ,Xkj

= xj | Xkj+n 6= 0, T < +∞
)

=
1

ρkj

xj · u
x0 · u

Px0

(

Xk1
= x1, . . . ,Xkj

= xj

)

, (2.4)

where
(

Xk

)

k>0
is the associated process with respect to q. As told in the introduc-

tion, this limiting process is the Q-process associated with (Xk)k>0. It is Markovian
with transition probabilities

Q1 (x,y) =
1

ρ

y · u
x · uP 1 (x,y) =

1

ρ
qy−xy · u

x · uP1 (x,y) , x,y ∈ N
d \ {0}.

If ρ > 1, the Q-process is positive recurrent. If ρ = 1, it is transient. If ρ < 1,
the Q-process is positive recurrent if and only if (A2) is satisfied. In the positive
recurrent case, the stationary measure for the Q-process is given by the size-biased
Yaglom distribution

µ (z) =
z · u ν (z)

∑

y∈Nd\{0} y · u ν (y)
, z ∈ N

d \ {0}, (2.5)

where ν is the Yaglom distribution associated with the subcritical process
(

Xk

)

k>0
.

2.3. A Yaglom-type distribution (Nakagawa, 1978, Theorem 3). Let (Xk)k>0 be a

noncritical multitype GW process satisfying (A1). Then for all x0, z ∈ N
d \{0} and

n ∈ N, limk Px0
(Xk = z | Xk+n 6= 0, T < +∞) = ν(n)(z), where ν(n) is a proba-

bility distribution on N
d \ {0} independent of the initial state x0. In particular,

ν(0) = ν is the Yaglom distribution associated with
(

Xk

)

k>0
, the associated sub-

critical process with respect to q. Moreover, assuming in addition (A2) if ρ < 1,

then for each z ∈ N
d \ {0}, limn ν

(n)(z) = µ (z) .
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3. Conditioning on reaching a certain state or threshold

In this section we shall generalize (2.4) by proving that by replacing the condi-
tioning event {Xkj+n 6= 0} by {Xkj+n ∈ S}, where S is a subset of Nd \ {0}, the
obtained limit process remains the Q-process. In particular, conditioning the pro-
cess on reaching a certain non-zero state or positive threshold in a distant future,
i.e. with

S = {y}, S = {x ∈ N
d, ‖x‖1 = m} or S = {x ∈ N

d, ‖x‖1 > m},
(y 6= 0,m > 0), leads to the same result as conditioning the process on non-
extinction.

In what follows we call a subset S accessible if for any x ∈ N
d \ {0}, there

exists some n ∈ N such that Px (Xn ∈ S) > 0. For any subset S we shall denote
Sc = N

d \ ({0} ∪ S).

Theorem 3.1. Let (Xk)k>0 be a multitype GW process satisfying (A1), and let

S be a subset of Nd \ {0}. If ρ 6 1 we assume in addition one of the following
assumptions:

(a1) S is finite and accessible,
(a2) Sc is finite,
(a3) (Xk)k>0 is subcritical and satisfies (A2).

Then for all x0 ∈ N
d \ {0}, k1 6 . . . 6 kj ∈ N

∗ and x1, . . . ,xj ∈ N
d,

lim
n→+∞

Px0

(

Xk1
= x1, . . . ,Xkj

= xj | Xkj+n ∈ S, T < +∞
)

=
1

ρkj

xj · u
x0 · u

Px0

(

Xk1
= x1, . . . ,Xkj

= xj

)

, (3.1)

where
(

Xk

)

k>0
is the associated process with respect to q.

Proof : Note that if ρ > 1, then q < 1 (Athreya and Ney, 1972) which implies
that Eei

(X1,j lnX1,j) < +∞, meaning that
(

Xk

)

k>0
automatically satisfies (A2).

Thanks to Remark 1.1, we can thus assume without loss of generality that ρ 6 1
and simply consider the limit

lim
n→+∞

Px0

(

Xk1
= x1, . . . ,Xkj

= xj | Xkj+n ∈ S
)

= lim
n→+∞

Px0

(

Xk1
= x1, . . . ,Xkj

= xj

) Pxj
(Xn ∈ S)

Px0

(

Xkj+n ∈ S
) . (3.2)

Let us recall here some of the technical results established for ρ 6 1 in Nakagawa
(1978), essential to our proof. First, for each 0 6 b < c 6 1 and x ∈ N

d,

lim
n→+∞

v · (fn+2 (0)− fn+1 (0))

v · (fn+1 (0)− fn (0))
= ρ, (3.3)

lim
n→+∞

fn (c)
x − fn (b)

x

v · (fn (c)− fn (b))
= x · u, (3.4)

Moreover, for each x,y ∈ N
d \ {0},

lim
n→+∞

1− fn+1 (0)
x

1− fn (0)
x = ρ, (3.5)

Pn (x,y) = (π (y) + εn (x,y))
(

fn+1 (0)
x − fn (0)

x)

, (3.6)
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where limn εn (x,y) = 0 and π is the unique measure (up to multiplicative con-
stants) on N

d \ {0} not identically zero satisfying
∑

y 6=0 π(y)P (y, z) = ρπ(z) for

each z 6= 0. In particular, if ρ < 1, π = (1− ρ)
−1

ν, where ν is the probability
distribution defined by (2.1).

Let us first assume (a1). By (3.6)

Pxj
(Xn ∈ S)

Px0

(

Xkj+n ∈ S
) =

∑

z∈S Pn (xj , z)
∑

z∈S Pn+kj
(x0, z)

=
π (S) + εn (xj)

π (S) + εn+kj
(x0)

fn+1 (0)
xj − fn (0)

xj

fn+kj+1 (0)
x0 − fn+kj

(0)
x0

, (3.7)

where limn εn (x) = limn

∑

z∈S εn (x, z) = 0 since S is finite. On the one hand, we
can deduce from (3.3) and (3.4) that

lim
n→+∞

fn+1 (0)
xj − fn (0)

xj

fn+kj+1 (0)
x0 − fn+kj

(0)
x0

=
1

ρkj

xj · u
x0 · u

.

On the other hand, π being not identically zero, there exists some y0 ∈ N
d \ {0}

such that π (y0) > 0. Since S is accessible, there exists some z0 ∈ S and k ∈ N
∗

such that Pk (y0, z0) > 0, and thus

+∞ > π (S) > π (z0) = ρ−k
∑

y∈Nd\{0}

π (y)Pk (y, z0) > ρ−kπ (y0)Pk (y0, z0) > 0.

From (3.7) we thus deduce that (3.2) leads to (3.1).
Let us now assume (a2). We can similarly deduce from (3.6) that

Pxj
(Xn ∈ S)

Px0
(Xkj+n ∈ S)

=
1− fn (0)

xj − (π (Sc) + εn (xj))
(

fn+1 (0)
xj − fn (0)

xj
)

1− fn+kj
(0)

x0 − (π (Sc) + εn+kj
(x0))(fn+kj+1 (0)

x0 − fn+kj
(0)

x0)
, (3.8)

with 0 6 π (Sc) < +∞ and limn εn (x) = limn

∑

z∈Sc εn (x, z) = 0 since Sc is finite.
Note that (2.4) implies that

lim
n→+∞

1− fn (0)
xj

1− fn+kj
(0)

x0
=

1

ρkj

xj · u
x0 · u

,

which together with (3.5) enables to show that (3.8) tends to ρ−kj
xj ·u
x0·u

as n tends

to infinity, leading again to (3.1).
Let us finally assume (a3). Then we know from Nakagawa (1978, Remark 2) that

π(z) > 0 for each z 6= 0, hence automatically 0 < π (S) = (1− ρ)
−1

ν (S) < +∞.
Moreover, ν admits finite first-order moments (see (2.2)). Hence for any a > 0, by
Markov’s inequality,
∣

∣

∣

∣

∣

∑

z∈S

εn (x, z)

∣

∣

∣

∣

∣

6
∑

z∈S
‖z‖1<a

|εn (x, z)|+
∑

z∈S
‖z‖1>a

∣

∣

∣

∣

Pn (x, z)

fn+1 (0)
x − fn (0)

x − π (z)

∣

∣

∣

∣

6
∑

z∈S
‖z‖1<a

|εn (x, z)|+
1

a

Ex (‖Xn‖1)
fn+1 (0)

x − fn (0)
x +

1

1− ρ

1

a

d
∑

i=1

∂g (1)

∂ri
.
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We recall that by (2.3), limn ρ
−n
(

fn+1 (0)
x − fn (0)

x)

= (1− ρ) γ x · u, while by

(1.1), limn ρ
−n

Ex (‖Xn‖1) =
∑d

i,j=1 xiuivj . Hence the previous inequality ensures

that limn

∑

z∈S εn (x, z) = 0. We can thus write (3.7) even without the finiteness
assumption of S, and prove (3.1) as previously. �

4. The size-biased Yaglom distribution as a double limit

From Subsection 2.2 and Subsection 2.3 we know that in the noncritical case,
assuming (A2) if ρ < 1,

lim
k→+∞

lim
n→+∞

Px0
(Xk = z | Xk+n 6= 0, T < +∞) = lim

k→+∞
Qk (x0, z) = µ (z) ,

lim
n→+∞

lim
k→+∞

Px0
(Xk = z | Xk+n 6= 0, T < +∞) = lim

n→+∞
ν(n) (z) = µ (z) .

We prove here that, under the stronger assumption (A3) if ρ < 1, this limiting
result also holds when k and n simultaneously tend to infinity.

Theorem 4.1. Let (Xk)k>0 be a noncritical multitype GW process satisfying (A1).

If ρ < 1, we assume in addition (A3). Then for all x0 ∈ N
d \ {0} and z ∈ N

d,

lim
n→+∞
k→+∞

Px0
(Xk = z | Xk+n 6= 0, T < +∞) = µ (z) ,

where µ is the size-biased Yaglom distribution of
(

Xk

)

k>0
, the associated process

with respect to q.

Remark 4.2. This implies in particular that for any 0 < t < 1,

lim
k→+∞

Px0

(

X⌊kt⌋ = z | Xk 6= 0, T < +∞
)

= µ (z) .

Remark 4.3. In the critical case, the Q-process is transient and the obtained limit
is degenerate. A suitable normalization in order to obtain a non-degenerate prob-
ability distribution is of the form Xk/k. However, even with this normalization,
the previous result does not hold in the critical case. Indeed, we know for instance
that in the monotype case, a critical process with finite variance σ2 > 0 satisfies
for each z > 0 (Lamperti and Ney, 1968),

lim
k→+∞

lim
n→+∞

P1

(

Xk

k
6 z | Xk+n 6= 0

)

= 1− e−
2z

σ2 ,

lim
n→+∞

lim
k→+∞

P1

(

Xk

k
6 z | Xk+n 6= 0

)

= 1− e−
2z

σ2 − 2z

σ2
e−

2z

σ2 .

Proof : Thanks to Remark 1.1 and to the fact that if ρ > 1, Eei
(X1,jX1,l) < +∞,

we can assume without loss of generality that ρ < 1. For each n, k ∈ N and
r ∈ [0, 1]d,

Ex0

(

rXk1Xk+n=0

)

=
∑

y∈Nd

Px0
(Xk = y) ryPy (Xn = 0) = fk (rfn (0))

x0 ,

which leads to

Ex0

[

rXk | Xk+n 6= 0
]

=
Ex0

(

rXk
)

− Ex0

(

rXk1Xk+n=0

)

1− Px0
(Xk+n = 0)

=
fk (r)

x0 − fk (rfn (0))
x0

1− fk+n (0)
x0

. (4.1)
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By Taylor’s theorem,

fk (r)
x0 − fk (rfn (0))

x0 =

d
∑

i=1

∂fx0

k (r)

∂ri
ri (1− fn,i (0))

−
∑

i,j=1...d

rirj (1− fn,i (0)) (1− fn,j (0))

2

∫ 1

0

(1− t)
∂2fx0

k (r− tr (1− fn (0)))

∂ri∂rj
dt,

(4.2)

with

∂fx0

k (r)

∂ri
=

d
∑

j=1

x0,j
∂fk,j (r)

∂ri
fk (r)

x0−ej . (4.3)

Let us first prove the existence of limk ρ
−k ∂fk,j(r)

∂ri
for each i, j and r ∈ [0, 1]d.

For each k, p ∈ N and a > 0,

∣

∣

∣ρ−k ∂fk,j (r)

∂ri
− ρ−(k+p) ∂fk+p,j (r)

∂ri

∣

∣

∣

6
∑

z∈N
d

‖z‖2<a

zir
z−ei

∣

∣

∣ρ−kPk(ej , z)− ρ−(k+p)Pk+p(ej , z)
∣

∣

∣

+ ρ−k
Eej

(

Xk,i1‖Xk‖2>a

)

+ ρ−(k+p)
Eej

(

Xk+p,i1‖Xk+p‖2>a

)

. (4.4)

By Cauchy-Schwarz and Markov’s inequalities, Eej
(Xk,i1‖Xk 2|>a) 6

1
aEej

(‖Xk‖22).
For each x ∈ N

d, let Cx,k be the matrix (Ex(Xk,iXk,j))16i,j6d. According to Harris
(1963),

Cx,k = (MT )kCx,0M
k +

k
∑

n=1

(MT )k−n

(

d
∑

i=1

Σi
Ex (Xn−1,i)

)

Mk−n. (4.5)

Thanks to (1.1) this implies the existence of some C > 0 such that for all k ∈ N,

ρ−k
Eej

(‖Xk‖22) = ρ−k
∑d

i=1[Cej ,k]ii 6 C, and the two last right terms in (4.4) can

be bounded by 2Ca−1. As for the first right term in (4.4), it is thanks to (2.3) and

(3.6) as small as desired for k large enough. This proves that (ρ−k ∂fk,j(r)
∂ri

)k is a
Cauchy sequence.

Its limit is then necessarily, for each r ∈ [0, 1]d,

lim
k→+∞

ρ−k ∂fk,j (r)

∂ri
= γuj

∂g (r)

∂ri
, (4.6)

where g is defined in Subsection 2. Indeed, since assumption (A3) ensures that (A2)
is satisfied, we can deduce from (2.1) and (2.3) that limk ρ

−k(fk,j(r) − fk,j(0)) =

γujg(r). Hence, using the fact that 0 6 ρ−k ∂fk,j(r)
∂ri

6 ρ−km
(k)
ji , which thanks to

(1.1) is bounded, we obtain by Lebesgue’s dominated convergence theorem that for
each h ∈ R such that r+ hei ∈ [0, 1]d,

γujg(r+ hei)− γujg(r)

= lim
k→+∞

∫ h

0

ρ−k ∂fk,j (r+ tei)

∂ri
dt =

∫ h

0

lim
k→+∞

ρ−k ∂fk,j (r+ tei)

∂ri
dt,

proving (4.6).
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In view of (4.2), let us note that for each r ∈ [0, 1]d, there exists thanks to (1.1)

and (4.5) some C > 0 such that for each k ∈ N, 0 6 ρ−k ∂2fxk (r)
∂ri∂rj

6 ρ−k
Ex[Xk,j(Xk,i−

δij)] 6 C, hence for each k, n ∈ N,

ρ−k

∫ 1

0

(1− t)
∂2fxk (r− tr (1− fn (0)))

∂ri∂rj
dt 6

C

2
.

Together with (2.3) this entails that the last right term in (4.2) satisfies

lim
n→+∞
k→+∞

ρ−(k+n)
∑

i,j=1...d

rirj (1− fn,i (0)) (1− fn,j (0))

2

∫ 1

0

. . . dt = 0.

Moreover, we deduce from (4.3), (4.6) and limn fn(r) = 1 that the first right term
in (4.2) satisfies

lim
n→+∞
k→+∞

ρ−(k+n)
d
∑

i=1

∂fx0

k (r)

∂ri
ri (1− fn,i (0)) = γ2 x0 · u

d
∑

i=1

riui
∂g (r)

∂ri
.

Recalling (4.1) and (2.3), we have thus proven that for each r ∈ [0, 1]d,

lim
n→+∞
k→+∞

Ex0

[

rXk | Xk+n 6= 0
]

= γ
d
∑

i=1

riui
∂g (r)

∂ri
= γ

∑

z∈Nd\{0}

z · u ν (z) rz.

Finally, (2.2) leads to γ
∑d

i=1 ui
∂g(1)
∂ri

= 1, and thus

lim
n→+∞
k→+∞

Ex0

[

rXk | Xk+n 6= 0
]

=

∑

z∈Nd\{0} z · u ν (z) rz
∑

yNd\{0} y · u ν (y)
,

which by (2.5) is a probability generating function. �

5. Conditioning on the total progeny

Let N = (N1, . . . , Nd) denote the total progeny of the process (Xk)k>0, where

for each i = 1 . . . d, Ni =
∑+∞

k=0 Xk,i, and Ni = +∞ if the sum diverges. Our aim is
to study the behavior of (Xk)k>0 conditioned on the event {N = ⌊nw⌋}, as n tends
to infinity, for some specific positive vector w. We recall that in the critical case,
the GW process suitably normalized and conditioned on non-extinction in the same
fashion as in (2.1), converges to a limit law supported by the ray {λv : λ > 0} ⊂ R

d
+.

In this sense, its left eigenvector v describes “typical limiting type proportions”,
as pointed out in Vatutin and Flyăıshmann (2000). As we will see in Lemma 5.3,
conditioning a GW process on a given total progeny size comes down to conditioning
an associated critical process on the same total progeny size. For this reason, the
vector w will be chosen to be the left eigenvector of the associated critical process.
It then appears that, similarly as in the monotype case (Kennedy, 1975), the process
conditioned on an infinite total progeny {N = ⌊nw⌋}, n → ∞, has the structure of
the Q-process of a critical process, and is consequently transient. This is the main
result, stated in Theorem 5.1.

Theorem 5.1. Let (Xk)k>0 be a multitype GW process satisfying (A1). We assume
in addition that

(A4) there exists a > 0 such that the associated process with respect to a is
critical,
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(A5) for each j = 1 . . . d, there exist i = 1 . . . d and k ∈ N
d such that pi (k) > 0

and pi (k+ ej) > 0,
(A6) the associated process with respect to a admits moments of order d+1, and

its covariance matrices are positive-definite.

Then for all x0 ∈ N
d \ {0}, k1 6 . . . 6 kj ∈ N, and x1, . . . ,xj ∈ N

d,

lim
n→+∞

Px0

(

Xk1
= x1, . . . ,Xkj

= xj | N = ⌊nv⌋
)

=
xj · u
x0 · u

Px0

(

Xk1
= x1, . . . ,Xkj

= xj

)

, (5.1)

where
(

Xk

)

k>0
is the associated process with respect to a.

The limiting process defined by (5.1) is thus Markovian with transition proba-
bilities

Q1 (x,y) =
y · u
x · uP 1 (x,y) =

ay

f (a)
x

y · u
x · uP1 (x,y) , x,y ∈ N

d \ {0},

and corresponds to the Q-process associated with the critical process
(

Xk

)

k>0
.

Remark 5.2.

• If d = 1, the conditional event {N = ⌊nv⌋} reduces to {N = n}, as studied
in Kennedy (1975), in which assumptions (A4)–(A6) are also required1.

• If (Xk)k>0 is critical, assumption (A4) is satisfied with a = 1. This assump-

tion is also automatically satisfied if (Xk)k>0 is supercritical. Indeed, as
mentioned in Remark 1.1, the associated process with respect to 0 < q < 1

is subcritical and thus satisfies ρ < 1. The fact that ρ > 1 and the continu-
ity of the Perron’s root as a function of the mean matrix coefficients then
ensures the existence of some q 6 a 6 1 satisfying (A4). Note however
that such an a is not unique.

• For any a > 0, pi and pi share by construction the same support. As a
consequence, (Xk)k>0 satisfies (A5) if and only if

(

Xk

)

k>0
does. Moreover,

a finite covariance matrix Σi is positive-definite if and only if there does
not exist any c ∈ R and x 6= 0 such that x ·X = c Pei

-almost-surely, hence
if and only if x ·X = c Pei

-almost-surely. Consequently, provided it exists,

Σi is positive-definite if and only if Σ
i
is positive-definite as well.

We shall first show in Lemma 5.3 that for any a, the associated process
(

Xk

)

k>0

with respect to a, conditioned on {N = n}, has the same probability distribution
as the original process conditioned on {N = n}, for any n ∈ N

d. It is thus enough
to prove Theorem 5.1 in the critical case, which is done at the end of the article.

It follows from Proposition 1 in Good (1975) or directly from Theorem 1.2 in
Chaumont (2016) that the probability distribution of the total progeny in the mul-
titype case is given for each x0, n ∈ N

d with n > 0, n > x0 by

Px0
(N = n) =

1

n1 . . . nd

∑

k1,...,kd∈N
d

k1+...+kd=n−x0

det





n1e1 − k1

· · ·
nded − kd





d
∏

i=1

p∗ni

i

(

ki
)

. (5.2)

1Since the author’s work, it has been proved in Abraham et al. (2015) that in the critical case
and under (A1), Theorem 5.1 holds true under the minimal assumptions of aperiodicity of the
offspring distribution (implied by (A5)) and the finiteness of its first order moment.
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Lemma 5.3. Let (Xk)k>0 be a multitype GW process. Then, for any a > 0, the

associated process
(

Xk

)

k>0
with respect to a satisfies for any x0 ∈ N

d, k1 6 . . . 6

kj ∈ N, x1, . . . ,xj ∈ N
d and n ∈ N

d,

Px0

(

Xk1
= x1, . . . ,Xkj

= xj | N = n
)

= Px0

(

Xk1
= x1, . . . ,Xkj

= xj | N = n
)

.

Proof : From (1.2) and (5.2) , Pk

(

N = n
)

= an−k

f(a)nPk (N = n). For all n ∈ N,

we denote by Nn =
∑n

k=0 Xk (resp. Nn =
∑n

k=0 Xk) the total progeny up to

generation n of (Xk)k>0 (resp.
(

Xk

)

k>0
). Then

Px0

(

Xkj
= xj ,Nkj

= l
)

=
∑

i1,...,ikj−1∈N
d

i1+...+ikj−1=l−x0−xj

P 1 (x0, i1) . . . P 1(ikj−1,xj)

=
∑

i1,...,ikj−1∈N
d

i1+...+ikj−1=l−x0−xj

ai1P1 (x0, i1)

f (a)
x0

. . .
axjP1(ikj−1,xj)

f (a)
ikj−1

=
al−x0Px0

(

Xkj
= xj ,Nkj

= l
)

f (a)
l−xj

,

and similarly

Px0

(

Xk1
= x1, . . . ,Xkj

= xj ,Nkj
= l
)

=
al−x0Px0

(

Xk1
= x1, . . . ,Xkj

= xj ,Nkj
= l
)

f (a)
l−xj

.

Consequently, thanks to the Markov property,

Px0

(

Xk1
= x1, . . . ,Xkj

= xj | N = n
)

=
∑

l∈N
d

l6n

Px0

(

Xk1
= x1, . . . ,Xkj

= xj ,Nkj
= l
)

Pxj

(

N = n− l+ xj

)

Px0

(

N = n
)

= Px0

(

Xk1
= x1, . . . ,Xkj

= xj | N = n
)

.

�

Thanks to Lemma 5.3, it suffices to prove Theorem 5.1 in the critical case. For
this purpose, we prove the following convergence result for the total progeny of a
critical GW process.

Proposition 5.4. Let (Xk)k>0 be a critical multitype GW process satisfying (A1),

(A5) and (A6). Then there exists C > 0 such that for all x0 ∈ N
d,

lim
n→+∞

n
d
2
+1

Px0
(N = ⌊nv⌋) = Cx0 · u. (5.3)



234 Sophie Pénisson

Proof : From (5.2), for each n > maxi v
−1
i , n > maxi x0,iv

−1
i ,

Px0
(N = ⌊nv⌋) = 1

∏d
i=1 ⌊nvi⌋

E



det





⌊nv1⌋ e1 − S1
⌊nv1⌋

· · ·
⌊nvd⌋ ed − Sd

⌊nvd⌋



1∑
d
i=1

Si

⌊nvi⌋
=⌊nv⌋−x0





=
1

⌊nvd⌋
E









det









e1 − S1
⌊nv1⌋

/ ⌊nv1⌋
· · ·

ed−1 − Sd−1
⌊nvd−1⌋

/ ⌊nvd−1⌋
x0









1∑
d
i=1

Si

⌊nvi⌋
=⌊nv⌋−x0









,

where the family (Si
⌊nvi⌋

)i=1...d is independent and is such that for each i, Si
⌊nvi⌋

denotes the sum of ⌊nvi⌋ independent and identically distributed random variables
with probability distribution pi.

Let us consider the event An =
{
∑d

i=1 S
i
⌊nvi⌋

= ⌊nv⌋ − x0

}

. We define the

covariance matrix Σ =
∑d

i=1 viΣ
i, which since v > 0 is positive-definite under

(A6). Theorem 1.1 in Bentkus (2004) for nonidentically distributed independent

variables ensures that
∑d

i=1(S
i
⌊nvi⌋

− ⌊nvi⌋mi)n− 1
2 converges in distribution as

n → +∞ to the multivariate normal distribution Nd (0,Σ) with density φ. Under
(A5) we have

lim sup
n

n

minj=1...d

∑d
i=1

ni

d

∑

k∈Nd min (pi (k) , pi (k+ ej))
< +∞,

which by Theorem 2.1 in Davis and McDonald (1995) ensures the following local
limit theorem for nonidentically distributed independent variables:

lim
n→∞

sup
k∈Nd

∣

∣

∣

∣

∣

n
d
2 P

(

d
∑

i=1

Si
⌊nvi⌋

= k

)

− φ

(

k−∑d
i=1 ⌊nvi⌋mi

√
n

)∣

∣

∣

∣

∣

= 0. (5.4)

In the critical case, the left eigenvector v satisfies for each j, vj =
∑d

i=1 vimij , hence

0 6 |⌊nvj⌋−
∑d

i=1⌊nvi⌋mij | < max(1,
∑d

i=1 mij) and (5.4) implies in particular that

lim
n→+∞

n
d
2 P (An) = φ (0) =

1

(2π)
d
2 (detΣ)

1
2

. (5.5)

Now, denoting by Sd the symmetric group of order d and by ǫ(σ) the signature
of a permutation σ ∈ Sd, we obtain by Leibniz formula that

⌊nvd⌋Px0
(N = ⌊nv⌋) =

∑

σ∈Sd

ε (σ)x0,σ(d)E

[

d−1
∏

i=1

(

δi,σ(i) −
Si
⌊nvi⌋,σ(i)

⌊nvi⌋
)]

=
∑

I⊂{1,...,d−1}

∑

σ∈Sd

ε (σ)x0,σ(d)E

[

∏

i∈I

(

−
Si
⌊nvi⌋,σ(i)

⌊nvi⌋
+mi,σ(i)

)

1An

]

∏

i/∈I

(δi,σ(i)−mi,σ(i)).

(5.6)
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Let ε > 0. Since on the event An each Si
⌊nvi⌋,j

/ ⌊nvi⌋ is bounded, there exists some

constant A > 0 such that for each i, j = 1 . . . d,

E

(∣

∣

∣

∣

∣

Si
⌊nvi⌋,j

⌊nvi⌋
−mi,j

∣

∣

∣

∣

∣

1An

)

6 εP (An) +
A

εd+1
E





∣

∣

∣

∣

∣

Si
⌊nvi⌋,j

⌊nvi⌋
−mi,j

∣

∣

∣

∣

∣

d+1




6 εP (An) +
AB

εd+1 ⌊nvi⌋
d+1

2

E

(

∣

∣Si
1,j −mi,j

∣

∣

d+1
)

,

for some constant B > 0. The second inequality on the d + 1-th central moment
can be found for instance in Dharmadhikari and Jogdeo (1969), Theorem 2. From
(5.5) it thus appears that for each non-empty subset I ⊂ {1, . . . , d− 1},

lim
n→+∞

n
d
2

∑

σ∈Sd

ε (σ)x0,σ(d)E

[

∏

i∈I

(

−
Si
⌊nvi⌋,σ(i)

⌊nvi⌋
+mi,σ(i)

)

1An

]

∏

i/∈I

(

δi,σ(i) −mi,σ(i)

)

= 0.

Consequently, considering the remaining term in (5.6) corresponding to I = ∅, we
obtain that

lim
n→+∞

n
d
2
+1

Px0
(N = ⌊nv⌋)

= lim
n→+∞

n
d
2 P (An)

1

vd

∑

σ∈Sd

ε (σ)x0,σ(d)

d−1
∏

i=1

(

δi,σ(i) −mi,σ(i)

)

=
1

vd (2π)
d
2 (detΣ)

1
2

det









e1 −m1

· · ·
ed−1 −md−1

x0









=
x0 ·D

vd (2π)
d
2 (detΣ)

1
2

,

where D = (D1, . . . , Dd) is such that Di is the (d, i)-th cofactor of the matrix I−M.
The criticality of (Xk)k>0 implies that det (I−M) = (ed−md) ·D = 0. Moreover,

for each j = 1 . . . d− 1, (ej −mj) ·D corresponds to the determinant of I−M in
which the d-th row has been replaced by the j-th row, and is consequently null. We
have thus proven that for each j = 1 . . . d, (ej −mj) ·D = 0, or equivalently that
∑d

i=1 mjiDi = Dj . Hence D is a right eigenvector of M for the Perron’s root 1,
which implies the existence of some nonnull constant c such that D = cu, leading
to the desired result. �

Proof of Theorem 5.1 Let us assume that (Xk)k>0 is critical and satisfies (A1),

(A5) and (A6). Let x0 ∈ N
d, k1 6 . . . 6 kj ∈ N, and x1, . . . ,xj ∈ N

d and let us
show that

lim
n→+∞

Px0

(

Xk1
= x1, . . . ,Xkj

= xj | N = ⌊nv⌋
)

=
xj · u
x0 · u

Px0

(

Xk1
= x1, . . . ,Xkj

= xj

)

. (5.7)
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Let 3
4 < ε < 1. The Markov property entails that

Px0

(

Xk1
= x1, . . . ,Xkj

= xj | N = ⌊nv⌋
)

=
∑

l∈N
d

l<⌊nεv⌋

Px0

(

Xk1
= x1, . . . ,Xkj

= xj ,Nkj
= l
) Pxj

(N = ⌊nv⌋ − l+ xj)

Px0
(N = ⌊nv⌋)

+
∑

l∈N
d

⌊nεv⌋6l6⌊nv⌋

Px0

(

Xk1
= x1, . . . ,Xkj

= xj ,Nkj
= l
) Pxj

(N = ⌊nv⌋ − l+ xj)

Px0
(N = ⌊nv⌋) .

(5.8)

Note that (5.4) ensures that

lim
n

n
d
2 P

(

d
∑

i=1

Si
⌊nvi⌋−li+xj,i

= ⌊nv⌋ − l

)

=
1

(2π)
d
2 (detΣ)

1
2

,

uniformly in l < ⌊nεv⌋, and that the proof of Proposition 5.4 can be used to show
that

lim
n→+∞

n
d
2
+1

Pxj
(N = ⌊nv⌋ − l+ xj) =

Cxj · u
vd (2π)

d
2 (detΣ)

1
2

,

uniformly in l < ⌊nεv⌋. Together with Proposition 5.4, this shows that the first
sum in (5.8) converges to

xj · u
x0 · u

∑

l∈Nd

Px0

(

Xk1
= x1, . . . ,Xkj

= xj ,Nkj
= l
)

=
xj · u
x0 · u

Px0

(

Xk1
= x1, . . . ,Xkj

= xj

)

(5.9)

as n → +∞. The second sum in (5.8) can be bounded by

Pxj

(

Nkj
> ⌊nεv⌋

)

Px0
(N = ⌊nv⌋) 6

Pxj

(

‖Nkj
‖d+1
1 > n(d+1)ε‖v‖d+1

1

)

Px0
(N = ⌊nv⌋)

6
Exj

(

‖Nkj
‖d+1
1

)

‖v‖d+1
1 n(d+1)εPx0

(N = ⌊nv⌋)
.

Thanks to (A5), the moments of order d + 1 of the finite sum Nkj
are finite, and

since (d + 1)ε > d
2 + 1, the right term of the last inequality converges to 0 as

n → +∞ thanks to Proposition 5.4. This together with (5.9) in (5.8) finally proves
(5.7).
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