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Abstract
In job-shop manufacturing systems, an efficient production schedule acts to reduce
unnecessary costs and better manage resources. For the same purposes, modern man-
ufacturing cells, in compliance with industry 4.0 concepts, use material handling
systems in order to allow more control on the transport tasks. In this paper, a job-shop
scheduling problem in vehicle based manufacturing facility that is mainly related to
job assignment to resources is addressed. The considered job-shop production cell has
two types of resources: processing resources that accomplish fabrication tasks for spe-
cific products, and transporting resources that assure parts’ transport to the processing
area. A Variable Neighborhood Search algorithm is used to schedule product manu-
facturing and handling tasks in the aim to minimize the maximum completion time
of a job set and an improved lower bound with new calculation method is presented.
Experimental tests are conducted to evaluate the efficiency of the proposed approach.

Keywords Job-shop scheduling · Transport constraints · Variable neighborhood
search

1 Introduction

Modern manufacturing facilities that comply with Industry 4.0 use flexible resources
to ensure more control on their production lines. This allows production workshops to
respond quickly andwith aminimum investment to an unexpected growing of activities
or compensating resources failures. In this field, flexibilization of the transport system
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inside the manufacturing cell is a key element to design a more adaptive production
schedule.

Technologies enable plants owners to easily reconfigure their process and set new
objectives through flexible Material Handling System (MHS). Automated Guided
Vehicles (AGV) are commonly chosen by manufacturers to implement truly flexible
MHS [1]. They are used for transport and storage functions and can be managed to
deal with other manufacturing task schedules to meet desired production objectives
initially outlined. In compliance with this goal, an effective task scheduler needs to
reorder the realization of a set of operations while considering allocation constraints
to the required resources (transport resources, manufacturing resources,…) in the aim
to optimize objectives values.

The organization of the transport system has an impact on the performance of the
manufacturing task schedules [2], which has fostered us to consider it in our study.
More precisely, in this paper, we consider the scheduling problem in job shop systems
with transport vehicles. Like standard scheduling problem, it consists of assigning
set of tasks (i.e. production and transport tasks) to a set of resources (i.e. processing
machines, transport vehicles), while minimizing the maximum completion time of a
production order (i.e. makespan), and taking into account the related constraints (i.e.
production and transport constraints).

To solve this problem,we use theVariable neighborhood Search (VNS)metaheuris-
tic to rearrange different task scheduling (i.e. transport and processing tasks). This
metaheuristic incorporates asynchronous local search routines that operate together to
find the better resources task allocation while keeping the makespan minimized.

Our paper is organized as follows: in the next section, we start by addressing a
state of the art of the VNS based Job-shop studies and we position our contribution in
this context. Then we present the proposed approach, describe the developed model
and list related algorithms. Section 4 is dedicated to detail experiments and Sect.
5 reports numerical results which are later discussed in Sect. 6. Finally, Section 7
draws a conclusion from the obtained results and highlights our perspectives for future
research.

2 Literature and related works

The Job-shopSchedulingProblem (JSP) is an optimization problem inwhich resources
are allocated to perform a predetermined collection of tasks. A great deal of effort was
invested for developing methods in this field. Several papers have been published to
enumerate those studies in a comparative way in order to highlight their pros and
cons for future works [3]. Approximate approaches family regroups the wide range of
methods and contributions due to the continuous development of computer technology
and intelligent algorithms [4,5]. It encompasses a large number of subfamilies from
which Metaheuristics presents the most used approaches [6]. VNS belongs to this
family and despite that, still remains insufficiently explored in the context of JSP [7].

VNS was firstly introduced by N. Mladenovic and P. Hansen in 1997, their motiva-
tion comes from the fact that the majority of metaheuristics have developed complex
solutions to avoid being trapped by the first local optimum which make the effec-
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tiveness check process of the solutions provided by those approaches very difficult
[8]. The solution they proposed was very simple: jump to a different neighborhood
from the current one, use a local search routine to find out a better solution within
this new neighborhood and repeat this process until reaching the stopping condition
(fixed number of neighborhoods, maximum running time, maximum loops within a
local search, …).

To the best of our knowledge, the first implementation of VNS for solving JSP was
introduced in 2006 by Mehmet Sevkli and M. Emin Aydin in [9]. In their study, they
found that the main bottleneck of VNS was in the pairing strategy between the shake
and local search functions so they propose a novel implementation of VNS in which
they substitute the shake routine by a combination of insert and exchange heuristics
and the local search process by a sequential application of the same heuristics within
a loop. Afterward in 2009, Roshanaei et al. propose a new VNS implementation,
to minimize makespan on job shop scheduling with set-up times, based on different
local search technique. They used a systematic switch between three insertion based
neighborhood search structures to overpass the notorious myopic behavior of the
traditional VNS local search [10]. Karimi et al. in 2012 also focused on enhancing
the local search routine in VNS for the flexible job shop scheduling problem, they
incorporated in [11] a knowledge base module to guide the VNS local search process
by extracting solutions and feed them back to the algorithm. More recently, authors in
[12] treated the machine assignment to operations problem in a flexible JSP through
a hybrid approach that combines Genetic Algorithm (GA) for global search process
and Variable Neighborhood Descendant (VND) for local exploration. This technique
allows at once the enhancement of the local search ability through a systematic change
of neighborhood structures within the local search process, and encompasses both
intensification and diversification. Reference [13] used also VND to enhance the
local search ability; and the Differential based Harmony Search algorithm (DHS)
for global enhancement, to accelerate the convergence speed, while maintaining the
diversity of the explored population. They proved, through an extended series of tests,
that their JSP optimization approach outperforms other proposed models in the same
field.

Adding the transport constraints to the classical JSP makes the resulting problem
a combination of two NP-hard sub-problems [14], therefore, few papers that combine
both sub-problems can be found in the literature compared to those that deal with each
problem separately. Knust and Hurink studied JSP with transportation times and a sin-
gle robot in [15] and [16]. They considered the transportation resource as an additional
special machine that has a sequence-dependent setup times representing robot empty
moves to carry job from different machines. They used a disjunctive graph to model
the final problem. In addition to the work of [17], a benchmark for JSP scheduling
problem with a single transporting robot was proposed [18]. Bilge and Ulusoy in [19]
proposed a benchmark with two robots, four different layouts with an additional load-
ing/unloading station and ten job sets examples. They studied the interaction between
machine scheduling and MHS that is not allowed to return to the loading/unloading
station after each transportation job. Both benchmarks consider conflict-free unidirec-
tional manufacturing layouts with predetermined shortest paths routing problem and
are widely used in the literature. Authors in [20] proposed a mathematical model to
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schedule one vehicle basedmanufacturing facility withmakespanminimization objec-
tive. They took into account additional parameters like the number of allowed jobs in
the system and input/output buffer capacities. Their model’s behavior was validated
using a modified version of Bilge and Ulusoy benchmark. A. Ham proposed in [21]
two constraint-programming (CP) approaches to modelise simultaneous scheduling
of machine and transfer-robots in JSP. He provided tests on [19] and a large-scale JSP
benchmark instances and proved that the proposed exact model converges to optimal
values in record time (less than one second in most of the cases). References [22]
and [23] treated a JSP with blocking constraints in a multiple AGV based MHS. Both
contributions considered a job shop cell with an additional loading/unloading station,
and provided a local search based approach to optimize the final schedule solution.
Other papers in the literature used local search based metaheuristics for makespan
optimization: researchers in [24] proposed an iterated local search, simulated anneal-
ing and an hybridization of both to deal with AGV and machine scheduling in JSP.
They used [19] benchmark to provide both enhanced makespan results and new find-
ings on minimizing the exit time of the last job from the system. In [25], a GA with
tabu search procedure is implemented with an extended series of tests on both [15] and
[19] benchmarks and L. Deroussi in [26] highlighted the non significant difference
between a stochastic and a deterministic local search when combined with particle
swarm optimization (PSO). Later on, authors in [27] introduced a local neighborhood
search algorithm (LNSA) to minimize the makespan in JSP with different possible
locations for processing machines, and researchers in [28] considered also control-
lable machine locations along with variable transport times in JSP and introduced four
local search based metaheuristics to deal with facility energy cost and the job tardiness
penalty optimization problem. Both last studies provided tests on small and large scale
instances to validate the efficiency of proposed models.

Our contribution in this paper consists of adapting VNS for the first time to the
JSP with transport constraints by proposing a novel implementation way using asyn-
chronous local search routines. A new computing method is also proposed to improve
the lower bounds calculation with an extended series of tests to demonstrate the effi-
ciency and the value that would complement the existing literature on the topic.

3 The proposedmodel and solving approach

In this section, the treated problem is detailed with the associated notations, its mathe-
matical programmingmodel is formulated and the representation and solving approach
are addressed.

3.1 Problem description

The studied scheduling problem is a JSP that takes in consideration transport duration
between machines. The considered production process can be represented as follows
: a set of independent jobs j ∈ J , |J | = n, each consists of an ordered list of tasks
i ∈ Oj , |Oj | = s j that have to be processed separately; every one on a specific
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uni-task machine m ∈ M . The task i j (i.e. the task i of job j) has to be performed
on its associated machine m without preemption during a defined duration ti jm . The
notation o(i, j,m) expresses that the task i j is performed on the machine m (for
example o(0, 1, 3) states that the task ‘01’ is performed on machine ‘3’). We assume
that the number of tasks s j can differ from a job to another and that the number of
machines is limited.

During its manufacturing process, a job j has to move from a machine to another
to perform its next task in Oj . This is assured by a single uni-charge vehicle k from
the available transport fleet set A. k can start transporting a combination o(i, j,m)

only when its previous combination o(i − 1, j,m′) is achieved. Thus, we consider m′
as the call node of a task o(i, j,m).

The transport fleet A has a limited number of uni-charge vehicles which are
typically AGV or forklifts in a MHS. The transportation process starts from the load-
ing/unloading station R at time t = 0; the time in which all jobs and vehicles are
considered available in that station R.

Themoving processmanaged by a vehicle k to allow a job j to perform its task i with
o(i, j,m) is called : the transportation job p(k, i, j). It is composed of two sequential
transportation tasks (see Fig. 1): p(k, i, j, 0)where the vehicle k ismoving empty from
its current positionm′′ to the call nodem′ with o(i−1, j,m′), and p(k, i, j, 1) inwhich
the vehicle k moves the job j to its next processing machine m. This means that there
are precedence constraints between p(k, i, j, 0) and p(k, i, j, 1), o(i − 1, j,m′) and
p(k, i, j, 1), and between p(k, i, j, 1) and o(i, j,m) (i.e. periods of timeΔt ,Δt ′ and
Δt ′′ in Fig. 1 that separate between tasks durations should be ≥ 0). Also, we suppose
that machines have unlimited waiting lines for products and sufficient attached area
to allow vehicle waiting for next transport call.

3.2 Mathematical programming formulation

The mathematical programming formulation of the treated problem is a time interval
based representation. The proposedmixed integer linear program (MILP) is composed
of three parts’ constraints : JSP, transport and relationship between both. However, we
assume that the behavior is ideal for the best execution characteristics (i.e. no machine
or vehicle breakdowns, no vehicle conflicts).

In the following, our MILP’s sets, parameters, and decision variables are first pre-
sented, then constraints of each part are detailed separately :
Sets

Fig. 1 Processing and transport jobs timelines
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J set of jobs.
Oj set of tasks that belong to the job j .
M set of machines.
A set of transport vehicles.
P set of transport jobs (or p(k, i, j) in the last paragraph).

Parameters

R loading/unloading station.
ei jm a binary parameter that equals 1 if the task i j can be performed on machine
m, 0 otherwise.
ti jm processing time of the task i j on the machine m.

t tmm′ transporting time from the node m to the node m′ : a node is either a
machine ∈ M or the loading/unloading station R.
N a big number.

Decision variables

ai jm an integer variable that represents the starting time of the task i j on the
machine m.
cpk an integer variable that represents the starting time of the transportation job p
using the vehicle k.
dpk an integer variable that represents the ending time of the transportation job p
using the vehicle k.
gi ji ′ j ′m a binary variable that equals 1 if the task i j precedes the task i ′ j ′ on the
machine m, 0 otherwise.
h pk
i j a binary variable that equals 1 if the transportation job p of the vehicle k is

carrying the task i j , 0 otherwise.
Cmax an integer variable that represents time required to achieve a list of jobs.

3.2.1 JSP constraints

The first part of this mathematical programming model describes the JSP formulation
in a similar way to the formulation proposed in [29]. However, as the considered JSP
in this paper is not flexible, processing tasks allocation to machines is avoided (i.e. in
this paper, each task is processed on one and only one machine).

Task time interval constraints Processing tasks on machines are presented by the
starting time and the task duration parameter.

ai jm + ti jm ≤ ei jm × N ; ∀ j ∈ J , ∀i ∈ Oj, ∀m ∈ M (1)

Precedence constraintsThis constraint ensures the sequence inside a job. Each start-
ing time of a processing task should consider ending time of its previous task.

∑

m∈M
ai jm ≥

∑

m∈M
(ai−1 jm + ti−1 jm ); ∀ j ∈ J , ∀i ∈ O j , i > 0 (2)

Disjunctive constraintsA processing task is performed by only one machine, for
two different tasks that are affected to the same machine one should precede the other
(i.e. the second should start after the first ends), and a task can not precede its self.
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∑

m∈M
ei jm = 1; ∀ j ∈ J ,∀i ∈ Oj (3)

gi ji ′ j ′m + gi
′ j ′
i jm ≤ 1; ∀ j, j ′ ∈ J , j �= j ′,∀i ∈ Oj ,∀i ′ ∈ Oj ′,∀m ∈ M (4)

ei jm × ei ′ j ′m = gi ji ′ j ′m + gi
′ j ′
i jm; ∀ j, j ′ ∈ J , j �= j ′,∀i ∈ Oj ,∀i ′ ∈ Oj ′,∀m ∈ M

(5)

ai ′ j ′m ≥ ai jm + ti jm − (1 − gi ji ′ j ′m)

×N ; ∀ j, j ′ ∈ J , j �= j ′,∀i ∈ Oj ,∀i ′ ∈ Oj ′,∀m ∈ M (6)

gi ji jm = 0; ∀i ∈ Oj ,∀ j ∈ J ,∀m ∈ M (7)

Makespan calculationCmax (or makespan) refers to the time at which the last task of
the last job ends. Note that s j − 1 corresponds to the index of the last task of the job
j (by taking in consideration that tasks’ indexation starts from 0 for all jobs).

Cmax × es j−1 jm ≥ as j−1 jm + ts j−1 jm; ∀ j ∈ J , s j = |Oj |,∀m ∈ M (8)

3.2.2 Transport constraints

The second part of our MILP describes the transport schedule formulation.
Transport job time interval constraintsFor all vehicles, the first transport job must

start at time t = 0 and a transport job ending timemust be greater than its starting time.
For general case, it ends after performing a move to the call node and transporting the
job to its next station. In case when the processing job is transported for the first time
(i.e. it is the first task of the job j), the call node is the station R. Finally, the moving
to the call node may be omitted if both the transport vehicle k and the job j operate
for the first time (as both will be located at the station R).

c0k = 0; ∀k ∈ A (9)

dpk ≥ cpk; ∀k ∈ A,∀p ∈ P (10)

dpk ≥ cpk + t tm′m + t tmm′′ − (2 − h pk
i j × ei−1 jm × ei jm′′ − h p−1k

i ′ j ′ × ei ′ j ′m′);
∀p ∈ P, p > 0,∀k ∈ A,∀m,m′,m′′ ∈ M,∀ j, j ′ ∈ J ,∀i ∈ Oj , i > 0,∀i ′ ∈ Oj ′

(11)

dpk ≥ cpk + t tm′R + t t Rm − (2 − h pk
0 j × e0 jm − h p−1k

i ′ j ′ × ei ′ j ′m′);
∀ j, j ′ ∈ J ,∀m,m′ ∈ M,∀i ′ ∈ Oj ′,∀p ∈ P, p > 0,∀k ∈ A (12)

d0k ≥ t t Rm − (1 − ×h0k0 j × e0 jm) × N ; ∀ j ∈ J ,∀m ∈ M, ∀k ∈ A (13)

Transport disjunctive constraintsThese constraints ensure that a product job task must
be transported by only one vehicle, a transport job concerns at most one processing
task, and a vehicle k can perform only one transport job at once.
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∑

p∈P,k∈A

h pk
i j = 1; ∀ j ∈ J ,∀i ∈ Oj (14)

∑

j∈J ,i∈Oj

h pk
i j ≤ 1; ∀p ∈ P, k ∈ A (15)

cpk ≥ dp−1k; ∀p ∈ P, p > 0, ∀k ∈ A (16)

Transport jobs ordering constraintsThese constraints ensure that a vehicle can’t per-
form anymove if it is not affected to a transport task, and place the unassigned transport
jobs (i.e. those having

∑
j∈J ,i∈Oj

h pk
i j = 0) at the end of the transport assignment list.

This allows to constraints (11) and (12) to successfully retrieve previous position of a
vehicle k for a transport job p by simply querying the previous transport job p−1 and
also prevent vehicles from performing additional moves to ameliorate their position
for next transport calls. Note that these constraints are logical and are automatically
transformed into equivalent linear formulations when they are extracted by the IBM
ILOG CPLEX Solver [30].

∑

j∈J ,i∈Oj

h pk
i j ≤ 0 	⇒ dpk = cpk; ∀p ∈ P, k ∈ A (17)

∑

j∈J ,i∈Oj

h pk
i j ≤ 0 	⇒

∑

p′∈P, j ′∈J ,i ′∈Oj ′
h p′k
i ′ j ′ ≤0; ∀p∈ P, p′ > p, k∈ A (18)

3.2.3 JSP and transport relationship constraints

These constraints ensure the precedence between both processing task and its transport
job: a task i j starts after its transportation finishes, and a vehicle k can carry a task i j
only after its previous task i − 1 j ends.

ai jm ≥ dpk + (h pk
i j × ei jm − 1) × N ; ∀ j ∈ J ,∀i ∈ Oj ,∀m ∈ M,∀p ∈ P,∀k ∈ A

(19)

dpk ≥ ai−1 jm + ti−1 jm + t tmm′ + (h pk
i j × ei−1 jm × ei jm′ − 1) × N ;

∀ j ∈ J ,∀i ∈ Oj , i > 0,∀m,m′ ∈ M,∀p ∈ P,∀k ∈ A (20)

The objective is to generate an optimal scheduling for both machine and transport
jobs that minimizes the maximum completion time (makespan) of a given set of jobs.
This implies finding simultaneously the optimal allocation time for both o(i, j,m)

and p(k, i, j) combinations (or Machine-vehicle Schedule).

Minimize Cmax

As we employ a metaheuristic to reach this goal, the basic and key feature of
these methods is that they work on coding space [31]. Hence, using an encoding
technique that handles our problem constraints and avoids infeasible solutions is the
key element for an efficient approach. In the next section, we describe the technique
used to represent the Machine-vehicle Schedule in VNS.
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Fig. 2 The used schedule representation in VNS

3.3 Schedule representation

To consider the transportation stage along with an existing classical JSP, a two-string
based representation has been applied where processing tasks allocation to machines
is scheduled in the first string (JSP-string) and transport vehicles are affected to those
tasks in the second (transport string).

In the first part, the system receives an entry list of n integers representing the
requested jobs, thus, the list ‘012’ refers to three jobs of type ‘0’, ‘1’ and ‘2’ respectively
(see Fig. 2a). From this entry, a JSP-string is generated by repeating each job from the
list according to the size of its tasks set (i.e. if the job ‘1’ has four tasks, the character
‘1’ will be repeated four times in the JSP-string). Hence, each element from the new
string takes the name from its parent job and is interpreted according to its appearance
order in that string (i.e. the first ‘1’ in JSP-string corresponds to the first task of the
job ‘1’, the second ‘1’ is referring to the second task of the job ‘1’ and vice versa) (see
the example in Fig. 2b where Oi j is the task i of the job j). This is called : operation
(or task) based representation, as detailed in [31]. Using this representation, infeasible
solutions for our schedule have been avoided and thus, an additional cleaning step in
our metaheuristic has been omitted [32].

The second part is the representation needed to append the vehicle allocation to the
JSP schedule tasks. The simplest way has been utilized by reproducing the same JSP-
string from previous step, and substituting tasks numbers by vehicle ids to generate the
transport-string. Thus, the combination of the two strings will represent both assign-
ment ordering of job operations to machines and assignment of transport vehicles to
those operations (i.e. the job task in the position q of the JSP-string will be transported
by the vehicle id in the same position q in the transport string) (see Fig. 2c). Transport
string elements are integers between 0 (for the first vehicle) and length(A) − 1. In
line with our JSP-string, no infeasible transport-string could be generated using the
suggested representation.

Still for our example, using the notation of the Sect. 3.1, the transportation plan of
Fig. 2c is described as follows: p(0,0,0), p(1,0,1), p(0,1,0), p(0,1,1), p(1,2,1), p(1,0,2),
p(1,3,1), p(0,1,2), p(1,2,0).
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3.4 The proposed approach

VNS is based on neighborhood change, and acts both vertically to look for the local
optimum through the local search and horizontally to escape the current valley for a
new local optima [8].

Using the schedule representation presented in previous section, strings represent-
ing a particular JSP will have the same letter enumeration (i.e. only the order of letters
can change from a JSP string to another). For example, all possible strings for the
JSP of Fig. 2b will have three ‘0’, four ‘1’ and two ‘2’, while, strings of the transport
schedule can have different letter enumeration and thus a larger number of possible
solutions. Hence, we choose to consider horizontal exploration only for the transport
schedule and incorporate local searches for both transport and JSP neighborhoods in
the same parallel vertical exploration.

3.4.1 Comparison with previous parallel VNS approaches

To gain in performances in terms of computational time and solution quality effi-
ciency, the parallel implementation of VNS metaheuristic has been advantaged [33].
According to Crainic et al. 2004 in [34], a parallel metaheuristic implementation can
be realized through three main manners :

• Low-level parallelism in which parts of the code are dispatched between a set of
process, according to themaster-slave computingmodel, tominimize the execution
time [35,36].

• Domain decompositionwhere the solution space is divided into multiple areas that
are later on dispatched between a set of parallel processors.

• Multiple search characterized by exploring the solution space using multiple con-
current processes that may inter-communicate depending on the chosen strategy.

Based on this classification, Table 1 has been constructed to list featured charac-
teristics of the main parallel VNS implementations, and point out the differences with
our proposed implementation.

García-López et al. 2002 in [37] proposed the Synchronous Parallel VNS (SPVNS)
to parallelize VNS local search routines, the most consuming time part. SPVNS is
based on domain decomposition, independent parallel local search processes with
common initial solution and shaking step. The Replicated Parallel VNS (RPVNS)
differs from SPVNS in the fact that all searching processes explore simultaneously
the same solution space with different initial solutions and shaking phases, while
the Replicated Shaking VNS (RSVNS) allows concurrent processors to cooperate, by
exchangingbest found solutions, to quickly enhance results quality.AllRSVNS,Coop-
erative Neighborhood VNS (CVNS) by Crainic et al. 2004 in [34], Unidirectional-ring
and Mesh topology proposed by Sevkli et al. 2007 in [33] have the same character-
istics but differ in the application of the cooperative mode as described in [38]. The
proposed asynchronous VNS is a cooperative parallel VNS implementation, but it is
quite similar to the SPVNS. In fact, the domain decomposition feature allows each
of the two local search routines to isolate its own exploring area, while the coopera-
tion mechanism initiates several searches that asynchronously exchange information
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Fig. 3 The proposed VNS model behavior

about the best solution and thus accelerate the exploration process. The details of this
implementation are described in the next section.

3.4.2 The description of the proposed approach

Our model’s behavior is described via Petri net graph in Fig. 3. As VNS results
depend very little on the chosen rule to generate initial solution [39], we use for our
metaheuristic input a randomly generated strings for both JSP and transport schedules
(it has been highlighted in the previous section that the used schedule representation
generates always feasible solutions). A random JSP string is generated from the jobs
list in compliance with the representation described in the previous section. It is used
as a root for the JSP schedule neighborhood and to generate randomly a same length
first transport schedule string as described in the second part of Sect. 3.3. This last is
used to generate the first transport neighborhood. A local search is then initiated to
explore the solution set for a better makespan.

The novelty of our approach within VNS is the use of two asynchronous local
search stages; one for each scheduling sub problems: a transport schedule local search
is started within the current transport neighborhood, then, a second local search is
used on JSP neighborhood to find the JSP-string that gives the best Cmax with the
current transport string; while keeping the JSP local search process available for next
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Fig. 4 Both transport and JSP neighborhood structures

transport strings. We repeat the same with all elements from the current transport
neighborhood until the local search stop condition is met or a better JSP-transport
combination is found. Thereafter, the whole process is repeated with a new transport
neighborhood until reaching the stop condition. Note that since the initial solution is
chosen at random, we are using the first improvement technique for both local searches
as recommended in [40]. The details of our VNS main functions are described in the
next section.

3.5 The proposedVNS implementation

Let a feasible solution T composed of two strings TJ SP and Ttransport for each sub
problem. T is used as an initial solution for the VNS iteration process. It represents
a randomly generated solution if it is the first run, or the best-found solution from
previous steps.

When it is not the first run, the shake function, described in Algorithm 1, uses
Ttransport as an input to generate a new string T ′

transport serving as root (or seed)
for the next local search phase. Later on, two asynchronous routines JSPLocalSearch
(Algorithm 2) and TransportLocalSearch (Algorithm 3) are initialized to perform the
local search process on both JSP and transport neighborhoods respectively.

Algorithm 1: The shake function
1 function shake(x)
Input : A transport schedule string
Output : A new random transport schedule string

2 choose random different indexes c1, c2 ≤ length(x) where c1 < c2
3 for i : c1 . . . c2 do
4 x[i] ← random AGV id
5 end
6 return x

A transport neighborhood Ntransport is defined by all random exchanges between
two random elements from the input transport string, while a JSP neighborhood
NJSP by all random block reverses of length l as described in Fig. 4 with 2 ≤ l ≤
length(TJ SP).

The TransportLocalSearch function starts exploring the transport neighborhood
Ntransport (T ′

transport ) (or Ntransport (Ttransport ) if it is the first run) where T ′
transport
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Algorithm 2: The local search function for JSP schedule
1 function JSPLocalSearch (x,Cmax )

Input : A transport schedule x and the best found Cmax value
Output : The best JSP schedule y found for the input transport schedule x

2 noImprovementCount ← 0
3 y ← randomJ SPString()
4 repeat
5 if cost(x, y) < Cmax then
6 return y
7 else
8 noImprovementCount++
9 y ← select the next string f rom the current J SP neighborhood

10 end
11 until noImprovementCount > maxNoLocal Improvements;
12 return y

Algorithm 3: The local search function for transport schedule
1 function TransportLocalSearch (x,Cmax )

Input : Current transport neighborhood root element x and the best Cmax
Output : The best found combination x, y and its Cmax value

2 noImprovementCount ← 0
3 repeat
4 y ← J SPLocalSearch(x,Cmax )

5 if cost(x, y) < Cmax then
6 return x, y, cost(x, y)
7 else
8 noImprovementCount++
9 x ← select the next string f rom the current transport neighborhood

10 end
11 until noImprovementCount > maxNoLocal Improvements;
12 return x, y,Cmax

is the solution generated in the shake phase. At each iteration, the JSPLocalSearch
function is called to select the JSP-string within NJSP (TJ SP ) neighborhood that gives
a better Cmax value for the current transport string (Cmax calculation is performed
through the function cost(Ttransport , TJ SP ) function).

Both implemented local search routines perform asynchronously and are first-
improvement-based in which the local search process is interrupted once the first
progress of the last known best solution is detected. In VNS, this choice depends on
the mechanism used to generate the initial solution as recommended by Hansen et al
in [41].

If no better solution is found within maxNoLocalImprovements loops, the local
search process is stopped and the best combination is saved in the upper level. After-
wards, the whole process restarts over the shake function until reaching the stop
condition. VNS stops generating new transport neighborhoods if no better solution
is found within maxNoGlobalImprovements loops parameter.
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4 Experimentation

To validate our approach, series of tests have been led on widely used benchmark
instances in JSP with transport constraints domain. Also, a sequential implementation
of our model has been tested to highlight the potential benefit of the proposed model.

4.1 Instance description

We use the benchmark of Bilge and Ulusoy 1995 presented in [19] which is a common
reference for job-shop scheduling with transport constraints. It considers collision
free unidirectional routes manufacturing facility with 4 different topology layouts, 2
identical transport robots, 4 processing machines and one loading/unloading station
with the following assumptions:

• Loading and unloading times are included in the travel duration,
• Travel durations are constant either traveling empty or loaded,
• Robots are unicharge vehicles,
• The considered makespan is the completion time of the last job on the machine
(not the exit time of the last job in the L/U station).

According to [19], themajor parameter that influencing the interaction of the vehicle
and machine scheduling is the relative magnitude of the processing time ( p̄i ) with
respect to the travel times ( ¯ti j ), therefore, Bilge and Ulusoy 1995 design problem
instances at two different levels of the ¯ti j/ p̄i ratio :
1. First problem group in which ¯ti j/ p̄i > 0.25 representing instances using a data

set the real with distance/processing times defined in the appendix of [19],
2. Second problem group in which ¯ti j/ p̄i < 0.25 representing instances using the

same data set but with halved travel times and doubled or tripled processing times
for instances according to 0 or 1 digit at last instance name respectively.

Instances nomination code uses EX (abbreviation of EXample) followed by job set
and layout digits. An additional 0 or 1 digit for the second problem group implies that
travel times are halved and processing times are doubled or tripled respectively. For
example: EX610 represents instance using the job set 6 with layout 1. The additional 0
digit at the end implies that travel times are halved, and processing times are doubled
compared to those used in EX61.

4.2 VNS tuning

To tune parameters of the proposed VNS, experiments are conducted on both problem
groups described in previous section. Tuned instances are selected randomly from the
82 available problems, to investigate three VNS parameters:

1. Maximum authorized neighborhood change without improvement.
2. Maximum authorized transport local-search loops without improvements.
3. Maximum authorized JSP local-search loops without improvements.
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We found that increasing the maximum authorized loops without improvement for
the JSP local-search routine has not a great impact on the quality of VNS results.
Contrarily, we obtained better results by increasing transport local search loops. This
may be due to the large number of possible transport strings comparing to JSP strings.
The value for both parameters has been set to 50 and 15 respectively according to
the conducted experiments. Finally, our VNS has been configured to stop the search-
ing process if no solution improvement is detected within the last 30 neighborhood
changes.

4.3 Computation of a new lower bound

To reduce the calculation time for our mathematical programming model we suggest
a new lower bound calculation method. In fact, the problem with machine-vehicle
scheduling resides in selecting vehicles that minimize the idle times between two
successive operations (i.e. operations of the same job and/or on the same machines).
Therefore, we have reduced to zero all waiting times for the transport vehicle and
it has been assumed that there is always an available vehicle when a job need to be
transported to its next machine. As a result, the lower bound will be equal to the best
expected value for Cmax after relaxing all transport constraints. The formulation of
the new lower bound calculation can be presented by reproducing the JSP constraints
from (1) to (8) from Sect. 3.2.1 extended with the following two equations :

ai jm′ ≥ ai−1 jm + ti−1 jm + t tmm′ + ((ei−1 jm × ei jm′) − 1) × N ;
∀ j ∈ J ,∀i ∈ Oj ,∀m,m′ ∈ M (21)

a0 jm ≥ t tRm + (e0 jm − 1) × N ; ∀ j ∈ J , ∀m ∈ M (22)

The constraint (21) states that processing a task i j can starts only after the time
needed to finish its previous task i − 1 j plus the time distance between both i − 1 j
and i j processing machines while constraint(22) represents the special case with the
first task of the job (i.e. when i = 0).

5 Numerical results

Experiments are performed using a Personal Computerwith an Intel i5 6300uCPU and
8Gb of RAM running on Windows10 64-bit. The mathematical programming model
has been executed using the IBM CPLEX Solver v12.6.3.0 to calculate the optimal
values for the studied instances. The VNS implementation is written in Microsoft
Visual C# language while makespan calculation uses the Google constraint solver
Ortools SAT library (v7.5.7466). Obtained results and comparisons with previous
works are presented in Table 2 and Table 3 for both ¯ti j/ p̄i ratio problems respectively.

The enhanced lower bound values are described in the column “New LB” and are
compared with “LBu” column presenting the referential lower bound values proposed
by Ulusoy et al. in [42] containing some calculation corrections provided by Zheng et
al. in [43].
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Fig. 5 Gantt diagram of the EX640 instance with makespan=184

Values obtained by our mathematical programming model using the IBM CPLEX
Solver are presented in the column “cplex”. Note that cplex results marked with ‘-’
mean that their executions have been interrupted once they exceeded 1 hour.

The column “BKS” (for Best Known Solutions) references the best literature results
obtained, on the same benchmark instances, by Zheng et al. 2014 in [43] for Table 2
and by Lacomme et al. 2013 in [44] for Table 3.

To allow the comparison of our asynchronous local search VNS and its sequential
alternative, two results’ sets are provided :

1. Asynchronous LS VNS : in which we provide our proposed model results,
2. Sequential LS VNS : in which a modified version of the Transport local search

function is used by omitting the line 4 of the Algorithm 3 and inheriting the JSP
schedule value for y as a function input. Furthermore, both Transport and JSP
local search routines are called sequentially from upper level (The call order is not
important).

For eachVNS implementation, “BFS” (forBest FoundSolution), “Time” and “Gap”
columns represent respectively theminimum attainedmakespanwithin fiveVNS runs,
the consumed CPU time for the best found makespan, and the relative difference
percentage between BFS and BKS using the formula described in [45]. Note that a
time value=0 means that the BFS value has been obtained from the initial random
solution. Benchmark original results are given as a reference in the column “Bilge et
al. 1995”.

An example of the Gantt diagram generated for the best-found solution for the
instance EX640 is given by Fig. 5.
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Fig. 6 Gap between VNS/BKS results and LB values for both [19] instances groups

6 Discussion

Our asynchronous approach offers good results compared to those provided by the
previous experiments. In fact, our model behaves in different ways for both instances
group. For instances with ¯ti j/ p̄i ratio < 0.25, our proposed VNS provides almost
identical results as the BKS with global deviation equal to 0,04%. For instances with
¯ti j/ p̄i ratio > 0.25 the deviation average of our proposed VNS from BKS is 2,26%.
This indicates that increasing the ¯ti j/ p̄i ratio deteriorate the quality of the obtained
results which can be explained by a possible limited number of solutions (i.e. JSP-
Transport string combinations) that provide the bestCmax . Also, findings show clearly
that the asynchronous LS technique has an indisputable advantage over the sequential
LS implementation as the quality and the calculation time of the obtained results in
both techniques are remarkably enhanced.

The analysis of variance (one-way ANOVA) has been conducted to evaluate the
statistical difference between the obtained results, represented by BFS columns from
one side, and the literature represented by BKS column from the other. It was applied
on two data groups of both asynchronous and sequential local search results from
Tables 2 and 3. As we can see in the last line of both tables, all the calculated p-values
are greater than 5%; this means that the difference between BFS and BKS results
is not significant. Also, in one-way ANOVA, the closer the p-value is to 100%, the
more similar are the compared data groups. Thus, results obtained in the Table 3 are
better than those in Table 2 and, in a same way, the asynchronous LS implementation
performs better than the sequential one in both tables which reinforces its usefulness.

Another observation in regard to the whole set behavior. Fig. 6 provides graphs of
gaps between the obtained Cmax results in either the literature (in red) or our VNS
approach (in blue) and their related new lower bounds in both ¯ti j/ p̄i > 0.25 and< 0.25
instances groups respectively where a gap=0 means that the obtained Cmax is equal
to the lower bound of the instance. By analyzing both graphs, one can deduce that the
quality of the obtained Cmax for the studied instances depends on the characteristics
of the target manufacturing layout. In fact, the calculated Cmax is closer to its lower
boundwhen it concerns an instance that belongs to both layouts 2 and 3while instances
related to layout 4 give the maximum gaps values. This can be related to the nature of
the layout, as layouts 4 and 1 aremore complex than layouts 2 and 3 [19]. In other hand,
job set 8 provides always Gap = 0 in the eight cases whatever the layout, contrariwise,
job set 4 results the greatest gaps per layout group for all cases. A comparison between
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both job sets reveals that in the process routes of job set 8, all six jobs visit the same
machines in the same sequence, while, job set 4 is the unique job set that contains jobs
with returning to a previsited machines in their process routes [19].

7 Conclusion

The purpose of this paper is to demonstrate the effectiveness of the VNS in the Job
shop scheduling problem with transport constraints. We have proposed a mathemati-
cal programming formulation for the scheduling problem, an improved lower bound
with new calculation method and used a novel local search technique to enhance the
quality of our VNS outcomes. The comparison of the obtained results with previ-
ous approaches indicates the effectiveness of the proposed VNS and the lower bound
calculation method.

As a prospect, the proposedVNScan be extended to integrate energy-related aspects
[46] and it can also incorporate other performance criteria in the schedule cost cal-
culation routine. The obtained results can be improved through an in-depth study
of the schedule representation, the neighborhood structures, or the implemented local
search process [47]. Also, based on the obtained lower bound values and the optimized
makespan results for the studied problems, a predictive approach can be proposed to
highlight the implicit relation between the complexity degree of the input manufac-
turing plant description and scheduling results quality.
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