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Abstract

We consider a general class of first-order nonlinear delay-differential equations (DDEs) with reflectional symmetry, and
study completely the bifurcations of the trivial equilibrium under some generic conditions on the Taylor coefficients of
the DDE. Our analysis reveals a Hopf bifurcation curve terminating on a pitchfork bifurcation line at a codimension two
Takens–Bogdanov point in parameter space. We compute the normal form coefficients of the reduced vector field on the
centre manifold in terms of the Taylor coefficients of the original DDE, and in contrast to many previous bifurcation analyses
of DDEs, we also compute the unfolding parameters in terms of these coefficients. For application purposes, this is important
since one can now identify the possible asymptotic dynamics of the DDE near the bifurcation points by computing quantities
which depend explicitly on the Taylor coefficients of the original DDE. We illustrate these results using simple model systems
relevant to the areas of neural networks and atmospheric physics, and show that the results agree with numerical simulations.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

In this paper, we consider the following DDE

d

dt
x(t) = f (x(t), x(t − δ)), (1.1)

whereδ > 0 is the delay, andf is an arbitrary smooth function which has reflectional symmetry in the following
sense:f (−a,−b) = −f (a, b) for all reala andb. The reflectional symmetry off in (1.1) implies thatf (0,0) =
0, i.e. the origin is an equilibrium solution. In this paper, we will be interested in the bifurcations of this trivial
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equilibrium. Specifically, we focus on the Taylor expansion ofEq. (1.1)around(0,0), which yields, after a rescaling
of time

d

dt
x(t)=x(t)+ αx(t−τ)+ γ1x(t)

3 + γ2x(t)
2x(t − τ)+ γ3x(t)x(t − τ)2 + γ4x(t − τ)3 + O(|x|5), (1.2)

whereτ = D1f (0,0)δ,α = D2f (0,0)/D1f (0,0),γ1 = D111f (0,0)/6D1f (0,0),γ2 = D112f (0,0)/2D1f (0,0),
γ3 = D122f (0,0)/2D1f (0,0), andγ4 = D222f (0,0)/6D1f (0,0). In our notation, Dif (0,0)denotes the first-order
partial derivative of the functionf with respect to itsith argument (i = 1,2), evaluated at(0,0), with similar
notation used for higher order partial derivatives. Here we have assumed that the Taylor coefficient D1f (0,0)
is positive in order to achieve a coefficient of 1 for thex(t) term in (1.2). We will see that in this case codi-
mension one bifurcation curves can intersect, leading to a codimension two bifurcation point. The case where
D1f (0,0) < 0 can be studied without any added difficulty. However, it is a somewhat simpler case in the
sense that the codimension one bifurcation curves do not intersect[3]; it has in fact been previously treated
(see e.g.[2,14]).

Eq. (1.2)encompasses a wide variety of possible physical situations. For example, the case

dx

dt
= x − x3 + αx(t − τ) (1.3)

corresponds to the equation of motion of a particle in an overdamped bistable symmetric potential known as the
“standard quartic” potential, with an additional linear force due to its motion in the past. The motion in the absence
of delayed feedback has two coexisting fixed points, separated by the unstable origin. Whether this delayed force
is restoring or not (with respect to the origin) may depend on its magnitude and sign, which in turn will depend
on the full dynamics of the system. In particular, we will see that our bifurcation analysis of such a system reveals
parameter regions where the origin is stabilized by this delayed force.

The fact that the origin is unstable even without delayed feedback is a distinguishing feature of the DDE class
equation (1.2). This is in contrast with work on e.g. neural circuits and networks with one[2,5,22] or more
[6,8,9,15,26–28]delays. Our particular interest in this class of DDEs stems from their relevance to coupled bistable
detector arrays[13,20]. Such arrays can use noise and coupling to synchronize transitions between states to the
fluctuations of small input signals, thereby amplifying these signals. We are currently extending the coupling of
such elements to include delayed feedback. This connectivity is suggested in particular by neural circuitry involved
in signal detection and processing (see e.g.[4] and references therein). In this context, it is known that bistable
systems are also a good approximation to the dynamics of certain neurons[7,21]. In particular, they have recently
been shown to be powerful building blocks for neural networks performing associative memory tasks[10]. Further,
there has also been a recent study of combined bistability and delay and noise in the context of a simple neuron
model[23].

Thus, inspired by research on bistable systems and on neural dynamics and information processing, we have
been developing versions of such neural networks and detector arrays that include delayed feedback. It has become
crucial, in this context, to understand the basic dynamics of bistability with feedback. We also anticipate that the
dynamics studied here will be of relevance to studies of chemical reactions with global delayed feedback (see[19]
and references therein).

Specific instances ofEq. (1.2)have also found applications in atmospheric physics, namely as early heuristic
models of the El Niño/southern oscillation (ENSO) phenomenon[1,24]; this “delayed oscillator” approach to ENSO
is summarized inSection 5as a preamble to the examples chosen to illustrate our analytical results. Such models
had only been analyzed using linear stability analysis as well as numerical analysis; their full bifurcation analysis
had not been done, and in particular, the presence of a codimension two bifurcation point had escaped earlier
numerical analyses. Although current models of ENSO are more sophisticated, our analysis of these earlier models
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improves our understanding of the dynamical complexity that the delayed oscillator picture may hold in this and
other contexts.

The paper is organized as follows. In the next section, we will study the linearized stability of the trivial equilibrium
of (1.2), and show that in the(α, τ )-parameter space, there are two codimension one bifurcation curves: a Hopf
bifurcation curve and a pitchfork curve. The Hopf curve terminates at the pitchfork curve in a point where the
characteristic equation has a double zero root. This corresponds to a codimension two Takens–Bogdanov bifurcation
of the trivial equilibrium. InSection 3, we briefly review the theory of centre manifold reduction for parameter
dependent DDEs, and then perform centre manifold reductions for both the Hopf and the pitchfork bifurcations in
(1.2). In particular, we compute both the first Liapunov coefficient of the Hopf bifurcation, and the coefficient of the
cubic term in the pitchfork normal form in terms of the coefficientsα, τ andγi,1 ≤ i ≤ 4, of (1.2). In Section 4,
we study the Takens–Bogdanov bifurcation for(1.2). Because of the reflectional symmetry off in (1.1), the centre
manifold equations will also have reflectional symmetry. It is well-known that generically, there are two distinct
topological types (normal forms) for this bifurcation. As a by-product of our analysis, we will give conditions on the
coefficientsγi,1 ≤ i ≤ 4, of (1.2)which determine which type of Takens–Bogdanov bifurcation will occur in(1.1).
Thus, provided these generic conditions are satisfied, our analysis completely describes the local bifurcations of the
trivial equilibrium solution in(1.1), regardless of the fifth and higher order terms in(1.2). Finally, in Section 5we
will illustrate our results with some numerical integrations of certain models which fall into the class of equations
described by(1.1). A conclusion follows inSection 6.

2. Linear stability analysis

In this section, we locate the region of stability of the equilibrium solutionx(t) = 0 of Eq. (1.2). Linearizing
(1.2)near this equilibrium solution we obtain

d

dt
x(t) = x(t)+ αx(t − τ). (2.1)

Substitution of the ansatzx(t) = eλt into (2.1), whereλ is a complex parameter, gives the characteristic equation

λ = 1 + α e−λτ . (2.2)

Using Theorem A.5 of[18] we find that all roots of(2.2)have negative real parts if and only if

τ < 1, α < −1, ατ > −ζ sinζ − τ cosζ, (2.3)

whereζ is the root ofζ = τ tanζ , 0< ζ < π , andζ = π/2 if τ = 0. Sinceτ must be positive (for the physically
interesting case), the region defined by(2.3)is illustrated as the hatched region inFig. 1. On the top and right-hand
boundaries of the hatched region inFig. 1, Eq. (2.2)has a finite number of solutions with zero real part, and all
other solutions have negative real part. Therefore, bifurcations occur for parameter values on these two curves. The
top boundary curve is characterized by settingλ = iω in (2.2). After separating real and imaginary parts in(2.2),
we obtain

1 = −α cosωτ, ω = −α sinωτ. (2.4)

Squaring both equations and adding, we get

ω = ±
√
α2 − 1. (2.5)

The right-hand boundary curve is characterized by settingλ = 0 in (2.2). This substitution gives

α = −1. (2.6)
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Fig. 1. Stability diagram for the equilibrium solutionx(t) = 0 of (1.2). Hatched area corresponds to the stability region.

We see that the right boundary lineα = −1 in Fig. 1 is a line where the characteristic equation has a single zero
root. Because of the reflectional symmetry of(1.2), this line corresponds to a pitchfork bifurcation curve. The top
boundary curve inFig. 1is a curve where the characteristic equation has purely imaginary complex conjugate roots
(i.e. it is a Hopf bifurcation curve). At the point(α, τ ) = (−1,1) where these two curves meet,(2.2)has a double
zero root, i.e.(2.1)has two linearly independent solutionsx(t) = 1 andx(t) = t . This point thus corresponds to a
Takens–Bogdanov bifurcation.

3. Centre manifold reduction for DDEs

In this section, we briefly summarize the theory for centre manifold reductions of DDEs with parameters (see e.g.
[11,12,17,18]), and then apply these results to compute normal forms for both the Hopf and pitchfork bifurcations
of the trivial equilibrium in(1.2). We will perform a similar analysis for the Takens–Bogdanov bifurcation in the
next section.

We first letX
def= C([−τ,0],R1+p), τ ≥ 0 denote the space of continuous functions from the interval [−τ,0]

intoR1+p. Consider the following autonomous DDE

d

dt
y(t) = Lyt + F(yt ), t ≥ 0, (3.1)

whereyt (θ) = [x(t + θ), µ1(t + θ), . . . , µp(t + θ)]T ∈ X, −τ ≤ θ ≤ 0, L : X → R
1+p is a bounded linear

operator, andF ∈ Cr(X,R1+p), r ≥ 1 is some smooth nonlinearity withF(0) = 0 and DF(0) = 0. Note that
(3.1)should be viewed as a suspended system where thep parameters are included as dynamic variables with trivial
dynamics. For our purposes, the dimensionp of the parameter space for the suspended system will equal 1 or 2,
depending on the bifurcation under study. The linearization ofEq. (3.1)about the trivial equilibrium is given by

d

dt
y(t) = Lyt , t ≥ 0. (3.2)
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SinceL is a bounded linear operator fromX toR1+p, it follows from Riesz’s theorem thatL can be represented by
a Riemann–Stieltjes integral

Lφ =
∫ 0

−τ
[dη(θ)]φ(θ), φ ∈ X, (3.3)

whereη(θ),−τ ≤ θ ≤ 0, is a(1 + p)× (1 + p) matrix whose elements are of bounded variation.
We may then rewriteEq. (3.2)in the following form

d

dt
y(t) =

∫ 0

−τ
[dη(θ)]y(t + θ), t ≥ 0. (3.4)

DefineX′ = C([0, τ ],R(1+p)∗), whereR(1+p)∗ is a space of row vectors. The transpose ofEq. (3.4)is

d

dt
y(t) = −

∫ 0

−τ
y(t − θ)[dη(θ)], t ≥ 0, y0 = ψ ∈ X′. (3.5)

Forφ ∈ X andψ ∈ X′, the following bilinear form is defined

〈ψ, φ〉 = ψ(0)φ(0)−
∫ 0

−τ

∫ θ

0
ψ(ξ − θ)[dη(θ)]φ(ξ)dξ. (3.6)

In the definition of the bilinear form as stated above, the integral over dη(θ) is performed last (with integration
limits −τ to 0).

Since(3.1)hasp components with trivial dynamics, then the characteristic equation corresponding toEq. (3.2)
always hasp eigenvalues on the imaginary axis (at the origin). Thus, at a bifurcation, this characteristic equation
hasm+ p eigenvalues (counting multiplicity) on the imaginary axis and we will assume that all other eigenvalues
have negative real parts. Then there exists an (m + p)-dimensional centre subspaceP ⊂ X for Eq. (3.4)which
is invariant under the semi-flow for(3.2). We will denote a basis forP by the(1 + p) × (m + p) matrixΦ; the
columns ofΦ are the basis vectors. There is a corresponding (m+ p)-dimensional subspaceP ′ of X′ of solutions
to the transposedequation (3.5). We will denote a basis forP ′ by the(m+p)× (1+p)matrixΨ ′. Hale and Lunel
[18] have shown that the(m+ p)× (m+ p)matrix 〈Ψ ′, Φ〉 is always non-singular. We then define a new basisΨ

for P ′ byΨ = 〈Ψ ′, Φ〉−1Ψ ′ so that〈Ψ,Φ〉 = I . The spaceX can be split as

X = P ⊕Q,

whereQ is infinite-dimensional and invariant under the semi-flow for(3.2). It can then be shown using integral
manifold techniques[18] that there exists an (m+ p)-dimensional centre manifoldMF for Eq. (3.1)given by

MF = {φ ∈ X : φ = Φz+ h(z, F ), z in a neighbourhood of zero inRm+p},
whereh(z, F ) ∈ Q for eachz and is aCr−1 function ofz. The flow on this centre manifold is given by

yt = Φz(t)+ h(z(t), F ),

andz satisfies the ordinary differential equation

d

dt
z = Bz+ Ψ (0)F (Φz+ h(z, F )), (3.7)

where the(m+ p)× (m+ p) matrixB satisfies the relation

d

dθ
Φ = ΦB. (3.8)
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The flow ofEq. (3.7)approximates well the long term behaviour of the flow of the full nonlinear system(3.1)near
the origin. This is the framework in which we will study the bifurcations of the trivial equilibrium in(1.1).

3.1. Pitchfork bifurcation

We have seen in the previous section that the trivial equilibrium for(1.2)undergoes a pitchfork bifurcation when
α = −1 andτ �= 1. Thus, in this section, we treatα as a bifurcation parameter near−1, and we assume thatτ is
fixed and not equal to 1. We thus havem = 1 andp = 1. Using the formalism of the previous subsection, we may
rewriteEq. (1.2)in the following form

d

dt
x(t)= x(t)− x(t − τ)+ µx(t − τ)+ γ1x(t)

3 + γ2x(t)
2x(t − τ)+ γ3x(t)x(t − τ)2

+γ4x(t − τ)3 + O(|x|5), d

dt
µ(t) = 0, (3.9)

where we have setα = µ− 1. Linearizing(3.9)at the trivial equilibrium, we get the following

d

dt
x(t) = x(t)− x(t − τ),

d

dt
µ(t) = 0. (3.10)

A basis for the centre subspace of the linear system(3.10)is

Φ =
(

1 0
0 1

)
,

the bilinear form(3.6) for this problem is given by

〈ψ, φ〉 = ψ(0)φ(0)−
∫ 0

−τ
ψ(ξ + τ)

(
1 0
0 0

)
φ(ξ)dξ, (3.11)

and the matrix

B =
(

0 0
0 0

)
,

satisfies relation(3.8). Write z = [z1, µ]T for the coordinates on the centre manifold. Finally, we note that the
nonlinear terms in(3.9)can be written as

F([v1, v2]T)= [v2(0)v1(−τ)+ γ1v1(0)
3 + γ2v1(0)

2v1(−τ)+ γ3v1(0)v1(−τ)2
+γ4v1(−τ)3 + O(|v|5),0]T. (3.12)

Retaining up to first-order terms inµ, and up to third-order terms overall, we get the following equations on the
centre manifold

d

dt
z1 = 1

1 − τ
[µz1 + (γ1 + γ2 + γ3 + γ4)z

3
1], (3.13)

d

dt
µ = 0. (3.14)

Note that 1− τ is non-zero if and only ifτ �= 1. Thus, the above reduction breaks down (as expected) at this point
which, as we will see, is in fact a Takens–Bogdanov point. Generically, the cubic coefficient(γ1 + γ2 + γ3 + γ4)
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is non-zero, and thus(3.13)is a normal form for a pitchfork bifurcation. In terms of the original model parameters,
Eq. (3.13)becomes

d

dt
z1 = 1

1 − τ
[(α + 1)z1 + (γ1 + γ2 + γ3 + γ4)z

3
1]. (3.15)

3.2. Hopf bifurcation

We now suppose that(α0, τ0) is a point on the top boundary curve inFig. 1. In this caseEq. (2.2)has a pair of
purely imaginary roots, and all other roots have negative real parts. We rewriteEq. (1.2)as

d

dt
x(t)= x(t)+ α0x(t − τ0)+ µx(t − τ0)+ γ1x(t)

3 + γ2x(t)
2x(t − τ0)+ γ3x(t)x(t − τ0)

2

+γ4x(t − τ0)
3 + O(|x|5), d

dt
µ(t) = 0, (3.16)

where we have setα = µ+ α0. The linearization of this equation at the trivial equilibrium is

d

dt
x(t) = x(t)+ α0x(t − τ0),

d

dt
µ(t) = 0. (3.17)

A basis for the centre subspace of the linear system(3.17)is

Φ =
(

sin(ω0θ) cos(ω0θ) 0
0 0 1

)
,

whereω0 =
√
α2

0 − 1 by (2.5). The bilinear form(3.6)reduces to

〈ψ, φ〉 = ψ(0)φ(0)+ α0

∫ 0

−τ0
ψ(ξ + τ0)

(
1 0

0 0

)
φ(ξ)dξ, (3.18)

and we let

Ψ = 〈ΦT, Φ〉−1ΦT = κ




1
2[(1 − τ0) sin(ω0θ)+ ω0τ0 cos(ω0θ)] 0

1
2[−ω0τ0 sin(ω0θ)+ (1 − τ0) cos(ω0θ)] 0

0 κ−1


 def=



b1(θ) 0

b2(θ) 0

0 1




be a basis for the transposed system toEqs. (3.17), whereκ = 4/((1 − τ0)
2 + (ω0τ0)

2). It can easily be checked
that the matrix

B =




0 −ω0 0

ω0 0 0

0 0 0


 ,

satisfies relation(3.8). Write z = [z1, z2, µ]T for the coordinates on the centre manifold. The nonlinear terms in
(3.16)are given by

F([v1, v2]T)= [v2(0)v1(−τ0)+ γ1v1(0)
3 + γ2v1(0)

2v1(−τ0)+ γ3v1(0)v1(−τ0)2 + γ4v1(−τ0)3

+O(|v|5),0]T. (3.19)

Substituting the above results intoEq. (3.7)and truncating, we get the following ordinary differential equations on
the centre manifold
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d

dt
z1 = −ω0z2 + b1(0)[µ(− sin(ω0τ0)z1 + cos(ω0τ0)z2)+ γ1z

3
2 + γ2z

2
2(− sin(ω0τ0)z1 + cos(ω0τ0)z2)

+γ3z2(− sin(ω0τ0)z1 + cos(ω0τ0)z2)
2 + γ4(− sin(ω0τ0)z1 + cos(ω0τ0)z2)

3], (3.20)

d

dt
z2 = ω0z1 + b2(0)[µ(− sin(ω0τ0)z1 + cos(ω0τ0)z2)+ γ1z

3
2 + γ2z

2
2(− sin(ω0τ0)z1 + cos(ω0τ0)z2)

+γ3z2(− sin(ω0τ0)z1 + cos(ω0τ0)z2)
2 + γ4(− sin(ω0τ0)z1 + cos(ω0τ0)z2)

3], (3.21)

d

dt
µ = 0. (3.22)

Now consider the linear part (in(z1, z2)) of Eqs. (3.20) and (3.21),

d

dt
z = B ′z, (3.23)

where

B ′ =
( −b1(0)µ sin(ω0τ0) −ω0 + b1(0)µ cos(ω0τ0)

ω0 − b2(0)µ sin(ω0τ0) b2(0)µ cos(ω0τ0)

)
,

and where we have redefinedz such thatz = [z1, z2]T. By a linear change of variables inz, the matrixB ′ can be
brought into the following Jordan normal form

B ′′ =
(
c1 −c2

c2 c1

)
,

where, e.g., to first-order inµ

c1 = 1
2µ(b2(0) cos(ω0τ0)− b1(0) sin(ω0τ0)). (3.24)

After a further (nonlinear) change of variables the equations on the centre manifold can be brought into normal
form and truncated at third-order to give

d

dt
z1 = (c1 + a(z2

1 + z2
2))z1 − (c2 + b(z2

1 + z2
2))z2, (3.25)

d

dt
z2 = (c2 + b(z2

1 + z2
2))z1 + (c1 + a(z2

1 + z2
2))z2, (3.26)

wherea andb are constants. In polar coordinates these equations simplify further and become

d

dt
r = c1r + ar3, (3.27)

d

dt
θ = c2 + br2. (3.28)

The first Liapunov coefficienta can be computed and is given by

a(µ)= 1

2[(1 − τ0)2 + (ω0τ0)2]

[
γ1

(
3

2
− 3τ0

2

)
+ γ2

(
α0τ0

2
+ τ0

α0
− 3

2α0

)
+ γ3

(
1

2
− 3τ0

2
+ 1

α2
0

)

+γ4

(
3α0τ0

2
− 3

2α0

)]
+ O(µ), (3.29)

where the constantsα0, τ0, andω0 are such thatEqs. (2.4)are satisfied.
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Eqs. (3.25) and (3.26)are a normal form for the standard Hopf bifurcation provided that the first Liapunov
coefficienta(0) and the eigenvalue crossing speed∂c1/∂µ|µ=0 are both finite and non-zero. We immediately
see that this breaks down (as expected) at the point(α0, τ0) = (−1,1), which will be shown below to be a
Takens–Bogdanov point. A straightforward computation reveals that for all(α0, τ0) �= (−1,1) on the Hopf curve,
we have∂c1/∂µ|µ=0 > 0, so the crossing condition is always satisfied. However, the coefficienta(0) can be zero
at isolated points on the Hopf curve away from the Takens–Bogdanov point. The exact places where this occurs
will depend on the values of the coefficientsγi,1 ≤ i ≤ 4. At such points,(3.25) and (3.26)are no longer a normal
form for the Hopf bifurcation (fifth-order terms are required).

4. Takens–Bogdanov bifurcation

In this section, we will compute a centre manifold/normal form reduction of(1.2)near the point(α, τ ) = (−1,1),
and show that the trivial equilibrium undergoes a Takens–Bogdanov bifurcation at this point. Since this singularity
has codimension 2, we perform the centre manifold suspension with both parameters. By rescaling time in units of
the delay we may rewriteEq. (1.2)in the following form

d

dt
x(t)= x(t)− x(t − 1)+ µ2[x(t)− x(t − 1)] + (1 + µ2)[µ1x(t − 1)+ γ1x(t)

3 + γ2x(t)
2x(t − 1)

+γ3x(t)x(t − 1)2 + γ4x(t − 1)3 + O(|x|5)], d

dt
µ1(t) = 0,

d

dt
µ2(t) = 0, (4.1)

where we have setα = µ1 − 1 andτ = µ2 + 1. Linearizing(4.1)yields

d

dt
x(t) = x(t)− x(t − 1),

d

dt
µ1(t) = 0,

d

dt
µ2(t) = 0. (4.2)

A basis for the centre subspace of the linear system(4.2) is

Φ =




1 θ 0 0

0 0 1 0

0 0 0 1


 ,

the bilinear form(3.6)reduces to

〈ψ, φ〉 = ψ(0)φ(0)−
∫ 0

−1
ψ(ξ + 1)




1 0 0

0 0 0

0 0 0


φ(ξ)dξ, (4.3)

and it can easily be checked that the matrix

B =




0 1 0 0

0 0 0 0

0 0 0 0

0 0 0 0




satisfies relation(3.8). We write z = [z1, z2, µ1, µ2]T for the coordinates on the centre manifold. Finally, we
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note that the nonlinear terms in(4.1)are given by

F([v1, v2, v3]T)= [v3(0)(v1(0)− v1(−1))+ (1 + v3(0))(v2(0)v1(−1)+ γ1v1(0)
3 + γ2v1(0)

2v1(−1)

+γ3v1(0)v1(−1)2 + γ4v1(−1)3 + O(|v|5)),0,0]T. (4.4)

Retaining up to first-order terms inµ1 andµ2, and up to third-order terms overall, we get the following truncated
equations on the centre manifold

d

dt
z1 = z2 + 2

3[µ2z2 + µ1(z1 − z2)+ a1z
3
1 + a2z

2
1z2 + a3z1z

2
2 + a4z

3
2], (4.5)

d

dt
z2 = 2[µ2z2 + µ1(z1 − z2)+ a1z

3
1 + a2z

2
1z2 + a3z1z

2
2 + a4z

3
2],

d

dt
µ1 = 0,

d

dt
µ2 = 0, (4.6)

where

a1 = γ1 + γ2 + γ3 + γ4, (4.7)

a2 = −γ2 − 2γ3 − 3γ4, (4.8)

a3 = γ3 + 3γ4, (4.9)

a4 = −γ4. (4.10)

Eqs. (4.5) and (4.6)can be simplified by a near-identity transformation to normal form, given to third-order by

d

dt
z1 = z2,

d

dt
z2 = 2

[
µ2z2 + µ1

(
z1 − 2

3
z2

)
+ (a1 + a2)z

2
1z2 + a1z

3
1

]
. (4.11)

In terms of the original parameters,Eqs. (4.11)become

d

dt
z1 = z2,

d

dt
z2 = (2α + 2)z1 +

(
−4α

3
+ 2τ − 10

3

)
z2 + 2(γ1 − γ3 − 2γ4)z

2
1z2 + 2(γ1 + γ2 + γ3 + γ4)z

3
1. (4.12)

It is well-known[25] that the normal forms for the Takens–Bogdanov singularity with reflectional symmetry are
determined to cubic order and are given by

d

dt
z1 = z2,

d

dt
z2 = az31 + bz21z2, (4.13)

whena andb are both non-zero. The following two-parameter family then provides a versal unfolding for(4.13)
[16, Section 7.3]

d

dt
z1 = z2,

d

dt
z2 = β1z1 + β2z2 + az31 + bz21z2. (4.14)

Thus, comparing(4.12) and (4.14), we can immediately read off the relations between the original DDE parameters
α, τ , γi , i = 1, . . . ,4 and the parametersβ1, β2, a andb in the versal unfolding(4.14)of the Takens–Bogdanov
singularity with reflectional symmetry.

Note that up to reflections and a reversal of time, there are precisely two topological normal forms in(4.14).
These can be chosen to be the cases with (1)a > 0, b < 0, and (2)a < 0, b < 0. However, in our case time
reversals are not possible since we are dealing with a DDE. Thus, we must also consider the two cases whereb > 0.
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Fig. 2. Unfolding of both topological cases of the Takens–Bogdanov bifurcation with reflectional symmetry. All possible dynamics near the
Takens–Bogdanov point (the origin in this figure) are summarized. In (a) we havea > 0, b < 0 and in (b) we havea < 0, b < 0 in Eq. (4.14).

However, it is easy to see that these are obtained from the two standard cases by merely reversing the direction of
the flow, reflecting the phase space across the vertical axis, and reflecting the parameter space across theβ1-axis.
We now consider each topological case individually.

Case 1: a > 0. In this case all possible dynamics near the Takens–Bogdanov point are summarized inFig. 2a
for the caseb < 0 (reverse the direction of the arrows, reflect the phase space across the vertical axis and reflect
the parameter space across theβ1-axis for the caseb > 0). To first-order, the equation of the diagonal line in the
second quadrant is[16, Section 7.3]

β2 = −β1

5
. (4.15)

The lineβ1 = 0 is a pitchfork bifurcation line and the lineβ2 = 0 (β1 < 0) is a Hopf bifurcation line for the trivial
equilibrium point.

Case 2: a < 0. In this case all possible dynamics near the Takens–Bogdanov point are summarized inFig. 2b
for the caseb < 0 (reverse the direction of the arrows, reflect the phase space across the vertical axis and reflect the
parameter space across theβ1 axis for the caseb > 0). To first-order, the equations of the diagonal lines (from top
to bottom) are[16, Section 7.3]

β2 = β1 (Hopf bifurcation from non-trivial equilibria),

β2 = 4β1

5
(Line C : homoclinic connection of the trivial equilibrium),

β2 = cβ1 (Line S : saddle-node of periodic orbits). (4.16)

wherec ≈ 0.752. Furthermore, the lineβ1 = 0 is a pitchfork bifurcation line and the lineβ2 = 0 (β1 < 0) is a
Hopf bifurcation line for the trivial equilibrium point.
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Thus, we have shown that if the cubic coefficientsγi,1 ≤ i ≤ 4, in (1.2)satisfy the generic conditions

γ1 + γ2 + γ3 + γ4 �= 0 and γ1 − γ3 − 2γ4 �= 0,

then the Takens–Bogdanov bifurcation in(1.2)is non-degenerate, and the dynamics of(1.2)near the trivial equilib-
rium and near the point(α, τ ) = (−1,1) is reduced to one of the phase diagrams ofFig. 2, with a possible reversal
of the arrows, regardless of the fifth- and higher order terms.

5. Applications

This section is devoted to the study of specific examples ofEq. (1.2)along with comparisons with numerical
simulations. The simulations were done using a fixed-step fourth-order Runge–Kutta method with linear interpo-
lation for the required two midpoint evaluations of the delayed variable. A range of time steps were used to ensure
the accuracy of our simulations. In all cases, constant initial functions were used.

5.1. Example 1

The first case we study is that of a simple standard bistable system with delayed linear feedback. As mentioned
in Section 1, such equations have received attention in the context of the ENSO phenomenon, where they serve as
a simple heuristic model known as the delayed action oscillator[24]. It is also being investigated in the context of
neural networks with intrinsic bistable elements. It has the form

d

dt
x(t) = x(t)+ αx(t − τ)− x(t)3, (5.1)

whereα, τ ∈ R, with τ > 0. Note that this model is a special case ofEq. (1.2)with (γ1, γ2, γ3, γ4) = (−1,0,0,0).
In the context of ENSO, the dependent variablex represents the sea surface temperature (SST) anomaly. The first
term on the right-hand side represents unstable ocean–atmosphere perturbations, while the third term represents the
nonlinear effects that limit its growth (e.g. advective processes in the ocean and moist processes in the atmosphere).
A side effect of the unstable ocean–atmosphere perturbations is the generation of oceanic waves. The delayed
feedback term represents the effect of these oceanic waves (i.e., westward propagating Rossby waves on the ocean
thermocline that, after reflecting from the western boundary, become eastward propagating Kelvin waves that
re-enter the coupled ocean–atmosphere system after a time delay equal to their transit time).

Using the results ofSection 4, we find that near the point(α, τ ) = (−1,1) in parameter spaceequation (5.1)is
well approximated near the trivial equilibrium by the centre manifold equations

d

dt
z1 = z2,

d

dt
z2 = (2α + 2)z1 +

(
−4α

3
+ 2τ − 10

3

)
z2 − 2z2

1z2 − 2z3
1. (5.2)

In fact, based on numerical simulations, it appears that its global behaviour is well approximated by these equations
also. We see that the coefficients inEqs. (5.2)are such that they fall into Case 2 of the Takens–Bogdanov classification
(seeFig. 2b). Fig. 2b predicts that in Region 4 we should see multistability. UsingEqs. (4.16)we see that the line
β2 = 9β1/10 lies in Region 4. In terms of the original parameters this line becomesτ = 47α/30 + 77/30. The
point (α, τ ) = (−19/20,647/600) lies on this line (and in Region 4) and is close to the Takens–Bogdanov point.
We therefore expect to see multistability in the DDE for these parameter values. Indeed, we see this multistability
in Fig. 3; both the limit cycle and the non-trivial equilibria are stable.

As another example, consider the point(α, τ ) = (−10/9,9/10). This point lies in Region 1 ofFig. 2b. Here we
expect to see only a stable trivial equilibrium in the DDE and, in fact, we see this inFig. 4. Our approach using a
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Fig. 3. Multistability: numerical simulation of(5.1) with (α, τ ) = (−19/20,647/600). These parameter values fall in Region 4 ofFig. 2 b,
where the DDE exhibits multistability. The vertical axis isẋ and the horizontal axis isx.

suspended system which includes the parameters as dynamic variables has enabled us to locate precisely where in
parameter space the features described inFig. 2b occur. It also enables us to relate the physical parameters in the
model to the unfolding parameters inEq. (4.14).

5.2. Example 2

In Battisti and Hirst[1], the authors analyse a simple coupled ocean–atmosphere model. They argue that the
essential physics in this model can be described by a linear delayed oscillator (the Suarez and Schopf model without
the cubic nonlinearity). The authors identify the important nonlinearity in the full coupled model and derive the
leading order nonlinear analog model for ENSO, which takes the form of a nonlinear DDE

d

dt
x(t) = x(t)+ αx(t − τ)− e[x − rx(t − τ)]3, (5.3)

Fig. 4. Numerical simulation of(5.1)with (α, τ ) = (−10/9,9/10). These parameter values fall in Region 1 ofFig. 2b. In this region the DDE
has only a stable trivial equilibrium. The vertical axis isẋ and the horizontal axis isx.
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Fig. 5. Stable limit cycle: numerical simulation of(5.3)with (α, τ ) = (−20/19,553/570). These parameter values fall in Region 3 ofFig. 2a,
where the DDE has a stable limit cycle. The vertical axis isẋ and the horizontal axis isx.

wherex represents the SST anomaly,e andr are positive real parameters, andα andτ are defined as above. Again,
this model is a special case ofEq. (1.2)with (γ1, γ2, γ3, γ4) = (−e,3er,−3er2,er3). Although similar in form
to the Suarez and Schopf model, the Battisti and Hirst model represents a different balance in the fundamental
processes.

Once again, the results ofSection 4show that near the point(α, τ ) = (−1,1) in parameter spaceEq. (5.3)is
well approximated near the trivial equilibrium by the centre manifold equations

d

dt
z1 = z2,

d

dt
z2 = (2α+2)z1+

(
−4α

3
+2τ − 10

3

)
z2 + (−e + 3er2 − 2er3)z2

1z2 + (−e + 3er − 3er2 + er3)z3
1. (5.4)

It can easily be shown that regardless of the value of the parametere in Eq. (5.3), the coefficient of thez2
1z2 term in

Eqs. (5.4)will be negative for all values ofr, and that the coefficient of thez3
1 term inEqs. (5.4)will be negative

if r < 1 and will be positive ifr > 1. To summarize, ifr > 1 then the dynamics near the TB point are described
in Fig. 2 a, and ifr < 1 then the dynamics near the TB point are described inFig. 2 b. In [1], the authors use a
value ofr that is less than 1. Their model therefore falls into Case 2 of the Takens–Bogdanov classification, but it
is interesting to note that it can fall into Case 1 if we allow for a value ofr > 1 (perhaps by choosing a different
ocean “box” geometry). To illustrate this case we let(e, r) = (1,3/2), then the long term dynamics of this DDE
near the Takens–Bogdanov point are summarized inFig. 2 a. In Region 3 ofFig. 2 a we see that there is a stable
limit cycle encircling the trivial equilibrium point. This limit cycle was found in the DDE for parameter values in
Region 3 (seeFig. 5).

6. Conclusion

We have performed a bifurcation analysis of a class of first-order nonlinear DDEs with reflectional symmetry.
Our results reveal the presence of a Takens–Bogdanov bifurcation point which acts as an organizing centre around
the origin. Our results are also original in that they also provide the unfolding of this bifurcation in terms of the
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Fig. 6. Chaotic solution to the DDE? Numerical simulation of(6.1)with (α, τ ) = (−1.65,0.705). The vertical axis isxτ and the horizontal axis
is x.

parameters of the original DDE. This was made possible due to our centre manifold analysis of the suspended DDE,
i.e. of the DDE augmented with the (trivial) parameter dynamics.

Future work will address versions ofEq. (1.2)with multiple delays. It will also look into the origin of chaotic
behaviour that we have found numerically. Specifically, consider the following DDE which is again a special case
of Eq. (1.2)with (γ1, γ2, γ3, γ4) = (0,−2,1,0)

d

dt
x(t) = x(t)+ αx(t − τ)− 2x(t)2x(t − τ)+ x(t)x(t − τ)2. (6.1)

Sinceγ1 − γ3 − 2γ4 = −1 andγ1 + γ2 + γ3 + γ4 = −1, we fall into Case 2 of the Takens–Bogdanov classification
(seeFig. 2b). It can easily be verified withEq. (3.29)that near the Takens–Bogdanov point the Hopf bifurcation is
supercritical (i.e., the coefficienta in Eq. (3.28)is negative). Far from this point, however, the criticality may change.
In fact, the Hopf coefficienta is positive ifα < −1.65 approximately. Near the point where the Hopf coefficienta

is null the DDE exhibits what seems to be chaotic behaviour. For example, let(α, τ ) = (−1.65,0.705). Fig. 6 is a
numerical simulation of the DDE with these parameter values.

This “chaotic” example shows that our analysis does not provide us with the full dynamical picture of this
important class of DDEs and serves to remind us that there remains much to be studied. However, the analysis of
this global behaviour is well beyond the scope of this paper.
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