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Abstract: The nonlinear phenomena in numbers are modelled in a wide range of fields such as
chemical physics, ocean physics, optical fibres, plasma physics, fluid dynamics, solid-state physics,
biological physics and marine engineering. This research article systematically investigates a (2+1)-
dimensional generalized Bogoyavlensky–Konopelchenko equation. We achieve a five-dimensional
Lie algebra of the equation through Lie group analysis. This, in turn, affords us the opportunity
to compute an optimal system of fourteen-dimensional Lie subalgebras related to the underlying
equation. As a consequence, the various subalgebras are engaged in performing symmetry reductions
of the equation leading to many solvable nonlinear ordinary differential equations. Thus, we secure
different types of solitary wave solutions including periodic (Weierstrass and elliptic integral),
topological kink and anti-kink, complex, trigonometry and hyperbolic functions. Moreover, we utilize
the bifurcation theory of dynamical systems to obtain diverse nontrivial travelling wave solutions
consisting of both bounded as well as unbounded solution-types to the equation under consideration.
Consequently, we generate solutions that are algebraic, periodic, constant and trigonometric in nature.
The various results gained in the study are further analyzed through numerical simulation. Finally,
we achieve conservation laws of the equation under study by engaging the standard multiplier
method with the inclusion of the homotopy integral formula related to the obtained multipliers. In
addition, more conserved currents of the equation are secured through Noether’s theorem.

Keywords: a (2+1)-dimensional generalized Bogoyavlensky–Konopelchenko equation; Lie point
symmetries; optimal system of Lie subalgebras; bifurcation theory; exact solitary wave solutions;
conservation laws

MSC: 35B06; 35L65; 37J15

1. Introduction

Fluid mechanics is a branch of physics concerning the mechanics of fluids such as
liquids, gases, and plasmas and the forces on them. Applications of fluid mechanics are
found in a wide range of disciplines which include civil, chemical, mechanical as well as
biomedical engineering, geophysics, oceanography, astrophysics, biology and meteorol-
ogy [1–5]. Nonlinear partial differential equations (NLPDE) in the fields of mathematics
and physics play numerous important roles in theoretical sciences. They are the most
fundamental models essential for studying nonlinear phenomena. Such phenomena oc-
cur in oceanography, the aerospace industry, meteorology, nonlinear mechanics, biology,
population ecology, plasma physics and fluid mechanics, to mention a few. In [1] the

Mathematics 2022, 10, 2391. https://doi.org/10.3390/math10142391 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math10142391
https://doi.org/10.3390/math10142391
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0000-0002-8745-5387
https://orcid.org/0000-0001-5697-4611
https://orcid.org/0000-0002-1986-4859
https://doi.org/10.3390/math10142391
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math10142391?type=check_update&version=2


Mathematics 2022, 10, 2391 2 of 46

authors studied a generalized advection–diffusion equation which is a nonlinear partial
differential equation in fluid mechanics, characterizing the motion of a buoyancy propelled
plume in a bent-on absorptive medium. Moreover, in [2], a generalized Korteweg–de Vries–
Zakharov–Kuznetsov equation was studied. This equation delineates mixtures of warm
adiabatic fluid, hot isothermal as well as cold immobile background species applicable in
fluid dynamics. Furthermore, the authors of [3] considered an NLPDE where they explored
the important inclined magneto-hydrodynamic flow of an upper-convected Maxwell liquid
through a leaky stretched plate. In addition, the heat transfer phenomenon was studied
with the heat generation and absorption effect. Plasmas considered as ‘the most abundant
form of ordinary matter in the universe’ have been observed to be associated with stars
which extend to the rarefied intracluster medium and possibly the intergalactic regions [4].
For instance, the authors of [4], for various types of the cosmic dusty plasmas, considered
an observationally/experimentally-supported (3+1)-dimensional generalized variable-
coefficient Kadomtsev–Petviashvili (KP)-Burgers-type equation. This equation could de-
pict the dust–magneto–acoustic, dust–acoustic, magneto–acoustic, positron–acoustic, ion–
acoustic, ion, electron–acoustic, quantum–dust–ion–acoustic or dust–ion–acoustic waves
in one of the cosmic/laboratory dusty plasmas. The reader can access more examples
in [5–12].

Observation has shown that nonlinear partial differential equations appear to model
diverse physical systems, such as found in water wave theory, condensed matters, nonlinear
mechanics, the aerospace industry, plasma physics, nonlinear optics lattice dynamics and
so on [13–19]. In order to really understand these physical phenomena, it is of immense im-
portance to secure results for differential equations (DEs) that control these aforementioned
phenomena. Moreover, the research on nonlinear travelling waves (periodic, solitary, kink
together with anti-kink), as well as the integrability of diverse significant nonlinear partial
differential equations in the likes of the KdV equation [20], sine-Gordon equation [21] and
nonlinear Schrödinger equation [22] possess vast practical values. All these involved exact
solutions afford us the opportunity of being given information that aids sound under-
standing of the mechanism involved in the complicated physical phenomena, as well as
dynamical procedures that are modelled via these nonlinear evolution equations [23].

However, no general and systematic theory was available to be applied to NLPDEs
so that their closed-form solutions can be obtained. Nonetheless, in recent times mathe-
maticians and physicists have evolved effective techniques to achieve viable analytical so-
lutions to NLPDEs, such as inverse scattering transform [13], Bäcklund transformation [24],
F-expansion technique [25], extended simplest equation approach [26], Lie symmetry analy-
sis [27–31], the

(
G′
G

)
—expansion technique [32], Darboux transformation [33], sine-Gordon

equation expansion technique [34] as well as the Kudryashov approach [35], modified
extended direct algebraic approach [36,37], the sine-cosine method [11], Hirota’s bilin-
ear technique [38], the exp-function expansion technique [12], and the auxiliary ordinary
differential equation approach [10]; the list continues.

Furthermore, in recent years, the bifurcation technique [39] among other techniques
has been used for obtaining both bounded and unbounded solutions of NLPDE. This
technique allows for the extensive study of the dynamical performance of the analytic
travelling wave solutions as well as their phase portrait analysis via the engagement of
the theory of dynamical systems. In [40] Jiang et al. investigated the dynamical behaviour
of points of equilibrium together with the bifurcations of phase portraits involved in
the travelling wave results for the CH-γ equation. In addition, Saha [41] also exhibited
the existence of smooth alongside non-smooth travelling wave solutions of generalized
KP-MEW equations by the exploitation of the bifurcation theory of planar dynamical
system. Das et al. [42,43] equally examined the existence together with stability analysis
of the dispersive solution of the KP-BBM as well as KP equations with the prevalence of
dispersion consequence.
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A two-dimensional generalization of the well-recognized Korteweg–de Vries equation
yields the Bogoyavlensky–Konopelchenko equation [44]:

pt + αpxxx + βpxxy + 6αppx + 4βppy + 4βpx∂−1
x py = 0, (1)

with constant coefficients α and β, where ∂−1
x =

∫
dx. Inserting ∂−1

x p = u into Equation (1),
one attains the equivalent structure of (1) as [45]:

utx + 6αuxuxx + 4βuxuxy + 4βuyuxx + αuxxxx + βuxxxy = 0. (2)

In [45] with uy = vx in (2), the authors integrated the result once to obtain a system
of NLPDE. Further, they utilized the Lie group theoretic approach to obtain solutions
to the system of equations. Added to that is the fact that they engaged the method to
secure conservation laws of the equations. Besides, the authors employed a new concept of
nonlinear self-adjointness of differential equations in conjunction with formal Lagrangian
for constructing nonlocal conservation laws of the system. In [46], Triki et al. investigated
the Bogoyavlensky–Konopelchenko Equation (2) and secured some shock wave solutions
to the equation. In addition, various applications of (2) were highlighted in [45,46]. This
established version describes an interconnection of a long wave propagation directed
towards the x-axis together with a Riemann wave propagation directed towards the y-
axis [47]. Some authors examined (2) with 4β replaced by 3β and secured the solution of
the resultant model. For instance, a Darboux transformation as well as some travelling
wave solutions were given in [48] for Equation (2). We note that the replacement earlier
mentioned presents Equation (2) as a special case of the KdV model in [49]. In addition to
that, a few particular properties of the equation have also been explored.

Chen et al. [50] contemplated the NLPDE called (2+1)-dimensional generalized
Bogoyavlensky–Konopelchenko equation stated as:

vtx + α(6vxvxx + vxxxx) + β(vxxxy + 3vxvxy + 3vxxvy) + γ1vxx + γ2vxy + γ3vyy = 0, (3)

which exists in plasma physics and fluid mechanics with α, β, γ1, γ2, γ3, nonzero real
valued constants and v = v(t, x, y). The authors got the Lump-type solutions together
with lump solutions of (3) with the employment of symbolic computation given in Hirota
bilinear form [51] as:

(DtDx + αD4
x + βD3

xDy + σDxDy + γD2
x + νD2

y) f · f = 0,

achieved under the transformations:

u = 12αβ−1(ln f )xx, v = 12αβ−1(ln f )x,

with nonzero real constants σ, γ and ν, where f is an analytic function depending on x, y and
t, Dx, Dy and Dt are regarded as the bilinear derivative operators given by [38,51], which
they used in constructing new closed-form and explicit solutions that include two-wave
alongside polynomial solutions for the equation. In addition, the lump-type solution found
comprises eleven parameters together with six independent parameters (arbitrary), as well
as non-zero conditions. Not only that, lump solutions were achieved by considering a
particular class of parameters, the motion track of which is also theoretically and graphically
delineated. In the same vein, lower-order lump solution of (3) has been presented [52].
The authors of [53] confirmed in their work the existence of diverse wave structures for (3)
delineating nonlinear waves in applied sciences. In this regard, on the basis of Hirota’s
bilinear structure and diverse test schemes, various kinds of exact solutions, comprising
breather-wave, double soliton, rational, cross-kink, mixed-type, as well as interaction
solutions to the equation, were formally extracted.
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Moreover, in [54], the authors considered a version of (3) in the form:

utx + k1uxxxx + k2uxxxy +
2k1k3

k2
uxuxx + k3uxuxy + k3uxxuy + γ1uxx + γ2uxy + γ3uyy = 0,

with real function u = u(x, y, t) with scaled time variable t as well as scaled space variables
x, y and real constants k1, k2, k3, γ1, γ2, γ3. They went ahead to examine the equation which
applies in fluid mechanics and plasma physics by utilizing the Lie symmetry technique to
obtain symmetries of the equation. Besides, the

(
G′
G

)
−expansion technique, polynomial

expansion as well as power series expansion methods were adopted to achieve some
solutions of the equation by the authors.

In this article, we investigate the (2+1)-dimensional generalized Bogoyavlensky–
Konopelchenko equation ((2+1)-D genBKe), a version of (3) structured as:

∆ ≡ utx + α(6uxuxx + uxxxx) + βuxxxy + 3(ρuxuxy + δuxxuy) + γuxx + σuxy + νuyy = 0, (4)

applicable in plasma physics and fluid mechanics with α, β, σ, γ, ν, ρ and δ as nonzero real
valued constants. In the study, we carry out explicit solutions of the (2+1)-D genBKe (4) to
achieve its abundant closed-form and travelling wave solutions. Thus, we catalogue the
article in the subsequent format. Section 2, presents the Lie group analysis of Equation (4)
where the obtained generators are adopted in computing its optimal system of Lie subalge-
bras. In addition, each Lie subalgebra is explored to reduce (4) and obtain solutions of the
underlying equation. In Section 3, we adopt the bifurcation theory of the dynamical system
to secure some nontrivial travelling wave solutions of the under-study equation. Numerical
simulations of the secured solutions are conducted for further analysis and discussion in
Section 4. Furthermore, Section 5 furnishes the conservation laws of (2+1)-D genBKe to be
constructed via the standard multiplier technique with the use of the homotopy formula. In
addition, we engage Noether’s theorem to gain more conserved vectors of (4) with ρ = 2δ.
Shortly after, we present the concluding remarks.

2. Lie Symmetry Analysis

This section first presents the algorithm for the computation of the Lie point symme-
tries of (2+1)-D genBKe (4) together with its differential generators. Thereafter, we engage
them to calculate the optimal system of Lie subalgebras and utilize them to generate exact
solutions for (4).

2.1. Lie Point Symmetries

Here in this subsection, we contemplate the one-parameter Lie group of infinitesi-
mal transformations

t̃ −→ t + ε ξ1(t, x, y, u) + O(ε2),

x̃ −→ x + ε ξ2(t, x, y, u) + O(ε2),

ỹ −→ y + ε ξ3(t, x, y, u) + O(ε2),

ũ −→ u + ε η(t, x, y, u) + O(ε2),

with ε standing for the parameter of the group alongside ξ1, ξ2, ξ3, η serving as the infinites-
imals of the transformations depending on t, x, y, and u. Thus utilizing ε (one-parameter),
Lie group of infinitesimal transformation in compliance with invariant conditions [55,56],
solution space (t, x, y, u) of (2+1)-D genBKe (4) stays invariant and can also transform into
another space (t̃, x̃, ỹ, ũ).
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In accordance with the technique for deciding the infinitesimal generators of nonlinear
differential equations (NLDE), we shall secure the infinitesimal generator of (4). Symmetry
group of (2+1)-D genBKe (4) will be found by exploring vector field:

X = ξ1(t, x, y, u)
∂

∂t
+ ξ2(t, x, y, u)

∂

∂x
+ ξ3(t, x, y, u)

∂

∂y
+ η(t, x, y, u)

∂

∂u
, (5)

where ξ i, i = 1, 2, 3 such that ξ ′s and η are functions depending on t, x, y alongside u. We
recall that (5) is a symmetry of (2+1)-D genBKe (4) if invariance condition,

pr(4)X∆|∆=0 = 0, (6)

holds. Here pr(4)X denotes the fourth prolongation of (X ) [29] defined by:

pr(4)X = X + ζt∂ut + ζx∂ux + ζy∂uy + ζtx∂utx + ζxx∂uxx + ζxy∂uxy + ζyy∂uyy

+ ζxxxx∂uxxxx + ζxxxy∂uxxxy ,

with the ζt, ζx, ζy, ζtx, ζxx, ζxy, ζyy, ζxxxx and ζxxxy, given as:

ζt = Dt(η)− utDt(ξ
1)− uxDt(ξ

2)− uyDt(ξ
3),

ζx = Dx(η)− utDx(ξ
1)− uxDx(ξ

2)− uyDx(ξ
3),

ζy = Dy(η)− utDy(ξ
1)− uxDy(ξ

2)− uyDy(ξ
3),

ζtx = Dx(ζ
t)− uttDx(ξ

1)− utxDx(ξ
2)− utyDx(ξ

3),

ζxx = Dx(ζ
x)− utxDx(ξ

1)− uxxDx(ξ
2)− uxyDx(ξ

3),

ζxy = Dx(ζ
y)− utyDx(ξ

1)− uyxDx(ξ
2)− uyyDx(ξ

3),

ζyy = Dy(ζ
y)− utyDy(ξ

1)− uxyDy(ξ
2)− uyyDy(ξ

3),

ζxxxx = Dx(ζ
xxx)− uxxxtDx(ξ

1)− uxxxxDx(ξ
2)− uxxxyDx(ξ

3),

ζxxxy = Dx(ζ
xxy)− uxxytDx(ξ

1)− uxxxyDx(ξ
2)− uxxyyDx(ξ

3), (7)

and the total derivatives Dt, Dx as well as Dy defined as:

Dt = ∂t + ut∂u + utt∂ut + utx∂ux + · · · ,

Dx = ∂x + ux∂u + uxx∂ux + utx∂ut + · · · ,

Dy = ∂y + uy∂u + uyy∂uy + uyt∂ut + · · · .

Writing out the expanded form of determining Equation (6) and splitting it over
the various derivatives of u, we get twenty-two overdetermined systems of linear partial
differential equations:

ξ2
u = 0, ξ3

u = 0, ξ1
u = 0, ηuu = 0, ξ1

y = 0, ξ1
x = 0, ξ3

x = 0, ηxu = 0,

ηyu − ξ2
xy = 0, ηyu − 3ξ2

xy = 0, ηu + ξ2
x = 0, ξ3

y − 3ξ2
x = 0,

ηu + ξ2
x = 0, αξ2

x + βξ2
y − αξ3

y = 0, 2αηu − δξ2
y − ρξ2

y + 2αξ2
y = 0, ξ2

xx = 0,

ηtu + 6αηxx + 3ρηxy + σηyu − ξ2
tx − σξ2

xy − νξ2
yy + 4αηxxxu + 3βηxxyu = 0,

6αηx + 3δηy − ξ2
t + γξ2

x − σξ2
y + γξ3

y + 6αηxxu + 3βηxyu = 0,

2ξ2
x − ξ1

t + ξ3
y = 0, 3δηxx + 2νηyu − νξ3

yy + βηxxxu = 0,

ηtx + γηxx + σηxy + νηyy + αηxxxx + βηxxxy = 0,

3ρηx + 2σξ2
x − 2νξ2

y − ξ3
t + 3βηxxu = 0.
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Solving the system of linear PDEs via symbolic software MathLie, one procures ξ1, ξ2,
ξ3 and η given as:

ξ1 = c1, ξ2 = f1(t), ξ3 = c2 + c3t, η =
1

3δρ

{
δc3x− 2αc3y + 3δρ f2(t) + ρy f ′1(t)

}
.

If we define arbitrary functions f1(t) and f2(t) as f1(t) = c4 and f2(t) = c5, where c4
and c5 are arbitrary constants, thus with the aid of (5), the solution purveys vectors:

X1 =
∂

∂x
, X2 =

∂

∂y
, X3 =

∂

∂t
, X4 =

∂

∂u
, X5 = t

∂

∂y
+

(
x

3ρ
− 2α

3δρ
y
)

∂

∂u
. (8)

Theorem 1. (2+1)-D genBK Equation (4) admits a five dimensional Lie algebra L5 spanned by the
vectors X1, . . . ,X5.

The associated group transformations for X1, . . . ,X5 are

G1 : (t̃, x̃, ỹ, ũ) −→ (t, x + ε1, y, u),

G2 : (t̃, x̃, ỹ, ũ) −→ (t, x, y + ε2, u),

G3 : (t̃, x̃, ỹ, ũ) −→ (t + ε3, x, y, u),

G4 : (t̃, x̃, ỹ, ũ) −→ (t, x, y, u + ε4),

G5 : (t̃, x̃, ỹ, ũ) −→
(

t, x, y + ε5t, u +
ε5

3ρ
− 2αε5

3δρ
y−

αε2
5

3δρ
t

)
,

with ε1, . . . , ε5 representing real numbers. We realize that G1 portrays the x-translation, G2
the y-translation and G3 the t-translation.

Theorem 2. If u = f (t, x, y) is a solution of the (2+1)-D genBKe (4), then so are the functions
presented as:

G1(ε1) : u(t, x, y) = f (t, x− ε1, y),

G2(ε2) : u(t, x, y) = f (t, x, y− ε2),

G3(ε3) : u(t, x, y) = f (t− ε3, x, y),

G4(ε4) : u(t, x, y) = f (t, x, y) + ε4,

G5(ε5) : u(t, x, y) = f (t, x, y− ε5t)− ε5

3ρ
+

2αε5

3δρ
y +

αε2
5

3δρ
t.

2.2. Optimal System of One-Dimensional Subalgebras

It is revealed that it is unfeasible to list all possible group-invariant solutions. As a result,
the situation necessitates an effective, systematic and efficient means of classifying these
solutions. The moment this is achieved, the optimal system of group-invariant solutions is
then formed. Ibragimov et al. [57] invoke a robust approach that depends on the commutator
table in achieving the one-dimensional subalgebras optimal system. In consequence, we give
the commutator table (table of Lie brackets) of (4) associated with (8) in Table 1, that is

Table 1. Lie brackets.

[Xi , Xj] X1 X2 X3 X4 X5

X1 0 0 0 0 δX4

X2 0 0 0 0 −2αX4

X3 0 0 0 0 3δρX2

X4 0 0 0 0 0
X5 −δX4 2αX4 −3δρX2 0 0
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We state here that apparently {X1,X2,X3,X4,X5} is closed under the Lie bracket.
Besides, we express an arbitrary operator X ∈ L5 as:

X = l1X1 + l2X2 + l3X3 + l4X4 + l5X5. (9)

In a bid to secure the linear transformations related to vector l = (l1, l2, l3, l4, l5), we
have the generator defined as:

Ei = ck
ijl

j ∂

∂lk , i = 1, 2, 3, 4, 5, (10)

with ck
ij given for the relation [Xi,Xj] = ck

ijXk. On taking cognizance of Equation (10)
alongside Table 1, generators E1, E2, E3, E4, E5 are presented as:

E1 = δl5 ∂

∂l4 , E2 = −2αl5 ∂

∂l4 , E3 = 3δρl5 ∂

∂l2 , E4 = 0,

E5 = 2αl2 ∂

∂l4 − δl1 ∂

∂l4 − 3δρl3 ∂

∂l2 .

In association with E1, E2, E3, E4 and E5, we give the Lie equations possessing param-
eters a1, a2, a3, a4 and a5 having the initial criteria l̃|ai=0 = l, i = 1, . . . 5, as

dl̃1

da1
= 0,

dl̃2

da1
= 0,

dl̃3

da1
= 0,

dl̃4

da1
= δl̃5,

dl̃5

da1
= 0,

dl̃1

da2
= 0,

dl̃2

da2
= 0,

dl̃3

da2
= 0,

dl̃4

da2
= −2αl̃5,

dl̃5

da2
= 0,

dl̃1

da3
= 0,

dl̃2

da3
= 3δρl̃5,

dl̃3

da3
= 0,

dl̃4

da3
= 0,

dl̃5

da3
= 0,

dl̃1

da4
= 0,

dl̃2

da4
= 0,

dl̃3

da4
= 0,

dl̃4

da4
= 0,

dl̃5

da4
= 0,

dl̃1

da5
= 0,

dl̃2

da5
= −3δρl̃3,

dl̃3

da5
= 0,

dl̃4

da5
= −δl̃1 + 2αl̃2,

dl̃5

da5
= 0. (11)

Consequently, we give the transformations involved in the solution of Equations (11) as

T1 : l̃1 = l1, l̃2 = l2, l̃3 = l3, l̃4 = l4 + δa1l5, l̃5 = l5,

T2 : l̃1 = l1, l̃2 = l2, l̃3 = l3, l̃4 = l4 − 2αa2l5, l̃5 = l5,

T3 : l̃1 = l1, l̃2 = l2 + 3δρa3l5, l̃3 = l3, l̃4 = l4, l̃5 = l5,

T4 : l̃1 = l1, l̃2 = l2, l̃3 = l3, l̃4 = l4, l̃5 = l5,

T5 : l̃1 = l1, l̃2 = l2 − 3δρa5l3, l̃3 = l3, l̃4 = l4 − 3αδρa2
5l3 + 2αa5l2 − δa5l1, l̃5 = l5.

Optimal Classification

We observe the fact that the transformations Ti, i = 1, . . . , 5 actually map vectorX ∈ L5
presented by (9) to vector X̃ ∈ L5 expressed via the relation:

X̃ = l̃1X1 + l̃2X2 + l̃3X3 + l̃4X4 + l̃5X5.

The technique involved in the construction of optimal system in this process demands
the simplification of general vector structured as:

l = (l1, l2, l3, l4, l5), (12)

by engaging transformations T1, T2, T3, T4, T5. We are captivated to seek for simplest repre-
sentative of each class of alike vectors of (12) by inserting these representatives in (9) and
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so, we gain one-dimensional subalgebras optimal system of (2+1)-D genBKe (4). Thus, we
structured the classifications into two different cases.

Case 1. l5 6= 0
1.1. l1 = 0,

We contemplate transformation T3 by taking a3 = −l2

3δρl5 , we can then make l̃2 = 0.
Thus vector (12) reduces to the structure:

l = (0, 0, l3, l4, l5). (13)

Moreover, if we take a1 = −l4

δl5 from T1 which makes l̃4 = 0, then we further reduce
vector (13) to:

l = (0, 0, l3, 0, l5). (14)

Evidently, since (14) cannot be further reduced, without loss of generality, we assume
that l3 = 1 and l5 = ±1. Therefore, we have the optimal representative:

X3 ±X5. (15)

Next, we contemplate the case of l3 6= 0 and first consider the resultant subalgebra
when l2 6= 0.

1.1.1. l3 6= 0,
1.1.1.1. l2 6= 0,

By taking a2 = l4

2αl5 from transformation T1, we can make l̃4 = 0. Now, since l1 = 0
and l2 = l3 = l5 6= 0, then vector (12) becomes:

l = (0, l2, l3, 0, l5).

If we suppose that l2 = 1 and l3 = l5 = ±1, then we have the representative

X2 ±X3 ±X5. (16)

Remark 1. We notice here that for the case of l2 = 0, we achieve an optimal representative earlier
obtained and consequently contribute no additional subalgebra to the optimal system.

1.1.2. l3 = 0.
We take, in this case, a3 = −l2

3δρl5 from T3, so that we make l̃2 = 0. In addition,

by considering a5 = −l4

2αl2−δl2 in T5, thereby making l̃4 = 0, we secure vector:

l = (0, 0, 0, 0, l5)

and so we have the optimal representative:

X5. (17)

1.1.2.1. l4 6= 0.
By taking a5 = l2

3δρl3 from T5, we have the reduced form of vector (12) as

l = (0, 0, 0, l4, l5),

which can not be simplified further and so we gain the representative:

X4 ±X5. (18)

Now, we contemplate some subcases when l1 6= 0 with a view to obtaining all possible
optimal representatives.
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1.2. l1 6= 0,
1.2.1. l4 = 0,
1.2.1.1. l3 6= 0,

By making a3 = −l2

3δρl5 in transformation T3 which occasions the possibility of making

l̃2 = 0, we have the vector:
l = (l1, 0, l3, 0, l5),

which we can not further streamline and so we gain the optimal representative:

X1 ±X3 ±X5. (19)

1.2.1.2. l3 = 0.
By taking in transformation T5, a5 = −l4

2αl2−δl2 and a5 = l2

3δρl3 , we have the vector:

l = (0, 0, 0, l4, l5),

which can not be simplified further and so we gain the representative:

X1 ±X5. (20)

Next, we consider the case of l4 6= 0 and then take into account the resultant subalgebra
when l3 = 0.

1.2.2. l4 6= 0,
1.2.2.1. l3 = 0,

By taking a3 = −l2

3δρl5 in transformation T3, we make l̃2 = 0 and so we have vector:

l = (l1, 0, 0, l4, l5),

which gives rise to the optimal representative:

X1 ±X4 ±X5. (21)

We reveal here that remark (1) absolutely applies to the case of l4 = 0 and l3 6= 0.

Case 2. l5 = 0.
In this second part of the process, we contemplate the structure of vector (12) as:

l = (l1, l2, l3, l4, 0). (22)

Finally, we consider the case of l4 6= 0 and then take into account the optimal represen-
tatives when l1 = 0.

2.1. l4 6= 0,
2.1.1. l1 = 0.

By contemplating the parameter a5 = l2

3δρl3 in transformation T5, one can definitely

make l̃2 = 0 and so, we have the reduced form of vector (22) to be given as:

l = (0, 0, l3, l4, 0),

which consequently yields the optimal representative:

X3 ±X4. (23)

2.1.2. l1 6= 0.
Conversely, if we consider l1 6= 0 with l3 = 0, using T3 where a3 = −l2

3δρl5 , occasions
vector (22) giving us:

l = (l1, 0, 0, l4, 0)
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and so we gain the subalgebra
X1 ±X4. (24)

2.2. l4 = 0.
By taking l2 6= 0 and also considering the converse (l2 = 0) with the use of T5 where

a5 = l2

3δρl3 , we gain the respective subalgebras:

X1 ±X2 ±X3, X1 ±X3. (25)

2.2.1. l3 = 0,
If we take the parameter a5 = l2

3δρl3 in transformation T5, that is l̃2 = 0, one gets:

X1. (26)

Finally, if we take l1 = 0 with l2 6= 0 and in addition contemplate a case of l3 6= 0 with
l1 = 0, we get in the respective situations:

X2, X3. (27)

Conclusively, by gathering the operators secured (that is, (15)–(21), (23)–(25) and (27)),
we arrive at a theorem, which is:

Theorem 3. The subsequent operators provide an optimal system of one-dimensional subalgebras
of the Lie algebra which is spanned by vectors X1,X2,X3,X4,X5 of (2+1)-D genBKe (4):

X1,X2,X3,X5,X3 ±X5,X4 ±X5,X1 ±X5,X3 ±X4,X1 ±X3,X1 ±X4,X2 ±X3 ±X5,X1 ±X3 ±X5,
X1 ±X4 ±X5,X1 ±X2 ±X3.

2.3. Group-Invariants and Some Exact Solutions

This subsection presents group-invariant solutions of (2+1)-D genBKe (4) by exploring
results presented in Theorem 3. Thus, furnishing some exact solutions of (4). Therefore, we
utilize the Lagrangian system given as [27,29]:

dt
ξ1(t, x, y, u)

=
dx

ξ2(t, x, y, u)
=

dy
ξ3(t, x, y, u)

=
du

η(t, x, y, u)
,

to secure the group-invariant solutions related to the vector fields.

2.3.1. Optimal Subalgebra X1

The characteristic equation corresponding to optimal subalgebra X1 = ∂/∂x is

dt
0

=
dx
1

=
dy
0

=
du
0

. (28)

On solving system (28), one gains invariants alongside their group-invariant as:

T = t, Y = y, where u(t, x, y) = G(T, Y). (29)

Therefore, by using the functions and variables from (29) in (4), we obtain:

GYY = 0,

which gives a solution in terms of T and Y but by back-substitution, we have

u(t, x, y) = f1(t)y + f2(t). (30)

Arbitrary functions f1 and f2 are depending on t in (30), a solution of (4).
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2.3.2. Optimal Subalgebra X2

The group-invariant associated with optimal subalgebra X2 = ∂/∂y is calculated as:

u(t, x, y) = G(T, X), with T = t, X = x. (31)

On utilizing the obtained group-invariant, (2+1)-D genBKe (4) is transformed to:

GTX + 6αGXGXX + αGXXXX + γGXX = 0. (32)

As a consequence, we gain a logarithmic-hyperbolic function solution in this regard
as:

G(T, X) = 2A2 tanh(A1T + A2X + A0) + A2 ln
{

tanh(A1T + A2X + A0)− 1
tanh(A1T + A2X + A0) + 1

}
+

4
3

A2
2X− γ

6α
X− A1

6αA2
X +

∫
f (T)dT,

where A0, A1 as well as A2 are arbitrary constants. Therefore, on retrograding to the basic
variables, one achieves a solution of (2+1)-D genBKe (4) in this case as:

u(t, x, y) = 2A2 tanh(A1t + A2x + A0) + A2 ln
{

tanh(A1t + A2x + A0)− 1
tanh(A1t + A2x + A0) + 1

}
+

4
3

A2
2x− γ

6α
x− A1

6αA2
x +

∫
f (t)dt. (33)

Further investigation of PDE (32) reveals that it has four Lie point symmetries,

R1 =
∂

∂T
+ F1(T)

∂

∂G
, R1 =

∂

∂X
+ F2(T)

∂

∂G
, R3 = T

∂

∂X
+

(
1

6α
X + F3(T)

)
∂

∂G
,

R4 = T
∂

∂T
+

1
3

X
∂

∂X
+

(
F4(T)−

γ

9α
X− 1

3
G
)

∂

∂G
.

We contemplate some special cases of the generators obtained. Letting F1(T) = 1, we
have solution of R1 as G(T, X) = T + φ(r), r = X, that further reduces (4) to:

γφ′′(r) + 6αφ′(r)φ′′(r) + αφ′′′′(r) = 0,

whose result furnishes a trigonometric function solution of (2+1)-D genBKe (4) as:

u(t, x, y) = t−
√

γ

α
tan
[√

γ

4α

(
x±
√

αC0
)]

+ C1. (34)

C0 and C1 are integration constants. Moreover, taking F2(T) = 1, we have G(T, X) =
X + φ(r), r = T, which gives a trivial solution. Besides, for F1(T) = F2(T) = 0, we consider
a linear combination Q = c0R1 + c1R2 whose solution is G(T, X) = φ(r), r = c0X − c1T.
Utilizing the gained outcome, we reduce Equation (4) to:

γc0φ′′(r)− c1φ′′(r) + 6αc2
0φ′(r)φ′′(r) + αc3

0φ′′′′(r) = 0. (35)

On solving nonlinear ordinary differential equation (NODE) (35), we secure:

u(t, x, y) = C1 ∓
√

c1 − γc0

αc0
tanh

[
1

2c3/2
0

√
c1 − γc0

α

(
c3/2

0
√

αC0 ∓ (c0x− c1t)
)]

, (36)

which is an hyperbolic solution of (4) with C0 and C1, integration constants. In addition,
taking F3(T) = 0, we have outcome G(T, X) = X2/12αT + φ(r), r = T, which gives no
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solution of interest. Besides, for F4(T) = 0, we have the result G(T, X) = T−1/3φ(r)−
γX/6α, r = XT−1/3 which eventually transforms (4) to:

18αφ′(r)φ′′(r) + 3αφ′′′′(r)− rφ′′(r)− 2φ′(r) = 0.

2.3.3. Optimal Subalgebra X3

Lie optimal subalgebra X3 = ∂/∂t reduces (2+1)-D genBKe (4) to the PDE

σGXY + γGXX + νGYY + 6αGXGXX + 3ρGXGXY + 3δGYGXX

+ αGXXXX + βGXXXY = 0 (37)

through the group-invariant alongside its invariants calculated and presented as

u(t, x, y) = G(X, Y), whereas X = x, Y = y.

Consequently, we secure a solution of (37) with respect to X and Y but by back-
substitution, we find a steady-state hyperbolic solution of (4) in this regard as:

u(t, x, y) =

[(
Ω0ρ + Ω0δ + 4αν− δσ− ρσ− 4A2

1βδ− 4A2
1βρ
)

cosh
(

Ω1

2ν

)]−1

×
{

4Ω0 A1β sinh
(

Ω1

2ν

)
− 16A3

1β2 sinh
(

Ω1

2ν

)
− 4A2

1 A2βδ cosh
(

Ω1

2ν

)
− 4A2

1 A2βρ cosh
(

Ω1

2ν

)
+ 8A1αν sinh

(
Ω1

2ν

)
− 4A1βσ sinh

(
Ω1

2ν

)
+ Ω0 A2δ cosh

(
Ω1

2ν

)
+ Ω0 A2ρ cosh

(
Ω1

2ν

)
+ 4A2αν cosh

(
Ω1

2ν

)
− A2δσ cosh

(
Ω1

2ν

)
− A2ρσ cosh

(
Ω1

2ν

)}
, (38)

where Ω0 =
√

16A4
1β2 − 16ανA2

1 + 8σβA2
1 − 4γν + σ2, Ω1 = Ω0 A1y− 4A3

1βy + 2A1νx−
A1σy + 2A0ν, where A0 and A1 are arbitrary constants of solution. On performing the Lie
symmetry analysis on (37), we obtain translation symmetries

R1 =
∂

∂X
, R2 =

∂

∂Y
, R3 =

∂

∂G
.

We contemplate the linear combination of the three generators as Q = c0∂/∂X +
c1∂/∂Y + c2∂/∂G. Therefore, Q furnishes the solution G(X, Y) = c2/c0X + φ(r), where
r = Y− c1/c0X. Engaging the function and its variables, we reduce (4) to:

αc4
1φ(4)(r)− βc3

1c0φ(4)(r) + 6αc2
1c2c0φ′′(r) + γc2

1c2
0φ′′(r) + c4

0νφ′′(r)− 3c1c2c2
0ρφ′′(r)

− c1c3
0σφ′′(r)− 6αc3

1c0φ′(r)φ′′(r) + 3c2
1c2

0δφ′(r)φ′′(r) + 3c2
1c2

0ρφ′(r)φ′′(r) = 0. (39)

On solving the fourth-order NODE (39), we achieve the trigonometric function:

u(t, x, y) = ± 1√
c0∆0c2

1(2αc1 − c0(δ + ρ))

{
− 2∆0i

√
∆1 tan

[√
∆0

2∆1

(
αc4

1 A1

− βc0c3
1 A1 ∓ i(c0y− c1x)

√
∆1

c0

)]}
+

c2

c0
x + A2, (40)
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where ∆0 = σc2
0c1 − νc3

0 − 6αc2
1c2 + c0c1(3ρc2 − γc1), ∆1 = c3

1(αc1 − βc0) with constant
of integrations A1 and A2. We observe that the obtained result presented in (40) is a
steady-state complex trigonometric function solution of (4).

2.3.4. Optimal Subalgebra X3 + aX5, a ∈ {−1, 1}
The group-invariant related to subalgebra X3 + aX5 is calculated and presented as:

u(t, x, y) = G(X, Y) +
2a2α

9δρ
t3 +

a
3ρ

x− 2aα

3δρ
y, where X = x, Y = y− 1

2
at2. (41)

Invoking the function given in (41) along with the variables, we transform (4) to:

aGXY + σGXY + γGXX + νGYY − atGXY + 3ρGXGXY + 6αGXGXX

+ 3δGYGXX + αGXXXX + βGXXXY = 0. (42)

On applying the Lie theoretic approach on (42), we achieve three generators:

R1 =
∂

∂X
, R2 =

∂

∂Y
, R3 =

∂

∂G
.

Now, the similarity solution of R1 = ∂/∂X purveys G(X, Y) = φ(r), with r = Y. Thus
using the function reduces (4) to differential equation φ′′(r) = 0 whose solution is:

φ(r) = A0r + A1,

where A0 and A1 are integration constants. On retrograding to the basic variables,

u(t, x, y) =
2a2α

9δρ
t3 +

a
3ρ

x− 2aα

3δρ
y + A0

(
y− 1

2
at2
)
+ A1. (43)

Next, we gain the solution related to generator R2 as G(X, Y) = φ(r), with r = X.
In consequence, we reduce Equation (4) to a fourth-order NODE expressed as:

γφ′′(r) + 6αφ′(r)φ′′(r) + αφ′′′′(r) = 0.

Thus, on solving the NODE and reverting to the fundamental variables, one obtains:

u(t, x, y) =
2a2α

9δρ
t3 +

a
3ρ

x− 2aα

3δρ
y−

√
γ

α
tan
[√

γ

4α

(
x±
√

αA1
)]

+ A2, (44)

with A1 and A2, integration constants. On contemplating the combination of R1 and R2
as Q = c0R1 + c1R2. In consequence, Q furnishes the solution G(X, Y) = φ(r), where
r = Y− c1/c0X. Imploring the function and its variables transforms (4) to:

ac1c3
0tφ′′(r)− ac1c3

0φ′′(r) + αc4
1φ(4)(r)− βc3

1c0φ(4)(r) + γc2
1c2

0φ′′(r) + c4
0νφ′′(r)

− c1c3
0σφ′′(r)− 6αc3

1c0φ′(r)φ′′(r) + 3c2
1c2

0δφ′(r)φ′′(r) + 3c2
1c2

0ρφ′(r)φ′′(r) = 0. (45)

On solving NODE (45), we secure a complex tan-hyperbolic solution of (4) as:

u(t, x, y) =
2a2α

9δρ
t3 +

a
3ρ

x− 2aα

3δρ
y± 2iΩ1

c2
1(2αc1 − c0(δ + ρ))

tanh

{
Ω2

2c3
1(αc1 − βc0)

×
[

αc4
1 A1 − βc0c3

1 A1 ∓ i
√

c0(c3
1(αc1 − βc0))

(
y− a

2
t2 − c1

c0
x
)]}

+ A2, (46)
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where Ω1 =
√

c3
1(αc1 − βc0)(νc2

0 + γc2
1 + c0c1(a(t− 1)− σ)), A1 together with A2 constant

of integration and Ω2 =
√

c0(νc2
0 + γc2

1 + c0c1(a(t− 1)− σ)). Furthermore, we contem-
plate the combinations of all the symmetries as Q = c0R1 + c1R2 + c2R3. Hence, Q pro-
duces the solution G(X, Y) = c2/c0X + φ(r), where r = Y− c1/c0X. On utilizing function
G(X, Y) as well as its variables, we reduce (4) to NODE

ac1c3
0tφ′′(r)− ac1c3

0φ′′(r) + αc4
1φ(4)(r)− βc3

1c0φ(4)(r) + 6αc2
1c2c0φ′′(r) + γc2

1c2
0φ′′(r)

+ c4
0νφ′′(r)− 3c1c2c2

0ρφ′′(r)− c1c3
0σφ′′(r)− 6αc3

1c0φ′(r)φ′′(r) + 3c2
1c2

0δφ′(r)φ′′(r)

+ 3c2
1c2

0ρφ′(r)φ′′(r) = 0. (47)

The solution of (47) gives us complex trigonometric function satisfying (4) as:

u(t, x, y) =
2a2α

9δρ
t3 +

a
3ρ

x− 2aα

3δρ
y +

c2

c0
x±

2Ω3i
√

c3
1(αc1 − βc0)

√
−c0Ω3c2

1(2αc1 − c0(ρ + δ))

× tan

{ √
−Ω3

2c3
1(αc1 − βc0)

[
βc0c3

1 A1 − αc4
1 A1 ∓

√
c0c3

1(αc1 − βc0)

×
(

y− a
2

t2 − c1

c0
x
)]}

+ A2, (48)

where Ω3 = νc3
0 + c0c2

1(a(t− 1)− σ) + 6αc2
1c2 + c0c1(γc1 − 3ρc2) with A1 and A2 repre-

senting the integration constants of the solution.

2.3.5. Optimal Subalgebra X2 + aX3 + bX5, a, b ∈ {−1, 1}
We reduce (4) via X2 + aX3 + bX5 to a NLPDE with dependent variables X, Y as:

3aγρGXX + 3aσρGXY + 3aνρGYY − 3ρGXY + 9aρ2GXGXY + 18aαρGXGXX

+ 9aδρGYGXX + 3aαρGXXXX + 3aβρGXXXY + b = 0, (49)

by utilizing the invariants with their group-invariant expressed via the function

X = x, Y =
1
2a

(
2ay− bt2 − 2t

)
, where we calculated the group-invariant as

u(t, x, y) = G(X, Y) +
2b2α

9a2δρ
t3 +

bα

3a2δρ
t2 +

(
b

3aρ
x− 2bα

3aδρ
y
)

t. (50)

On applying Lie symmetry algorithm to Equation (49), we achieve three generators

R1 =
∂

∂X
, R2 =

∂

∂Y
, R3 =

∂

∂G
.

Similarity solution to R1 = ∂/∂X yields G(X, Y) = φ(r), where r = Y. Therefore
using the function reduces (4) to the linear ordinary differential equation (LODE)

3aρνφ′′(r) + b = 0.

The solution to the LODE is φ(r) = −br2/6aνρ + A1r + A2, where A1 and A2 are
integration constants. Hence, solution to (2+1)-D genBKe (4) in this regard is:

u(t, x, y) =
2b2α

9a2δρ
t3 +

bα

3a2δρ
t2 +

(
b

3aρ
x− 2bα

3aδρ
y
)

t− b
24a3νρ

(
2ay− bt2 − 2t

)2

+
A1

2a

(
2ay− bt2 − 2t

)
+ A2. (51)
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In the same vein, generator R2 furnishes G(X, Y) = φ(r), r = X, so (4) becomes:

3aαρφ′′′′(r) + 3aγρφ′′(r) + 18aαρφ′(r)φ′′(r) + b = 0. (52)

No solution of (52) can be secured. However, considering a special case of the equation
with b = 0, one achieves a trigonometric solution of (4) in this regard as

u(t, x, y) =
2b2α

9a2δρ
t3 +

bα

3a2δρ
t2 +

(
b

3aρ
x− 2bα

3aδρ
y
)

t

−
√

γ

α
tan
(√

γ

4α

(
x∓
√

αA1
))

+ A2, (53)

which is actually an algebraic-trigonometric solution of (2+1)-D genBKe (4). Further,
imploring generators R1 and R2, we obtain solution function G(X, Y) = φ(r), r = Y −
c1/c0X. On applying the function in Equation (4) changes it to NODE

3aαc4
1ρφ(4)(r)− 3aβc3

1c0ρφ(4)(r) + 3aγc2
1c2

0ρφ′′(r) + 3ac4
0νρφ′′(r)− 3ac1c3

0ρσφ′′(r)

− 18aαc3
1c0ρφ′(r)φ′′(r) + 9ac2

1c2
0δρφ′(r)φ′′(r) + 9ac2

1c2
0ρ2φ′(r)φ′′(r) + bc4

0

+ 3c1c3
0ρφ′′(r) = 0. (54)

We let b = 0 to gain an elliptic solution of (54) and give it a simple representation:

α0φ′′(r) + α1φ′(r)φ′′(r) + α2φ(4)(r) = 0 (55)

where α0 = 3aγc2
1c2

0ρ+ 3ac4
0νρ− 3ac1c3

0ρσ+ 3c1c3
0ρ, α1 = −18aαc0c3

1ρ+ 9ac2
0c2

1δρ+ 9ac2
0c2

1ρ2,
α2 = 3aαc4

1ρ− 3aβc0c3
1ρ. Integrating (55) twice with φ′(r) = Θ(r) gives

Θ′(r)2 = − α1

3α2
Θ(r)3 − α0

α2
Θ(r)2 − 2A0

α2
Θ(r)− 2A1

α2
, (56)

where A0 and A1 are integration constants. We engage the transformation,

Θ(r) = −12α2

α1
℘(r)− α0

α1
. (57)

Thus, we reckon Equation (56) as NODE with Weierstrass elliptic function [58,59]

℘′(r)2 − 4℘(r)3 + g1℘(r) + g2 = 0, (58)

with the involved Weierstrass elliptic invariants g1 and g2 expressed as:

g1 =
1

12α2
2

(
α2

0 − 2α1 A0

)
, and g2 =

1
216α3

2

{
α3

0 + 3α1(α1 A1 − α0 A0)
}

. (59)

Contemplating (57) alongside (58) and reverting to the basic variables yields:

u(t, x, y) =
2b2α

9a2δρ
t3 +

bα

3a2δρ
t2 +

(
b

3aρ
x− 2bα

3aδρ
y
)

t− α0

2aα1

(
2ay− bt2 − 2t

)
+

α0c1

α1c0
x +

12α2

α1
ζ

{
1
2a

(
2ay− bt2 − 2t

)
− c1

c0
x;

1
12α2

2

(
α2

0 − 2α1 A0

)
,

1
216α3

2

{
α3

0 + 3α1(α1 A1 − α0 A0)
}}

. (60)
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Next, we consider the combination of obtained symmetries as Q = c0∂/∂X + c1∂/∂Y +
c2∂/∂G. Consequently, Q gives the function G(X, Y) = c2/c0X + φ(r), where r = Y −
c1/c0X. Invoking the function and its variables, we reduce (4) to:

3aαc4
1ρφ(4)(r)− 3aβc3

1c0ρφ(4)(r) + 18aαc2
1c2c0ρφ′′(r) + 3aγc2

1c2
0ρφ′′(r) + 3ac4

0νρφ′′(r)

− 9ac1c2c2
0ρ2φ′′(r)− 3ac1c3

0ρσφ′′(r)− 18aαc3
1c0ρφ′(r)φ′′(r) + 9ac2

1c2
0δρφ′(r)φ′′(r)

+ 9ac2
1c2

0ρ2φ′(r)φ′′(r) + bc4
0 + 3c1c3

0ρφ′′(r) = 0. (61)

Just as earlier demonstrated, we present simplified structure of (61) with b = 0 as:

α5φ(4)(r) + 6α4φ′(r)φ′′(r)− α3φ′′(r) = 0, (62)

where α3 = 9ac1c2c2
0ρ2 + 3ac1c3

0ρσ − 18aαc2
1c2c0ρ − 3aγc2

1c2
0ρ − 3c1c3

0ρ − 3ac4
0νρ,

α4 = −3aαc3
1c0ρ + 3/2ac2

1c2
0δρ + 3/2ac2

1c2
0ρ2, α5 = 3aαc4

1ρ− 3aβc3
1c0ρ. On Integrating (62)

α5φ′′′(r) + 3α4φ′(r)2 − α3φ′(r) + K0 = 0, (63)

with integration constant K0. On engaging the representations expressed as:

φ′(r) =
α5

α4
Θ(r), λ =

α3

α5
, K1 =

K0α4

α2
5

, (64)

Equation (63) then becomes the second order nonlinear differential equation:

Θ′′(r) + 3Θ(r)2 − λΘ(r) + K1 = 0 (65)

Equation (65) multiplied by Θ′(r) and integrating the outcome furnishes,

Θ′(r)2 = −(2Θ(r)3 − λΘ(r)2 + 2K1Θ(r) + 2K2),

with integration constant K2. Suppose that the algebraic equation Θ(r)3 − 1
2 λΘ(r)2 +

K1Θ(r) + K2 = 0 possesses roots ϑ1, ϑ2, ϑ3 with the property ϑ1 > ϑ2 > ϑ3, then

Θ′(r)2 = −2(Θ(r)− ϑ1)(Θ(r)− ϑ2)(Θ(r)− ϑ3). (66)

Equation (66) possess a highly famous solution expressed with regards to Jacobi elliptic
function (cn) [58,60] which we present in the structure,

Θ(r) = ϑ2 + (ϑ1 − ϑ2) cn2

(√
ϑ1 − ϑ3

2
r
∣∣∣∆2

)
, where ∆2 =

ϑ1 − ϑ2

ϑ1 − ϑ3
. (67)

Reckoning (67) as well as (64) and retrograding to the basic variables gives:

u(t, x, y) =
2b2α

9a2δρ
t3 +

bα

3a2δρ
t2 +

(
b

3aρ
x− 2bα

3aδρ
y
)

t +
α5

α4

{
r(ϑ2 + ϑ1(∆2 − 1))

∆2

+

√
2(ϑ1 − ϑ2)dn

(√
ϑ1−ϑ3

2 r
∣∣∣∆2
)

E
[

am
(√

ϑ1−ϑ3
2 r

∣∣∣∆2
)∣∣∣∆2

]
√

ϑ1 − ϑ3∆2

√
dn
(√

ϑ1−ϑ3
2 r

∣∣∣∆2
)2

}
+

c2

c0
x, (68)

with E representing elliptic integral of the second kind while ‘am’ and ‘dn’ are respectively
amplitude and delta elliptic functions. Besides, we notice that in relation (67) and (68)
some limits of Jacobi elliptic functions cn and dn exist which give rise to some other

functions such as hyperbolic and trigonometric. For instance, lim∆2→0 cn
(

r
∣∣∣∆2
)
= cos(r),
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lim∆2→0 dn
(

r
∣∣∣∆2
)
= 1, lim∆2→1 cn

(
r
∣∣∣∆2
)
= sech (r) and lim∆2→1 dn

(
r
∣∣∣∆2
)
= sech (r),

whereas r = 1/2a
(
2ay− bt2 − 2t

)
− c1/c0x.

2.3.6. Optimal Subalgebra X1 + aX3 + bX5, a, b ∈ {−1, 1}
Lie optimal subalgebra X1 + aX3 + bX5 produces similarity transformation variables,

X =
1
a
(ax− t), Y =

1
2a

(
2ay− bt2

)
, whereas the group-invariant is secured as

u(t, x, y) = G(X, Y) +
2b2α

9a2δρ
t3 − b

6a2ρ
t2 +

(
b

3aρ
x− 2bα

3aδρ
y
)

t.

Engaging the found similarity variables reduces (2+1)-D genBKe (4) to an NLPDE

3aγρGXX + 3aσρGXY + 3aνρGYY − 3ρGXX + 9aρ2GXGXY + 18aαρGXGXX

+ 9aδρGYGXX + 3aαρGXXXX + 3aβρGXXXY + b = 0, (69)

The Lie theoretic approach used in studying Equation (69) yields its symmetries as:

R1 =
∂

∂X
, R2 =

∂

∂Y
, R3 =

∂

∂G
.

On following the usual process solution to R1 = ∂/∂X secures G(X, Y) = φ(r),
with r = Y. Subsequently utilizing the function obtained reduces (4) to the LODE,

3aρνφ′′(r) + b = 0. (70)

On solving the linear ordinary differential Equation (70), we obtain a solution of (4) as:

u(t, x, y) =
A0

2a

(
2ay− bt2

)
+

2b2α

9a2δρ
t3 − b

6a2ρ
t2 +

(
b

3aρ
x− 2bα

3aδρ
y
)

t

− b
24a3νρ

(
2ay− bt2 − 2t

)2
+ A1, (71)

with integration constants A0 and A1. In addition R2 gives the solution G(X, Y) = φ(r),
with r = X. On engaging the function secured, we reduce (4) to the LODE,

3aαρφ′′′′(r) + 3aγρφ′′(r) + 18aαρφ′(r)φ′′(r)− 3ρφ′′(r) + b = 0.

In a bid to secure a solution of (4) in this instance, we let b = 0 and, as a consequence:

u(t, x, y) =
2αb2t3

9a2δρ
− bt2

6a2ρ
+

bx
3aρ
− 2αby

3aδρ
− (aγ− 1)

√
aα(1− aγ)

aα(1− aγ)

× tanh

[
1
2

√
1− aγ

aα

(
ax− t

a
±
√

aαC1

)]
+ C2, (72)

which is an algebraic–hyperbolic solution of (2+1)-D genBKe (4) with integration constants
C1 and C2. On following the usual procedure, R1 and R2 linearly combined yields the
solution G(X, Y) = φ(r), r = c0Y− c1X and these transform (4) to:

3aαc4
1ρφ(4)(r)− 3aβc0c3

1ρφ(4)(r) + 3aγc2
1ρφ′′(r) + 3ac2

0νρφ′′(r)− 3ac0c1ρσφ′′(r) + b

− 18aαc3
1ρφ′(r)φ′′(r) + 9ac0c2

1δρφ′(r)φ′′(r) + 9ac0c2
1ρ2φ′(r)φ′′(r)− 3c2

1ρφ′′(r) = 0. (73)
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Now, having observed that no solution of (73) can be secured in its current state, we
take a special case b = 0 of the equation. We present in an easier way (73) as:

β2φ(4)(r)− β1φ′(r)φ′′(r)− β0φ′′(r) = 0, (74)

where β0 = 3ac1c0ρσ + 3c2
1ρ − 3aγc2

1ρ − 3ac2
0νρ, β1 = 18aαc3

1ρ − 9ac0c2
1δρ − 9ac0c2

1ρ2,
β2 = 3aαc4

1ρ− 3aβc0c3
1ρ. We let φ′(r) = Θ(r) in (74) and integrating the equation gives

2β2Θ′′(r)− β1Θ(r)2 − 2β0Θ(r) = 2C0, (75)

where C0 is the integration constant. On taking the multiplication of (75) and Θ′(r) and
subsequently integrating the resulting NODE, one then achieves:

Θ′(r)2 =
β1

3β2
Θ(r)3 +

β0

β2
Θ(r)2 +

2C0

β2
Θ(r) +

2C1

β2
, (76)

with integration constant C1. We get a Weierstrass elliptic solution [61] of (4) via:

Θ(r) = W(r)− β0

β1
, (77)

which is the transformation needed in this regard to reduce (76) to elliptic function,

W2
ξ = 4W3 − g2W − g3, where ξ =

√
β1

12β2
r. (78)

That is, a Weierstrass elliptic function with elliptic invariants g1 and g2 secured as:

g1 =
24C0

β1
−

12β2
0

β2
1

, and g2 =
8β3

0

β3
1
− 24β0C0

β2
1

+
24C1

β1
. (79)

On reckoning (77), we possess the solution of (76) with regards to Θ(r) as:

Θ(r) = ℘

(√
β1

12β2
(r− r0);

24C0

β1
−

12β2
0

β2
1

,
8β3

0

β3
1
− 24C0β0

β2
1

+
24C1

β1

)
− β0

β1
.

On reverting to the basic variables, one achieves the solution of Equation (4) as:

u(t, x, y) =
2αb2t3

9a2δρ
− bt2

6a2ρ
+

(
bx
3aρ
− 2αby

3aδρ

)
t− 2

√
3β2

β1
ζ

{
1
2

√
β1

3β2

×
[

c0

2a

(
2ay− bt2

)
− c1

a
(ax− t)

]
− r0;

24C0

β1
−

12β2
0

β2
1

,
8β3

0

β3
1
− 24C0β0

β2
1

+
24C1

β1

}
− β0

β1

[
c0

2a

(
2ay− bt2

)
− c1

a
(ax− t)

]
− r0, (80)

which is a Weierstrass elliptic solution of (4) where r0 is an arbitrary constant. Next, we
contemplate the combination of the three found symmetries as performed earlier, and
secure G(X, Y) = c2X + c0φ(r), with r = c0Y− c1X which transform (4) to:

3aαc0c4
1ρφ(4)(r)− 3aβc2

0c3
1ρφ(4)(r) + 18aαc0c2c2

1ρφ′′(r) + 3aγc0c2
1ρφ′′(r) + b

− 9ac2
0c2c1ρ2φ′′(r)− 3ac2

0c1ρσφ′′(r)− 18aαc2
0c3

1ρφ′(r)φ′′(r) + 9ac3
0c2

1δρφ′(r)φ′′(r)

+ 9ac3
0c2

1ρ2φ′(r)φ′′(r)− 3c0c2
1ρφ′′(r) + 3ac3

0νρφ′′(r) = 0.
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In order to gain more general solution of (4) in this regard, we let b = 0 and so:

β3φ(4)(r) + 12β4φ′(r)φ′′(r)− β5φ′′(r) = 0, (81)

where β3 = 3aαc0c4
1ρ − 3aβc2

0c3
1ρ, β4 = 3/4ac3

0c2
1δρ + 3/4ac3

0c2
1ρ2 − 3/2aαc2

0c3
1ρ,

β5 = 9ac2
0c2c1ρ2− 18aαc0c2c2

1ρ− 3aγc0c2
1ρ+ 3ac2

0c1ρσ+ 3c0c2
1ρ− 3ac3

0νρ. On the integration
of Equation (81) and invoking the representation φ′(r) = β3/2β4 Θ(r), we obtain:

Θ′′(r) + 3Θ(r)2 −ωΘ(r) + A1 = 0, (82)

where ω = β5/β3 with A1 = 2β4 A0/β2
3, A0 and A1 being integration constants. Next, we

multiply (82) by Θ′(r) and integrate the result with regards to r and secure

Θ′(r)2 + 2Θ(r)3 −ωΘ(r)2 + 2A1Θ(r) + 2A2 = 0. (83)

Thus, (83) occasions a well notable Jacobi elliptic cosine function solution [61] with
cubic polynomial roots θ3 < θ2 < θ1 and besides, parameter 0 ≤ Ω2

0 ≤ 1. In consequence,
we recover u(t, x, y), the solution of Equation (4) in this instance as:

u(t, x, y) =
2αb2t3

9a2δρ
+

bx
3aρ

t− bt2

6a2ρ
− 2αby

3aδρ
t +

c2

a
(ax− t) + θ2r

+
c0β3

2β4

{√2(θ1 − θ2)sn
(√

θ1−θ3
2 r

∣∣∣Ω2
0

)
cos−1

[
dn
(√

θ1−θ3
2 r

∣∣∣Ω2
0

)∣∣∣Ω2
0

]
√

θ1 − θ3

√
1− dn

(√
θ1−θ3

2 r
∣∣∣Ω2

0

)2

}
, (84)

where Ω2
0 = (θ1 − θ2)/(θ1 − θ3) and r = c0/2a(2ay − bt2) − c1/a(ax − t). Moreover,

the Jacobi sine elliptic function sn possesses the property that as Ω2
0 → 0, we have sn(r)→

sin(r) and as Ω2
0 → 1, we also obtain sn(r)→ tanh(r).

2.3.7. Optimal Subalgebra X1 + aX2 + bX3, a, b ∈ {−1, 1}
The Lagrangian system related to X1 + aX2 + bX3 solves to give group-invariant

u(t, x, y) = G(X, Y), where X = x− t/b, Y = y− at/b. (85)

On using the function alongside other expressions from (85) in (4), we have:

bγGXX + bσGXY + bνGYY − aGXY − GXX + 3bρGXGXY + 6bαGXGXX

+ 3bδGYGXX + bαGXXXX + bβGXXXY = 0. (86)

As a consequence, we secure the solution of (86) with respect to X and Y but reverting
to the fundamental variables gives a solution of (2+1)-D genBKe (4) as:

u(t, x, y) =
−4i

(
βΩ0 + αβ + b(2αν− βσ− 4β2 A2

1)
)

Ω0(δ + ρ) + Ω1

{
A1 sech

[
1

2b2ν

(
a2 A1t

+ Ω0 A1(at− by) + b2(A1(σ + 4βA2
1)y− ν(2A0 + 2A1x))− bA1(ay

+ t(a(σ + 4βA2
1)− 2ν))

)]}{
A2(Ω0(δ + ρ) + a(δ + ρ) + b(4αν− δσ

− ρσ− 4βA2
1(δ + ρ))) + sech

[
1

2b2ν

(
a2 A1t + Ω0 A1(at− by)

+ b2
[

4A1y
(

1
4

σ + βA2
1

)
− ν(2A1x + iπ + 2A0)

]
− 4A1b

[
1
4

ay
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+ t
[

a
(

βA2
1 +

1
4

σ

)
− 1

2
ν

]])]}−1

, (87)

where Ω0 =
√

ν(4b− 4b2γ− 16αb2 A2
1) + (a− bσ− 4bβA2

1), Ω1 = a(δ+ ρ)+ b(4αν− δσ−
ρσ− 4β(δ + ρ)A2

1) with constants A0 and A1 arbitrary. Function (87) is a complex bright
soliton solution of (4). Furthermore, investigation revealed that Equation (86) possesses
three Lie point symmetries which are given as

R1 =
∂

∂X
, R2 =

∂

∂Y
, R3 =

∂

∂G
.

Linearly combining the symmetries furnishes the function G(X, Y) = c2X + c0φ(r),
with r = c0Y− c1X. Thus, on engaging the function, we further reduce (4) to:

bβc0c3
1φ(4)(r)− ac0c1φ′′(r)− αbc4

1φ(4)(r)− 6αbc2c2
1φ′′(r)− bγc2

1φ′′(r)− bc2
0νφ′′(r)

+ 3bc0c2c1ρφ′′(r) + bc0c1σφ′′(r) + 6αbc0c3
1φ′(r)φ′′(r)− 3bc2

0c2
1δφ′(r)φ′′(r)

− 3bc2
0c2

1ρφ′(r)φ′′(r) + c2
1φ′′(r) = 0. (88)

Therefore, we present Equation (88) in a lesser structure as:

α1φ′′(r)− α2φ′(r)φ′′(r) + α3φ(4)(r) = 0, (89)

α1 = −ac0c1 + c2
1 − 6αbc2c2

1 − bγc2
1 − bc2

0ν + 3bc0c2c1ρ + bc0c1σ, α2 = 3bc2
0c2

1δ + 3bc2
0c2

1ρ−
6αbc0c3

1, α3 = bβc0c3
1 − αbc4

1. We set φ′(r) = Θ(r) in (89) and by integrating the resulting
NODE repeatedly two times, we secure a first order NODE presented as:

Θ′(r)2 =
α2

3α3
Θ(r)3 − α1

α3
Θ(r)2 − 2C0

α3
Θ(r)− 2C1

α3
,

with constants of integration C0 and C1. On contemplating the cubic polynomial α2
3α3

Θ(r)3−
α1
α3

Θ(r)2 − 2C0
α3

Θ(r)− 2C1
α3

= 0, whose real roots are a2 < a1 < a0, we have

Θ2
r =

α2

3α3
(Θ− a0)(Θ− a1)(Θ− a2),

with real roots a0, a1 as well as a2 satisfying algebraic relations expressed as:

a0a1 + a0a2 + a1a2 = −2C0

α3
, a0a1a2 = −2C1

α3
, a0 + a1 + a2 = −α1

α3

According to [62], we express a primitive solution of (4) via the elliptic function,

u(t, x, y) = c2x− c2

b
t + c0

{√
12α3(a0 − a1)2

α2(a0 − a2)∆8
0

{
EllipticE

[
sn
(

α2(a0 − a2)

12α3
(r− r0),

∆2
0

)
, ∆2

0

]}
+

[
a1 − (a0 − a1)

1− ∆4
0

∆4
0

]
(r− r0) + C2

}
, (90)

with r = c0(y− at/b)− c1(x− t/b), r0 and C2 arbitrary constants. Besides, parameter ∆2
0

and incomplete elliptic integral EllipticE[m; z] are accordingly expressed as:

∆2
0 =

a0 − a1

a0 − a2
and EllipticE[m; z] =

∫ m

0

√
1− z2w2

1− w2 dw.
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3. Travelling Wave Solutions

We examine the travelling wave solutions of the (2+1)-D genBKe (4). Generally
speaking, travelling wave solutions of a partial differential equation emanates as special
group-invariant solutions wherein the considered group is translational with respect to
space of independent variables.

Here in this study, we engage linear combination of the translation operators X1,X2
and X3, namely X = ρX1 + εX2 + µX3 with constant values σ and ε. Following the usual
Lie symmetry procedure, we utilize X to reduce (4) to fourth-order NODE,

Aψ′′(z)− Bψ′(z)ψ′′(z) + Cψ′′′′(z) = 0, (91)

via the travelling wave z = px + qy + rt where p = ε, q = µc − ρ, r = −εc and so
A = p(r + σq + γp) + νq2, B = −6p2(αp + βq) and C = p3(αp + βq).

Integrating (91) just once supplies a third-order ODE,

Aψ′ − 1
2

Bψ′2 + Cψ′′′ + C1 = 0, (92)

where C1 is regarded as an integration constant. Multiplying Equation (92) by ψ′′, in-
tegrating once as well as simplifying the resulting equation, we have the second-order
nonlinear ODE

1
2

A(ψ′)2 − 1
6

B(ψ′)3 +
1
2

C(ψ′′)2 + C1ψ′ + C2 = 0, (93)

where C2 is an integration constant. Equation (93) can be rewritten as

(ψ′′)2 =
B

3C
(ψ′)3 − A

C
(ψ′)2 − 2C1

C
ψ′ − 2C2

C
. (94)

Suppose Ψ = ψ′, Equation (94) becomes:

Ψ′2 =
B

3C
Ψ3 − A

C
Ψ2 − 2C1

C
Ψ− 2C2

C
. (95)

3.1. Bifurcation and Explicit Solutions

Here we use the bifurcation theory method [39,63,64] of dynamical systems to obtain
some nontrivial solutions of (95), which is the reduced form of (91).

Suppose from Equation (95) we say:

P3(Ψ) =
B

3C
Ψ3 − A

C
Ψ2 − 2C1

C
Ψ− 2C2

C
. (96)

We can deduce from Equation (94) that:

d2Ψ
dz2 =

B
2C

Ψ2 − A
C

Ψ− C1

C
. (97)

Let Ψ′ = w, then (95) is equivalent to planar dynamical system,

dΨ
dz

= w,
dw
dΨ

=
B

2C
Ψ2 − A

C
Ψ− C1

C
, (98)

which invariably possesses the first integral H(Ψ, w) calculated as:

H(Ψ, w) =
w2

2
− B

6C
Ψ3 +

A
2C

Ψ2 +
C1

C
Ψ = h, (99)

where h is the constant of integration and function H(Ψ, w) is Hamiltonian.
It is obvious to see that Hamiltonian H(Ψ, w) = h = −C2

C corresponds to Equation (96).
As a result, we observe that the dynamical system behaviors of ordinary differential
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Equation (95) from the orbits of the above system (98) relates to H(Ψ, w) = −C2
C . Appar-

ently, phase orbits given via the vector field relative to system (98) decides all the results
that can be gained for (96).

An investigation of bifurcation of the planar dynamical system (98) secures diverse
kinds of solutions of (96) contemplated under various coefficient conditions. Thus, the dy-
namical character and closed-form solutions of ODE (96) are generated.

We first study the equilibrium points of the system (98) to attain the dynamical action
of the system. Evidently, the roots of P′3(Ψ) = 0 are regarded as the abscissas of the points
of equilibrium included in the system (98). Moreover, we suppose that Ψe is one of the
roots of P′3(Ψ) = 0, meaning that, (Ψe, 0) stands as an equilibrium point of system (98).
By the reason of theory of planar dynamical systems [63,64], the matrix needs to be studied.

D f (Ψ0, 0) =
[

0 1
P′′3 (Ψe) 0,

]
where

P′′3 (Ψe) =
2B
C

Ψ− 2A
C

of the linearized system of (98) exists at a point (Ψe, 0). The point of equilibrium (Ψ, 0)
is a center which has a punctured neighborhood wherein any solution procured is taken
as a periodic orbit; if det(D f (Ψe, 0)) = −P′′3 (Ψe) > 0. It is said to be a saddle point if
det(D f (Ψe, 0)) = −P′′3 (Ψe) < 0. Nevertheless, we call it a cusp point if det(D f (Ψe, 0)) =
−P′′3 (Ψe) = 0. It is needed to equally investigate boundary curves related to the centers
as well as the orbits that serve as a connector between the saddle points or cusp points
which the Hamiltonian H(Ψ, w) = h determines in order to obtain the phase portraits other
than the equilibriums. Evidently, system (98) possesses neither equilibrium point nor a

cusp when A2+2BC1
C2 ≤ 0, hence system (98) has no trivial nontrivial bounded solutions.

Nonetheless, (98) has two equilibrium points when A2+2BC1
C2 > 0. Let

Ψ±e =
1
B

(
A±

√
A2 + 2BC1

)
H(Ψ±e , 0) = h± =

1
3B2C

(
(A2 + 2BC1)[A±

√
A2 + 2BC1] + ABC1

)
,

then (Ψ+
e , 0) is a saddle point, (Ψ−e , 0) is also a center and h+ > h−.

When we have h+ > h > h−, Hamiltonian H(Ψ, w) = h defines a family of periodic
orbits present around the center given as (u−e , 0) which is confined by the boundary curves
defined by function H(Ψ, w) = h+. Notwithstanding, H(Ψ, w) = h+ explains a homoclinic
orbit that passes through the saddle point (Ψ+

e , 0).
We now consider some cases of (96) and obtain the following solutions.
Case (1.) Equation (96) possesses a bounded solution which approaches Ψ+

e as z goes
to infinity:

Ψ(z) =
1
B

{
(A +

√
A2 + 2BC1)− 3

√
A2 + 2BC1 sech2

[
1
2

4

√(
A2 + 2BC1

C2

)
(z− z0)

]}
, (100)

where z0 is an arbitrary constant. Integrating (100) and returning to the original variables
secures a nontrivial solitary wave solution of (4) in this regard as:

u(t, x, y) =
1
B

{(√
A2 + 2BC1 + A

)
z− z0 −

6
√

A2 + 2BC1

4
√

A2+2BC1
C2

× tanh

(
1
2

4

√
A2 + 2BC1

C2 z− z0

)}
, (101)
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with z = px + qy + rt and z0 arbitrary constant. We also have a constant solution

Ψ(z) =
1
B

(
A +

√
A2 + 2BC1

)
as well as an unbounded solution:

Ψ(z) =
1
B

{
(A +

√
A2 + 2BC1) + 3

√
A2 + 2BC1 csch2

[
1
2

4

√(
A2 + 2BC1

C2

)
(z− z0)

]}
. (102)

Integrating (102) and retrograding to the original variables, we secure an unbounded
solution of (2+1)-dimensional gBK (4) as:

u(t, x, y) =
1
B

{(√
A2 + 2BC1 + A

)
z− z0 −

6
√

A2 + 2BC1

4
√

A2+2BC1
C2

× coth

(
1
2

4

√
A2 + 2BC1

C2 z− z0

)}
, (103)

where z = px + qy + rt and z0 is an arbitrary constant.
Case (2.) Since B

3C > 0, then for any arbitrary real constant

Φ ∈
( (

A−2
√

A2+2BC1

)
B ,

(
A−
√

A2+2BC1

)
B

)
,

Ψ(z) = Φ− 1
2

(
3Φ− 3A

B
+

√
−3Φ2 +

6A
B

Φ +
9A2

B2 +
24C1

B

)
sn2(Ω+(z− z0), k+), (104)

where

Ω+ =

√
2

4

√
− B

C
Φ +

A
C

+
B

3C

√
−3Φ2 +

6A
B

Φ +
9A2

B2 +
24C1

B
and

k+ =
2
√

3Φ2 − 6A
B Φ− 6C1

B

−3Φ + 3A
B +

√
−3Φ2 + 6A

B Φ + 9A2

B2 + 24C1
B

.

The integration of (104) secures a bounded nontrivial solution of (4) as:

u(t, x, y) = kz + P0


√

6(3A− BP1)

Q +
E[am(R)|R1]

[
sn2(S|S1)− S2

]
dn(Q1|Q2)

√
1− 2

√
3Q0 sn2(R)
P1− 3A

B




P0 =
1

B

√
3A−3Bk+

√
3B

√
3A2+2BkA−B2k2+8BC1

B2

C

, P1 = 3k +

√
9A2 + 6BkA− 3B2k2 + 24BC1

B2

Q =

z

√√√√ 3A+B

(√
9A2+6BkA−3B2k2+24BC1

B2 −3k

)
C

(
− 3A

B − 3k +
√

9A2+6BkA−3B2k2+24BC1
B2

)
12
√

2
√

k(Bk−2A)−2C1
B

,
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R =
z

√√√√ 3A+B

(√
9A2+6BkA−3B2k2+24BC1

B2 −3k

)
C

2
√

6

∣∣∣∣∣ 2
√

3Q0

− 3A
B − 3k +

√
9A2+6BkA−3B2k2+24BC1

B2

S =
z

√√√√ 3A+B

(√
9A2+6BkA−3B2k2+24BC1

B2 −3k

)
C

2
√

6
, R1 =

2
√

3
√

k(Bk−2A)−2C1
B

− 3A
B − 3k +

√
9A2+6BkA−3B2k2+24BC1

B2

,

S1 =
2
√

3
√

k(Bk−2A)−2C1
B

− 3A
B − 3k +

√
9A2+6BkA−3B2k2+24BC1

B2

, Q1 =
z

√√√√ 3A+B

(√
9A2+6BkA−3B2k2+24BC1

B2 −3k

)
C

2
√

6
,

S2 =
− 3A

B − 3k +
√

9A2+6BkA−3B2k2+24BC1
B2

2
√

3
√

k(Bk−2A)−2C1
B

, Q2 =
2
√

3
√

k(Bk−2A)−2C1
B

− 3A
B − 3k +

√
9A2+6BkA−3B2k2+24BC1

B2

,

where E[am (R|R1)] is an elliptic integral of the second kind sn(S|S1), am(R|R1) and
dn(Q1|Q2) denotes accordingly elliptic sine, amplitude as well as delta functions. In addi-
tion to that, variable z = px + qy + rt with arbitrary constant z0 is taken as zero.

Case (3.) Equation (96) possesses no nontrivial bounded solutions. However, at the
instance when −2C2

C = 2h−, we have an unbounded solution that is expressed as

Ψ(z) =
1
B

{
(A−

√
A2 + 2BC1) + 3

√
A2 + 2BC1 sec2

[
1
2

4

√(
A2 + 2BC1

C2

)
(z− z0)

]}
(105)

and a constant solution also given in this case as:

Ψ(z) =
1
B

(
A−

√
A2 + 2BC1

)
.

Integrating (105) with regards to variable z− z0, one achieves:

u(t, x, y) =
1
B

{
V0 tan

(
1
2
(z− z0)

4

√
A2 + 2BC1

C2

)
+ (z− z0)

(
A−

√
A2 + 2BC1

)}
, (106)

where we have V0 =
6
√

A2+2BC1

4
√

A2+2BC1
C2

, z = px + qy + rt and z0 as an arbitrary constant.

We note from the dynamical system earlier stated that we can deduce the fact that:

dw
dΨ

= B0Ψ2 + B1Ψ + B2, (107)

where B0 = B
2C , B1 = − A

C and B2 = −C1
C . In clear terms, we can suggest that phase

orbits given by the vector fields of dynamical system (98) determined the collection of
all the solutions of (97). Thus, we state here that bounded solutions of (97) relates to the
bounded phase orbits that system (98) has which will have to be investigated. Along the
orbit connected with H(Ψ, w) = h, we have:(

dΨ
dz

)2
=

2B0

3
Ψ3 + B1Ψ2 + 2B2Ψ + 2h. (108)
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As a consequence, the general formula associated with the solutions of (97) can as well
be given viz; ∫ Ψ

0

dΨ√
(2B0Ψ3/3) + B1Ψ2 + 2B2Ψ + 2h

= ±
∫ z

z0

dz. (109)

Nonetheless, it may be laborious to know the properties as well as the shapes of (109)
that are actually decided by the parameters B0, B1, B2 and h. Obviously, the abscissas
possessed by equilibrium points of dynamical system (98) are zeros of B0Ψ2 + B1Ψ+ B2 = 0.
Clearly, the system (98) has no bounded orbits when B2

1 − 4B0B2 < 0. We suppose that
B2

1 − 4B0B2 > 0 in order for us to examine the bounded orbits owned by system (98). We

designate Ψ± = (−B1 ±
√

B2
1 − 4B0B2)/2B0, and as such we have E+(Ψ+, 0) alongside

E−(Ψ−, 0) which represent two equilibrium points of system (98). As expounded by
the theory of planar dynamical system, we realize that E− is a center and also E+ is a
saddle point. We indicate here that h± = H(Ψ±, 0), and, by doing a careful computation,
we achieve:

h± =
1

12B2
0

{(
B2

1 − 4B0B2

)[
−B1 ±

√
B2

1 − 4B0B2

]
+ 2B0B1B2

}
. (110)

Evidently, h− < h < h+ and we have it that H(Ψ, w) = h+ correlates to homoclinic
orbits. Moreover, H(Ψ, w) = h− relates to the center E− and then H(Ψ, w) = h, where
h+ < h < h− is related to a class of closed orbits that surround center E− which are
encompassed by a homoclinic orbit. Meaning that (109) defines bounded solutions if and
only if the condition given as h+ ≤ h < h− holds. Precisely, (109) explains a family of
periodic solutions whenever h+ < h < h−.

When h = h+, Equation (109) explains a bounded solution that tends towards Ψ+ as z
goes to infinity. In fact,

2B0

3
Ψ3 + B1Ψ2 + 2B2Ψ + 2h+ =

2B0

3
(Ψ−Ψ+)

2(Ψ−Ψ0),

with Ψ0 = −(B1 + 2
√

B2
1 − 4B0B2)/2B0. In consequence (109) can be reduced to:

∫ Ψ

Ψ0

dΨ
(Ψ−Ψ+)

√
B0(Ψ−Ψ0)

=

√
2
3
(z− z0),

from which we can get the exact solution in the structure of a secant hyperbolic

Ψ = Ψ+ − (Ψ+ −Ψ0)sech2

(√
B0(Ψ+ −Ψ0)

6
(z− z0)

)
, (111)

where z = px + qy + rt and z0 is an arbitrary constant. By further simplification,
Equation (111) becomes:

Ψ = Ψ+ −
3
√

B2
1 − 4B0B2

2B0
sech2

[
1
2

[
B2

1 − 4B0B2

]1/4
(z− z0)

]
, (112)

and this is regarded as an exact bounded solution of (97).
Therefore, we consider the lemma stated as follows.

Lemma 1. The general second-order ODE (97) has bounded solutions if and only if B2
1 − 4B0B2 > 0.

The bounded solutions can be expressed as (109) in an implicit form. In fact, provided h− < h < h+,
(109) defines a family of bounded periodic solutions and h = h+ defines a bounded solution
which approaches Ψ+ as z goes to infinity and can be expressed explicitly as (112), where Ψ+ =

(−B1 +
√

B2
1 − 4B0B2)/2B0 and h± is defined by (110).
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Bounded Travelling Wave Solutions to the Generalized (2+1)-Dimensional
Bogoyavlensky–Konopelchenko Equation

According to analysis and results in the above subsection, it is evident that (97)
possesses only two kinds of bounded solutions, amidst of which one is found out to be
a family of periodic solutions whereas another is discovered to be a family of solutions
which approaches a fixed number as z tends to infinity. It is noteworthy to assert here that
what we are targeting is to study the bounded travelling wave solutions associated with
(2+1)-D genBKe (4) which are determined via Ψ = dψ/dz, and Ψ satisfies (97). So we have
to investigate how we can get the bounded solution of (97).

Visibly, ψ(z) =
∫ z

z0
Ψ(z)dz whereas Ψ(z) can implicitly be expressed as stated in (109).

By virtue of the geometry meaning of the integral as well as the properties of the solutions
of (97), we get the travelling wave solutions to the (2+1)-D genBKe (4). In order to achieve
the bounded solutions needed, we choose the integral constant C1 to be zero that implies
B2 = 0 in (112) and as such

ψ(z) = C1 −
3
√
|B1|

B0
tanh

[√
|B1|
2

(z− z0)

]
;

which means

ψ(z) = C1 +
16p

3

√∣∣∣∣ (r + σq + γp)
p2(αp + βq)

∣∣∣∣tanh

[
1
2

√∣∣∣∣ (r + σq + γp)
p2(αp + βq)

∣∣∣∣(z− z0)

]
,

that is, the family of analytic bounded kink traveling wave solutions to the (2+1)-D gen-
BKe (4), with z = px + qy + rt and z0 alongside C1 regarded as arbitrary constants.

Nonetheless, we may not be able to achieve bounded solutions from the family of
periodic solutions of (97). We can easily see that if Ψ(z) is a periodic solutions of (97), in the
same vein, ψ(z) =

∫ z
z0

Ψ(z)dz is bounded if and only if
∫ T

0 Ψ(z)dz = 0, where T represents
the period of the function Ψ(z). Recall that the period of the function Ψ(z) which is given
by (109) with h− < h < h+ is dependent continuously on the parameters, B0, B1, B2 and h.
So
∫ T

0 Ψ(z)dz continuously depends on the parameters, B0, B1, B2 and h as well. Suppose

we have it that V(B0, B1, B2, h) =
∫ T

0 Ψ(z)dz; as a consequence, V(B0, B1, B2, h) is defined
as a continuous function of B0, B1, B2 and h. The prove to showcase the existence of the root
of V(B0, B1, B2, h) = 0 to furnish us with the idea of the existence of the bounded periodic
travelling wave solutions to (2+1)-D genBKe (4) is given in [65].

Theorem 4. The generalized (2+1)-dimensional Bogoyavlensky–Konopelchenko equation possesses
two types of bounded travelling wave solutions given as:

(1) The generalized (2+1)-dimensional Bogoyavlensky–Konopelchenko equation has a family of
analytic bounded kink travelling wave solutions:

u(t, x, y) = C1 +
16p

3

√∣∣∣∣ (r + σq + γp)
p2(αp + βq)

∣∣∣∣ tanh

[
1
2

√∣∣∣∣ (r + σq + γp)
p2(αp + βq)

∣∣∣∣(px + qy + rt− z0)

]
, (113)

where z0 and C1 are two arbitrary constants;
(2) The generalized (2+1)-dimensional Bogoyavlensky–Konopelchenko equation possesses at least

two families of bounded periodic travelling wave solutions which are determined implicitly by
(109) and

u(z) =
∫ z

z0

Ψ(z)dz,

where z = px + qy + rt and z0 is an arbitrary constant.
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4. Dynamical Wave Behaviour and Analysis of Solutions

The physical phenomena of those secured closed-form solutions can be captured more
clearly via graphical evaluation. The obtained solutions of the (2+1)-D genBKe equation
comprises kink and anti-kink waves, periodic solitons waves, multi-soliton waves, singular
solitons, as well as mixed dark–bright waves of different dynamical structures. Those
secure solutions contain several sets of arbitrary constants and functions, which conse-
quently exhibit diverse dynamical structures of multiple solitons through their numerical
simulations. We present the structure of the dynamical behaviour of the waves in 3D, 2D
and density plots with the aid of Maple software. The singular periodic wave structure in
Figure 1 depicts the dynamics of solitary wave solution (34) where we utilize the param-
eters values γ = 100, α = 1, C0 = 1, C1 with variables y = 0 and −1 ≤ t, x ≤ 1. Figure 2
represents topological kink soliton solution (36) in 3D, 2D and density plots where we
engage values γ = 1, α = 4, C0 = 1, C1 = 10, c0 = 1, c1 = 100 where y = 0, −10 ≤ t ≤ 10
and −4 ≤ x ≤ 4. Now, for (30), we contemplate a few different choices of arbitrary
functions f1(t) and f2(t) and for the fact that the solution contains variable y, we consider
another function of y as g(y). Therefore, since the solution is a function of t and y, we
first consider f (t) = 3 sech4 (t), f (t) = ( f1(t), f2(t)) and g(y) = cos(y) − sin(y), using
Maple software, we further illustrate the solution in Figure 3 with the range −π ≤ t ≤ π
and −2π ≤ y ≤ 3π where we have x = 0. Hence, the numerical simulation reveals a
doubly-periodic interaction between two-solitons with different amplitudes. Further, we
choose f (t) = 3 sech4 (t) and g(y) = −(2 tanh(y) + cos(y)) in Figure 4 where we have
variables x = 0 as well as t and y in the range −π ≤ t ≤ π and −2π ≤ y ≤ 3π. This
then exhibits periodic interaction between solitons at varying amplitude and frequency
along yt-axis. Moreover, on selecting f (t) = 3 sech (t) and g(y) = −(2 tanh2(y) + sin(y)),
we plot Figure 5 where −π ≤ t ≤ π, −2π ≤ y ≤ 3π and x = 0. This occasions pe-
riodic interaction between solitons travelling at different amplitude but moving in the
same direction. In Figure 6 we choose f (t) = 3 sech (t)− Si(t) and g(y) = − sin(y) along
with −3π ≤ t ≤ 3π and −2π ≤ y ≤ 4π. We can see in the figure three soliton inter-
actions. These include a kink with t-axis periodic and y-axis periodic, which is clearly
revealed in the propagation of the amplitude. Meanwhile, selection of f (t) = 3 sech (t)
and g(y) = −(2 cn (t, y) + sin(y)) with x = 0, −3π ≤ t ≤ π and −2π ≤ y ≤ 3π furnishes
doubly-periodic and 1-soliton interactions as portrayed in Figure 7. The interaction depicts
an upsurge of wave propagating at varying amplitude, travelling at different velocity and
time intervals. Moreover, we can see in Figure 8 a periodic interaction existing between
two-solitons with opposite amplitude and propagating at a uniform frequency. This is
achieved by allocating f (t) = 3 sech (t) and g(y) = −3t cos(y) where x = 0, −π ≤ t ≤ π
and −2π ≤ y ≤ 6π. Besides, Figure 9 exhibits wave dynamical behaviour surfacing from a
collision between a kink and a soliton solution purveyed by assigning f (t) = 4 sech (t) and
g(y) = t tanh(y) with x = 0, −π ≤ t ≤ π and −π ≤ y ≤ 4π. Finally on wave interactions,
we assign functions f (t) = 40 sech (t) and g(y) = 20t sech2 (y) in Figure 10 where x = 0,
−π ≤ t ≤ π and −π ≤ y ≤ 4π. The resultant effect of the soliton collisions gives a
two-soliton wave propagating with opposite amplitude along yt-axis.
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Figure 1. Solitary wave depiction of singular periodic solution (34) at y = 0.

Figure 2. Solitary wave depiction of topological anti-kink soliton (36) at y = 0.

Figure 3. Wave depiction of soliton interaction with variant amplitudes at x = 0.
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Figure 4. Wave profile depiction of soliton interaction with different amplitudes, frequency and also
propagating along the same direction when variable x = 0.

Figure 5. Wave profile depiction of soliton interaction with varying amplitudes but acting and
propagating along the same direction where we have variable x = 0.

Figure 6. Wave profile depiction of soliton interaction with variant amplitudes and frequency with
the wave propagation taking place at different level when x = 0.
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Figure 7. Wave profile depiction of soliton interaction with varying amplitudes, frequency and also
propagating at different time intervals when variable x = 0.

Figure 8. Wave profile depiction of soliton interaction with variant amplitudes and frequency with
the propagation in the opposite directions when we have variable x = 0.

Figure 9. Wave depiction of soliton interaction at different amplitude with x = 0.
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Figure 10. Wave profile depiction of soliton interaction at varying amplitude and propagating at a
constant velocity and also moving in different directions when x = 0.

Next, the kink solution (72) is depicted with Figure 11 with dissimilar constant values
a = 1, b = 1, C1 = 1, C2 = 2, α = 2, δ = 1, γ = −1, ρ = 1 at y = 1 and −10 ≤ t, x ≤ 10.
The various dynamical behaviour of periodic solution (84) is exhibited in Figures 12–14
using parameter values a = −1, b = −1, c0 = 1, c1 = 1, c2 = −1, α = 1, β3 = 1, β4 = 1,
δ = 1, ρ = 1, θ1 = 9, θ2 = 1, θ3 = −1, Ω2

0 = 0.09 at t = 2 and −2 ≤ x, y ≤ 2, a = −1,
b = −1, c0 = 1, c1 = 1, c2 = −1, α = 1, β3 = 1, β4 = 1, δ = 1, ρ = 1, θ1 = 9, θ2 = 1,
θ3 = −1, Ω2

0 = 0.09 at t = 5 and −2 ≤ x, y ≤ 2 as well as a = −1, b = −1, c0 = 1, c1 = 1,
c2 = −1, α = 1, β3 = 1, β4 = 1, δ = 1, ρ = 1, θ1 = 9, θ2 = 1, θ3 = −1, Ω2

0 = 0.09 at t = 2
and −2 ≤ x, y ≤ 2 accordingly. Moreover, the motion character of solution are further
depicted in Figures 15 and 16 respectively via values a = −1, b = −1, c0 = 1, c1 = 1,
c2 = −1, α = 1, β3 = 1, β4 = 1, δ = 1, ρ = 1, θ1 = 40, θ2 = 2, θ3 = −5, Ω2

0 = 0.26 at t = 2
and −2 ≤ x, y ≤ 2 alongside a = −1, b = −1, c0 = 1, c1 = 1, c2 = −1, α = 1, β3 = 1,
β4 = 1, δ = 1, ρ = 1, θ1 = 50, θ2 = 5, θ3 = −5, Ω2

0 = 0.26 at t = 3 and −2 ≤ x, y ≤ 2.
The Weierstrass elliptic function solution (60) is represented graphically in Figure 17 with
unalike parametric values a = 1, b = 1, c0 = 1, c1 = 2, α = 2, α0 = 1, α1 = 1, α2 = 2,
δ = 1, ρ = 1, A0 = 1, A1 = 2 where y = 1 and −10 ≤ x, y ≤ 10. This wave depiction
reveals a multi-soliton wave structure which is a significant wave in nonlinear science
and engineering.

Figure 11. Solitary wave depiction of hyperbolic function solution (72) at y = 1.
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Figure 12. Solitary wave profile depiction of elliptic solution (84) at t = 2.

Figure 13. Solitary wave profile depiction of elliptic solution (84) at t = 5.

Figure 14. Solitary wave profile depiction of elliptic solution (84) at t = 2.
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1 
 

 

Figure 15. Solitary wave profile depiction of elliptic solution (84) at t = 2.

Figure 16. Solitary wave profile depiction of elliptic solution (84) at t = 3.

Further, we depict the elliptic integral solution (68) in Figures 18–21. This is achieved
by invoking dissimilar constant values a = −1, b = −1, c0 = 1, c2 = −1, α = 2, α4 = 1,
α5 = 1, δ = 1, ρ = 1, ϑ1 = 3, ϑ2 = 2, ϑ3 = 1, ∆2 = 0.09 at t = 2 and −1 ≤ x, y ≤ 1,
a = −1, b = −1, c0 = 1, c2 = 1, α = 2, α4 = 1, α5 = 5, δ = 1, ρ = 1, ϑ1 = 3, ϑ2 = 2,
ϑ3 = 1, ∆2 = 0.09 when t = 1 and −1 ≤ x, y ≤ 1, a = 1, b = −1, c0 = 1, c2 = 1,
α = 2, α4 = 1, α5 = 5, δ = 1, ρ = 1, ϑ1 = 3, ϑ2 = 2, ϑ3 = 1, ∆2 = 0.09 at t = 1 and
−1 ≤ x, y ≤ 1 as well as a = 1, b = 1, c0 = 1, c2 = 0, α = 1, α4 = 1, α5 = 1, δ = 1, ρ = 1,
ϑ1 = 3, ϑ2 = 2, ϑ3 = 1, ∆2 = 0.08 at t = 0 and −1 ≤ x, y ≤ 1 respectively. We notice
that the dynamical wave behaviour of elliptic integral solution (68) reveals a mixed dark
and bright soliton wave profile which is akin to hyperbolic secant and hyperbolic tangent
functions. It is known that the elliptic solution disintegrates to elementary hyperbolic
functions by taking some special limits. These functions comprise secant hyperbolic and
tangent hyperbolic. It will be recalled that these two constitute bell and anti-bell shapes
respectively. As a consequence, this asserted relationship and the interconnections between
elliptic solutions and the involved functions are conspicuously revealed in Figures 18–21.
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Figure 17. Solitary wave depiction of Weierstrass elliptic solution (60) at y = 1.

Figure 18. Solitary wave depiction of elliptic integral solution (68) at t = 2.

Figure 19. Solitary wave depiction of elliptic integral solution (68) at t = 1.
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Figure 20. Solitary wave depiction of elliptic integral solution (68) at t = 1.

Figure 21. Solitary wave depiction of elliptic integral solution (68) at t = 0.

The various nontrivial solitary wave solutions obtained from bifurcation analysis of
(2+1)-D genBKe (4) in this study, to actually view their dynamical character, numerical
simulation of the involved parameters are performed using Mathematica 11.3. Therefore,
we reveal the nontrivial bounded solution (101) via 3D, 2D and density plots in Figure 22
with varying parameter values r = 0.2, p = 0.1, q = 0.3, A = 0.05, B = 5, C = 1.02, C1 = 8
with t = 0.4 and −6 ≤ x, y ≤ 6. The solution (103) is portrayed in Figure 23 using unalike
values r = 0.2, p = 0.1, q = 0.3, A = 0.05, B = 7, C = 1.05, C1 = 9 with t = 0.7 and
−8 ≤ x, y ≤ 8. Moreover, unbounded solution (106) is represented in Figure 24 through
3D, 2D as well as the density plot with constant values r = 0.2, p = 0.1, q = 0.3, A = 0.5,
B = 5, C = 1, C1 = 4 with t = 0.2 and −10 ≤ x, y ≤ 10. We further exhibit the travelling
wave solution (113) in Figures 25–28 using dissimilar values of parameters respectively
given as: r = 0.5, p = 1, q = 1, α = 5, β = 200, σ = 90, γ = 100, C1 = 4 with t = −2 and
−10 ≤ x, y ≤ 10; r = 0.1, p = 1, q = 1, α = −50, β = 200, σ = 90, γ = 100, C1 = 0 with
x = −3 and −10 ≤ t, y ≤ 10; r = 0.1, p = 1, q = 1, α = −50, β = 200, σ = 90, γ = 100,
C1 = 0 with x = 3 and −10 ≤ t, y ≤ 10; r = 0.1, p = 1, q = 1, α = −50, β = 200, σ = 90,
γ = 100, C1 = 0 with y = 5 and −10 ≤ t, x ≤ 10.

Significant observations
Figure 17 portrays a localized wave structure of multi-solitons of Equation (4). The dy-

namical structure appears due to the balance between nonlinearity and the dispersion term.
Figures 18–21 depicts the coexistence between bright and dark solitons with various wave
structures. It is eminent that bright soliton profiles are identified with hyperbolic secant
functions. The bright soliton solution usually assumes a bell-shaped figure and also propa-
gates in an undistorted manner without any variation in shape for arbitrarily long distances.
Nevertheless, dark soliton solutions which usually exhibit anti-bell wave structures, config-
ured also as topological optical solitons, are characterized by hyperbolic tangent functions.
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Moreover, important to note is the fact that Equation (56) which can be seen in various cases
of symmetry reductions via optimal subalgebras in this study is reminiscent of the ordinary
differential equation (ODE) achieved in the quintessential work conducted by Korteweg along
with De Vries in [18]. In addition to that, this ODE is interconnected with long waves which
propagate along a rectangular canal. Moreover, ODE (56) delineates stationary waves and
by imposing some certain constraints for example having the fluid undisturbed at infinity,
Korteweg and De Vries secured negative and positive solitary waves alongside cnoidal wave
solutions [18,66].
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Figure 22. Wave profile depiction of nontrivial bounded solution (101) at t = 0.4.
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Figure 23. Wave profile depiction of nontrivial unbounded solution (103) at t = 0.7.
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Figure 24. Wave profile depiction of nontrivial unbounded solution (106) at t = 0.2.
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Figure 25. Tavelling wave profile depiction of nontrivial solution (113) at t = −2.
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Figure 26. Tavelling wave profile depiction of nontrivial solution (113) at x = −3.

-10 -5 5 10
y

5.5

6.0

6.5

7.0

x

travelling wave 2D Plot at x

Figure 27. Tavelling wave profile depiction of nontrivial solution (113) at x = 3.
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Figure 28. Tavelling wave profile depiction of nontrivial solution (113) at y = 5.

5. Conservation Laws

This section reveals the constructed conservation laws for (2+1)-D genBKe (4) by the
engagement of the multipier method [67] along with the well-known Noether’s theorem [68].
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5.1. Conserved Vectors via Homotopy Formula

It is germane to state that the multiplier technique is advantageous in the sense that it
works for any PDE either with or without variational principle [6,28,67]. In other words,
the multiplier method does not require the availability of variational principle before the
conserved vectors of a given PDE is obtained. To derive the conserved vectors of (2+1)-D
genBKe (4), we first determine the second-order multipliers via the criteria,

δ

δu
(Λ∆) = 0, (114)

with Λ = Λ(t, x, y, u, ut, ux, uy, uxx, uxy) and the Euler operator δ/δu expressed as:

δ

δu
=

∂

∂u
− Dt

∂

∂ut
− Dx

∂

∂ux
− Dy

∂

∂uy
+ DtDx

∂

∂utx
+ DxDy

∂

∂uxy

+ D2
x

∂

∂uxx
+ D2

y
∂

∂uyy
+ D4

x
∂

∂uxxxx
+ D3

xDy
∂

∂uxxxy
.

On expanding Equation (114) and using the standard Lie theory algorithm, one achieves:

Λyy = 0, Λyux = 0, Λuxux = 0, Λx = 0, Λu = 0, Λut = 0,

Λuy = 0, Λuxx = 0, Λuxy = 0,

which can be solved without much tedious process thereby giving the value of Λ as

Λ(t, x, y, u, ut, ux, uy, uxx, uxy) = f ′1(t)y− 3(ρ− δ)ux f1(t) + C1ux + f2(t), (115)

with arbitrary functions f1(t) and f2(t) dependent on t. Meanwhile, the homotopy integral
formula [69] for the multiplier can be expressed as:

T =
∫ 1

0

{
u
((

∂∆Λ
∂ut

)∣∣∣u=u(λ)
− Dx

(
∂∆Λ
∂utx

)∣∣∣u=u(λ)

)}
dλ,

X =
∫ 1

0

{
u
((

∂∆Λ
∂ux

)∣∣∣u=u(λ)
− Dx

(
∂∆Λ
∂uxx

)∣∣∣u=u(λ)
+ D2

x

(
∂∆Λ
∂uxxx

)∣∣∣u=u(λ)

−D3
x

(
∂∆Λ

∂uxxxx

)∣∣∣u=u(λ)

)
+ ut

(
∂∆Λ
∂utx

)∣∣∣u=u(λ)
− uy

(
Dx

(
∂∆Λ
∂uxxy

)∣∣∣u=u(λ)

−D2
x

(
∂∆Λ

∂uxxxy

)∣∣∣u=u(λ)

)
+ ux

((
∂∆Λ
∂uxx

)∣∣∣u=u(λ)
− Dx

(
∂∆Λ
∂uxxx

)∣∣∣u=u(λ)

)
+uxy

((
∂∆Λ
∂uxxy

)∣∣∣u=u(λ)
− Dx

(
∂∆Λ

∂uxxxy

)∣∣∣u=u(λ)

)
+ uxx

((
∂∆Λ
∂uxxx

)∣∣∣u=u(λ)

)
+uxxx

((
∂∆Λ

∂uxxxx

)∣∣∣u=u(λ)

)
+ uxy

(
−Dx

(
∂∆Λ

∂uxxxy

)∣∣∣u=u(λ)

)
+uxxy

((
∂∆Λ

∂uxxxy

)∣∣∣u=u(λ)

)}
dλ,

Y =
∫ 1

0

[
u
{(

∂∆Λ
∂uy

)∣∣∣u=u(λ)
− Dy

(
∂∆Λ
∂uyy

)∣∣∣u=u(λ)
− Dx

(
∂∆Λ
∂uxy

)∣∣∣u=u(λ)

−D3
x

(
∂∆Λ

∂uxxxy

)∣∣∣u=u(λ)

}
+ uy

(
∂∆Λ
∂uyy

)∣∣∣u=u(λ)
+ ux

(
∂∆Λ
∂uxy

)∣∣∣u=u(λ)

+uxxx

(
∂∆Λ

∂uxxxy

)∣∣∣u=u(λ)

]
dλ.

(116)
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As a consequence, the three multipliers Λ1 = ux, Λ2 = f ′1(t)y− 3(ρ− δ)ux f1(t) and
Λ3 = f2(t) from (115) secures the conservation laws, accordingly as:

T1 =
1
4

u2
x −

1
4

uuxx,

X1 =
1
8

βuuxxxy +
1
4

σuuxy +
1
2

νuuyy + αuxuxxx +
5
8

βuxuxxy +
1
4

σuxuy

− 3
8

βuxxuxy +
1
8

βuxxxuy + δu2
xuy +

1
2

ρu2
xuy +

1
2

γu2
x +

1
4

utux

− 1
2

αu2
xx +

1
4

uutx + 2αu3
x + ρuuxuxy − δuuxuxy,

Y1 = δuuxuxx − ρuuxuxx +
1
2

ρu3
x +

1
4

σu2
x −

1
8

βu2
xx −

1
4

σuuxx +
1
2

νuxuy

+
1
4

βuxuxxx −
1
8

βuuxxxx −
1
2

νuuxy;

T2 =
3
4

ρuuxx f1(t)−
3
4

δ f1(t)uuxx +
3
4

δu2
x f1(t)−

3
4

ρu2
x f1(t) +

1
2

yux f ′1(t),

X2 =
3
4

δutux f1(t)−
3
4

ρutux f1(t) + 3αu2
xy f ′1(t) +

3
2

γδu2
x f1(t) + γyux f ′1(t)

+ αyuxxx f ′1(t) +
3
4

βyuxxy f ′1(t) +
1
2

σyuy f ′1(t) + 6αδu3
x f1(t)− 6αρu3

x f1(t)

+ 3δ2u2
xuy f1(t)−

3
2

ρ2u2
xuy f1(t) +

3
4

δuutx f1(t)−
3
4

ρuutx f1(t) +
3
2

αρu2
xx f1(t)

− 3
4

δuux f ′1(t)−
3
2

γρu2
x f1(t)−

3
2

αδu2
xx f1(t)−

3
4

ρσuxuy f1(t)− 3ρ2uuxuxy f1(t)

− 3
2

δρu2
xuy f1(t)−

15
8

βρ f1(t)uxuxxy +
3
4

δσuxuy f1(t)− 3δ2uuxuxy f1(t)

− 3
4

ρσuuxy f1(t) +
3
4

δσuuxy f1(t)−
3
8

βρuuxxxy f1(t) +
3
8

βδuuxxxy f1(t)

+
3
4

ρyuxuy f ′1(t) + 6δρuuxuxy f1(t)−
1
4

βuxx f ′1(t)−
1
2

uy f ′′1 (t)−
1
2

σu f ′1(t)

+
1
2

yut f ′1(t)−
3
2

νρuuyy f1(t) + 3αδuxuxxx f1(t)− 3αρuxuxxx f1(t)

+
15
8

βδuxuxxy f1(t) +
3
2

δν f1(t)uuyy −
3
2

δyuuxy f ′1(t) +
3
4

ρyuuxy f ′1(t)

+
3
2

δyuxuy f ′1(t)−
9
8

βδuxxuxy f1(t) +
9
8

βρuxxuxy f1(t) +
3
8

βδuxxxuy f1(t)

− 3
8

βρuxxxuy f1(t),

Y2 =
3
2

νρuuxy f1(t)−
3
2

δνuuxy f1(t) +
3
8

βρuuxxxx f1(t) +
3
4

ρσuuxx f1(t)

− 3
8

βδuuxxxx f1(t)−
3
4

δσuuxx f1(t) +
3
2

δyuuxx f ′1(t)−
3
4

ρyuuxx f ′1(t)

+ 3ρ2uuxuxx f1(t)−
3
2

νρuxuy f1(t) + 3δ2uuxuxx f1(t)− 6δρuuxuxx f1(t)

+
3
4

βδuxuxxx f1(t)−
3
4

βρuxuxxx f1(t) +
3
2

δνuxuy f1(t) +
3
2

δρu3
x f1(t)

+
3
4

ρyu2
x f ′1(t) +

3
4

δσu2
x f1(t)−

3
4

ρσu2
x f1(t)−

3
8

βδu2
xx f1(t) +

3
8

βρu2
xx f1(t)

+
1
2

σyux f ′1(t) +
1
4

βyuxxx f ′1(t) + νyuy f ′1(t)−
3
2

ρ2u3
x f1(t)− νu f ′1(t);

T3 =
1
2

ux f2(t),

X3 =
3
4

βuxxy f2(t) + 3αu2
x f2(t) + γux f2(t) +

1
2

σuy f2(t) + αuxxx f2(t)
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− 3
2

δuuxy f2(t) +
3
4

ρuuxy f2(t) +
3
2

δuxuy f2(t) +
3
4

ρuxuy f2(t) +
1
2

ut f2(t)

− 1
2

u f ′2(t),

Y3 =
1
2

σux f2(t) +
1
4

βuxxx f2(t) + νuy f2(t) +
3
2

δuuxx f2(t)−
3
4

ρuuxx f2(t)

+
3
4

ρu2
x f2(t).

5.2. Conserved Vectors via Noether Theorem

This subsection furnishes the Noether theorem [68,69] to achieve the conserved cur-
rents of the (2+1)-D genBKe (4) with ρ = 2δ. Consequently, Equation (4) admits a La-
grangian Lagrangian (L) whose equivalent minimal differential order is given as:

L =
1
2

βuxxuxy −
1
2

utux − αu3
x +

1
2

αu2
xx −

1
2

γu2
x −

3
2

δu2
xuy −

1
2

σuxuy −
1
2

νu2
y, (117)

which can easily be ascertained by inspection. Thus we arrive at a Lemma:

Lemma 2. The (2+1)-D genBKe (4) forms the Euler–Lagrange equation with the functional

J(v) =
∫ ∞

0

∫ ∞

0

∫ ∞

0
L(t, x, y, ut, ux, uy, uxx, uxy)dtdxdy,

where the conforming function of Lagrange L is as given in (117).

We achieve variational symmetry P by employing symmetry invariance condition
expressed as:

pr(2)PL+ L[Dt(ξ
1) + Dx(ξ

2) + Dy(ξ
3)] = Dt(Bt) + Dx(Bx) + Dy(By), (118)

with the gauge functions Bt, Bx and By depending on (t, x, y, u). In addition, the second
prolongation pr(2)P of P can be recovered by the relation:

pr(2)P = P + ζt ∂

∂ut
+ ζx ∂

∂ux
+ ζy ∂

∂uy
+ ζxx ∂

∂uxx
+ ζxy ∂

∂uxy
,

with the variable coefficients as defined in (7) and P = ξ1∂/∂x + ξ2∂/∂y + ξ3∂/∂t + η∂/∂u.
Separating the monomials from the expansion of (118) secures the presented system of
linear partial differential equations. They are:

ξ1
x = 0, Bt

u + 2ξ1
u = 0, ξ1

u + Bt
u = 0, ξ1

t + ξ3
y − Bt

t + 2ηu − 3ξ2
x = 0,

ξ1
u = 0, ξ2

x = 0, ηx = 0, ξ2
u = 0, ξ3

u = 0, ξ1
uu = 0, ξ2

uu = 0, ξ1
u + Bt

u = 0,

ηuu − 2ξ2
xu = 0, 2ηxu − ξ2

xx = 0, ξ1
u = 0, ξ1

x = 0, ξ3
u = 0, ξ3

u = 0, ξ3
x = 0,

ξ1
xu = 0, Bt

u + ξ1
u = 0, ξ1

xu = 0, ξ1
xx = 0, ξ3

uu = 0, ξ3
xu = 0, ξ3

xu = 0, ξ3
xx = 0,

ηxx = 0, Bt
u + 2ξ1

u = 0, ξ3
u = 0, ξ1

u + Bt
u = 0, 4αξ3

u + 5βξ2
u = 0, 2αξ3

u + 3δξ2
u = 0,

4αξ1
xu + βξ1

yu = 0, 2αξ3
uu + βξ2

uu = 0, 2αηxx + βηxy = 0, βξ1
xy + 2αξ1

xx = 0,

Bx
x + By

y = 0, 2αηuu − βξ2
uy − 4αξ2

xu = 0, 2βηxu − 2βξ3
xy − 2αξ3

xx = 0,

6δξ3
x + σξ3

u + νξ2
u = 0, σξ1

x + 2νξ1
y + ξ3

x = 0, σηx + 2νηy + 2By
u = 0,

βηuu − 4αξ3
xu − βξ3

uy − βξ2
xu = 0, βηuy − βξ2

xy + 4αηxu − 2αξ2
xx = 0,

σξ1
u + 6δξ1

x + σBt
u + ξ3

u = 0, ηt + 2γηx + σηy + 2Bx
u = 0,

6αξ1
x + 3δξ1

y + γξ1
u + γBt

u + ξ2
u = 0, Bt

t − ξ3
y + 2γξ1

x + σξ1
y − 2ηu = 0,

ξ2
t − γξ1

t − γξ3
y + γBt

t − 2γηu + γξ2
x + σξ2

y − 6αηx − 3δηy = 0
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γξ2
u − 2αξ1

t − 2αξ3
y + 2αBt

t − 6αηu + 4αξ2
x + 3δξ2

y = 0,

6αξ3
x − 9δηu + 3δξ2

x + γξ3
u + σξ2

u + 3δBt
t − 3δξ1

t = 0,

2γξ3
x − 6δηx − 2σηu + 2νξ2

y − σξ1
t + σBt

t + ξ3
t = 0,

2βηu − 3βξ2
x − 4αξ3

x + βξ1
t + βξ3

y − βBt
t = 0,

σξ3
x − νξ2

x + νBt
t − νξ1

t − 2νηu + νξ3
y = 0.

We achieve the solution of the system with regards to ξ1, ξ2, ξ3 and η as

ξ1 = c1t + c2, ξ3 =
2
3

c1y− 4αν

9δ
c1t +

1
3

c1σt + c3, Bt =
2
3

c1t + F3(x, y),

ξ2 =
1
3

c1x +
2α

9δ
c1y + F1(t), η = − 1

27δ2

{
(−2σαc1 + 6γc1δ− 9δF′1(t))y

}
+ F2(t),

Bx =
1

54δ2

{
(6γc1δσ− 2c1ασ2 − 9δσF′1(t)− 9δyF′′1 (t)− 27δ2F′2(t))u

}
+ G(t, x, y),

By =
1

27δ2

{
ν(6γc1δ− 2σαc1 − 9δF′1(t))u

}
−
∫

Gx(t, x, y)dy + F4(t, x).

Functions F1(t), F2(t), F3(x, y), F4(x, t), and G(t, x, y) in the solution are arbitrary so
are constants c1, c2 and c3. Thus, we have the five Noether symmetries together with their
respective gauge functions as:

P1 =
∂

∂t
, Bt = 0, Bx = 0, By = 0,

P2 =
∂

∂y
, Bt = 0, Bx = 0, By = 0,

P3 = t
∂

∂t
+

(
1
3

x +
2α

9δ
y
)

∂

∂x
+

(
2
3

y− 4αν

9δ
t +

1
3

σt
)

∂

∂y
− 1

27δ2 (6γδ− 2σα)
∂

∂u
,

Bt =
2
3

t, Bx =
σ

54δ2 (6γδ− 2ασ)u, By =
ν

27δ2 (6γδ− 2ασ)u,

PF1 = F1(t)
∂

∂x
+

1
3δ

yF′1(t)
∂

∂u
, Bt = 0, Bx = −

(
9σ

54δ
F′1(t) +

9
54δ

yF′′1 (t)
)

u,

By = − ν

3δ
F′1(t)u,

PF2 = F2(t)
∂

∂u
, Bt = 0, Bx = −1

2
F′2(t)u, By = 0.

We invoke the relation [70]:

Tk = Lτk + (ξα − ψα
xj τ

j)

(
∂L

∂ψα
xk

−
k

∑
l=1

Dxl

( ∂L
∂ψα

xl xk

))
+

n

∑
l=k

(ηα
l − ψα

xl xj τ
j)

∂L
∂ψα

xkxl

,

to secure the conserved vectors for the six Noether symmetries respectively as:

Tt
1 =

1
2

αu2
xx − αu3

x −
1
2

γu2
x +

1
2

βuxxuxy −
3
2

δu2
xuy −

1
2

σuxuy −
1
2

νu2
y,

Tx
1 = 3αutu2

x + αutuxxx − αuxxutx + γutux +
3
4

βutuxxy −
1
4

βuxxuty

− 1
2

βutxuxy + 3δutuxuy +
1
2

σutuy +
1
2

u2
t ,

Ty
1 =

1
4

βutuxxx −
1
4

βuxxutx +
3
2

δutu2
x +

1
2

σutux + νutuy;

Tt
2 =

1
2

uxuy,
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Tx
2 =

1
2

utuy + 3αu2
xuy + αuxxxuy − αuxxuxy +

3
4

βuyuxxy −
1
2

βu2
xy

− 1
4

βuxxuyy + γuxuy + 3δuxu2
y +

1
2

σu2
y,

Ty
2 =

1
2

αu2
xx −

1
2

utux − αu3
x −

1
2

γu2
x +

1
4

βuxxuxy +
1
4

βuxxxuy +
1
2

νu2
y;

Tt
3 =

1
6

xu2
x − tαu3

x −
1
2

γtu2
x −

3
2

δtuyu2
x +

1
9δ

αyu2
x −

1
27δ2 ασyux

+
1
3

yuyux −
2
9δ

ανtuyux −
1
3

tσuyux +
1
9δ

yγux −
1
2

νtu2
y

+
1
2

αtu2
xx +

1
2

βtuxyuxx,

Tx
3 =

2
3

xαu3
x +

4
9δ

α2yu3
x +

1
6

γxu2
x −

2
9δ2 α2σyu2

x +
7
3

αyuyu2
x +

1
2

δxuyu2
x

− 4
3δ

α2νtuyu2
x + ασtuyu2

x + 3αtutu2
x +

7
9δ

αγyu2
x + 2δyu2

yux

− 4
3

ανtu2
yux + δσtu2

yux −
2

27δ2 αγσyux +
4
3

γyuyux −
4
9δ

αγνtuyux

+
1
3

γσtuyux −
2
9δ

ασyuyux −
1
6

βuxyux −
1
3

αuxxux −
1

18δ
αβuxxux

+
1
4

βxuxxyux +
1
6δ

αβyuxxyux +
1
3

xαuxxxux +
2
9δ

α2yuxxxux

+ γtutux + 3δtuyutux +
2
9δ

γ2yux +
1
6

σ2tu2
y −

1
6

νxu2
y −

1
9δ

ανyu2
y

+
1
3

σyu2
y −

2
9δ

ανσtu2
y −

1
3

βyu2
xy +

2
9δ

αβνtu2
xy −

1
6

βσtu2
xy −

1
6

αxu2
xx

− 1
9δ

α2yu2
xx −

1
27δ2 ασ2yuy +

1
9δ

γσyuy +
1

54δ2 αβσuxx −
1
6

βuyuxx

− 1
6

yβuyyuxx +
1
9δ

αβνtuyyuxx −
1

12
βσtuyyuxx +

1
2

tu2
t −

2
3

αyuxyuxx

− 1
12

βxuxyuxx +
4
9δ

α2νtuxyuxx −
1
3

ασtuxyuxx −
1

18δ
αβyuxyuxx

− 1
18δ

βγuxx −
1

18δ2 αβσyuxxy +
1
2

βyuyuxxy −
1
3δ

αβνtuyuxxy

+
1
4

βσtuyuxxy +
1
6δ

βγyuxxy −
2

27δ2 α2σyuxxx +
2
3

αyuyuxxx

− 4
9δ

α2νtuyuxxx +
1
3

ασtuyuxxx +
2
9δ

αγyuxxx −
1

27δ2 ασyut +
1
3

yuyut

− 2
9δ

ανtuyut +
2
3

σtuyut +
3
4

βtuxxyut + αtuxxxut +
1
9δ

γyut −
1
4

βtuxxuty

− 1
2

βtuxyutx − αtuxxutx −
1
9δ

γσu +
1

27δ2 ασ2u,

Ty
3 =

1
2

δxu3
x −

1
3

αyu3
x +

4
9δ

α2νtu3
x −

1
3

ασtu3
x +

2
9δ

αγνtu2
x +

1
6

σxu2
x

− 1
6

γσtu2
x +

3
2

δtutu2
x −

1
27δ2 ασ2yux +

1
9δ

γσyux +
1
3

νxuyux

+
2
9δ

ανyuyux −
1

12
βuxxux +

1
12

βxuxxxux +
1

18δ
αβyuxxxux

− 1
3

yutux +
2
9δ

ανtutux +
1
3

σtutux −
2
9δ

αν2tu2
y +

1
3

νyu2
y +

1
6

νσtu2
y

+
1
3

αyu2
xx −

1
12

βxu2
xx −

2
9δ

α2νtu2
xx +

1
6

ασtu2
xx −

1
18δ

αβyu2
xx

+
2
9δ

γνyuy −
2

27δ2 ανσyuy +
1
6

βyuxyuxx −
1
9δ

αβνtuxyuxx
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+
1

12
βσtuxyuxx −

1
54δ2 αβσyuxxx +

1
6

βyuyuxxx −
1
9δ

αβνtuyuxxx

+
1

12
βσtuyuxxx +

1
18δ

βγyuxxx + νtuyut +
1
4

βtuxxxut

− 1
4

βtuxxutx −
2
9δ

γνu +
2

27δ2 ανσu;

Tt
F1

=
1
2

u2
xF1(t)−

1
6δ

yuxF′1(t),

Tx
F1

= 2αu3
xF1(t) + αuxxxuxF1(t)−

1
2

αu2
xxF1(t) +

1
2

γu2
xF1(t)

+
3
4

βuxuxxyF1(t)−
1
4

βuxxuxyF1(t) +
3
2

δu2
xuyF1(t)−

1
6δ

yutF′1(t)

− 1
2

νu2
yF1(t) +

1
12δ

βuxxF′1(t)−
1
δ

αyu2
xF′1(t)−

1
3δ

αyuxxxF′1(t)

− 1
4δ

βyuxxyF′1(t)−
1
3δ

γyuxF′1(t)− yuxuyF′1(t)−
1
6δ

σyuyF′1(t)

+
1
6δ

σuF′1(t) +
1
6δ

yuF′′1 (t),

Ty
F1

=
1
4

βuxxxuxF1(t)−
1
4

βu2
xxF1(t) +

3
2

δu3
xF1(t) +

1
2

σu2
xF1(t)

+ νuxuyF1(t)−
1

12δ
βyuxxxF′1(t)−

1
6δ

σyuxF′1(t)−
1
2

yu2
xF′1(t)

− 1
3δ

νyuyF′1(t) +
1
3δ

νuF′1(t);

Tt
F2

= − 1
2

uxF2(t),

Tx
F2

= − 3αu2
xF2(t)− αuxxxF2(t)− γuxF2(t)−

3
4

βuxxyF2(t)− 3δuxuyF2(t)

− 1
2

σuyF2(t)−
1
2

utF2(t) +
1
2

uF′2(t),

Ty
F2

= − 1
4

βuxxxF2(t)−
3
2

δu2
xF2(t)−

1
2

σuxF2(t)− νuyF2(t).

6. Particular Notes on the Conservation Laws

In the latter part of our investigation in this study, local conservation laws, which
have an important place in the use of linearization techniques, numerical schemes as well
as stability analysis of solutions were achieved. It is well understood that conservation
laws are the key ingredients in a bid to deduce the physical aspects of the underlying
model. Some well known conserved quantities in physics are the conservation of mass
(or matter), energy (power), momentum (linear or angular) as well as Hamiltonian.
For instance, the conservation of energy is a consequence of the time invariance of
physical systems. In this regard, added to the fact already known that the prevalence
of functions in the conserved quantities reveals that the model under consideration
has a limitless number of conservation laws, T1, X1 and Y1 correspond to conservation
of momentum.

7. Conclusions

This paper presents a study carried out on the (2+1)-dimensional generalized
Bogoyavlensky–Konopelchenko Equation (4). Lie group analysis is invoked to obtain
solutions to the equation via the corresponding optimal system of Lie subalgebras in one
dimension where various members of the system are engaged to perform the reductions
of (4). As a result of the action, diverse solitary wave solutions were achieved and these
include elliptic integrals, trigonometric, Weierstrass, complex, topological kink and anti-
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kink functions. Moreover, on adopting the bifurcation theory of dynamical systems, we
obtained nontrivial bounded and unbounded travelling wave solutions of (4) comprising
algebraic, rational, periodic, hyperbolic as well as trigonometric functions. Numerical
simulations of the various results gained are performed, analyzed and discussed. Fur-
ther to that, we derived conservation laws of the equation by engaging the multiplier
technique and Noether’s theorem where we secured various local conserved vectors.
In addition to the diverse advantages and merits of the achieved solutions in this study
in various fields of science and engineering, the conservation laws investigated are also
of importance. In classical physics, we have these laws consisting of the conservation of
energy, and linear as well as angular momentum. Conserved quantities are crucial to our
comprehension of the physical world which are seen to be basic laws of nature. Thus,
they possess a wide range of applications in physics, and in other diverse fields of study,
for instance, chemistry and engineering to mention a few. Some of these applications
have been given earlier. Therefore, our results can be utilized for experimental and
applied purposes for further studies in various areas of research in science, technology
and engineering.
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ODEs Ordinary Differential equations
LODEs Linear Ordinary Differential equations
NODEs Nonlinear Ordinary Differential equations
PDEs Partial differential equations
NLDEs Nonlinear differential equations
NLPDEs Nonlinear partial differential equations
LIPDEs Linear partial differential equations
KdV Kortweg-de Vries
KP Kadomtsev–Petviashvili
KP-MEW Kadomtsev–Petviashvili-Modified Equal Width equation
KP-BBM Kadomtsov-Petviashivilli-Benjamin-Bona-Mahony
(2+1)-D genBKe (2+1)-dimensional generalized Bogoyavlensky–Konopelchenko equation
2D Two-dimensional
3D Three-dimensional
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