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a b s t r a c t 

We report on the bifurcation analysis of an extended Hindmarsh–Rose (eHR) neuronal os- 

cillator. We prove that Hopf bifurcation occurs in this system, when an appropriate cho- 

sen bifurcation parameter varies and reaches its critical value. Applying the normal form 

theory, we derive a formula to determine the direction of the Hopf bifurcation and the 

stability of bifurcating periodic flows. To observe this latter bifurcation and to illustrate 

its theoretical analysis, numerical simulations are performed. Hence, we present an ex- 

planation of the discontinuous behavior of the amplitude of the repetitive response as a 

function of system’s parameters based on the presence of the subcritical unstable oscilla- 

tions. Furthermore, the bifurcation structures of the system are studied, with special care 

on the effects of parameters associated with the slow current and the slower dynamical 

process. We find that the system presents diversity of bifurcations such as period-doubling, 

symmetry breaking, crises and reverse period-doubling, when the afore mentioned param- 

eters are varied in tiny steps. The complexity of the bifurcation structures seems useful 

to understand how neurons encode information or how they respond to external stimuli. 

Furthermore, we find that the extended Hindmarsh–Rose model also presents the multista- 

bility of oscillatory and silent regimes for precise sets of its parameters. This phenomenon 

plays a practical role in short-term memory and appears to give an evolutionary advan- 

tage for neurons since they constitute part of multifunctional microcircuits such as central 

pattern generators. 

© 2016 Elsevier Ltd. All rights reserved. 

1. Introduction 

Chaos can appear in systems of autonomous or non au- 

tonomous ordinary differential equations possessing few as 

three variable and one or two nonlinearities, since the pi- 

oneering work of Lorentz [1] , Liu et al. [2] and Rössler 
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[3] . Over the years, many other chaotic systems have been 

discovered [4–8] and there have been many investiga- 

tions on their dynamical behaviors [9–14] . For example, 

the building blocks of the central nervous system, neu- 

rons, are strongly complex dynamical systems. In order to 

understand the cell’s intrinsic neurocomputational proper- 

ties, much of present neuroscience research focusses on 

voltage- and second-messenger-gated currents in individ- 

ual cells. It is commonly assumed that the knowledge of 

the currents is enough to find what the cell is doing, and 

why it is doing it. This is however in contradiction with the 
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half-century-old observations, which state that cells hav- 

ing alike currents can yet provide quite different dynamics. 

In 1948, Hodgkin [15] found that, injecting a DC-current 

of different am plitude in isolated axons, results in the ex- 

hibit of repetitive spiking with different low frequencies 

and inhibition of responses in a narrow frequency band. 

Largely ignored by the neuroscience community, these ob- 

servations were investigated a few decades later by Rinzel 

and Ermentrout [16] . They show that the observed behav- 

iors are due to different bifurcation mechanisms of ex- 

citability. But, the model studied is the one introduced 

by Hodgkin and Huxley [9] (HH) which is rather com- 

plex and time consuming in numerical simulations. The ex- 

tended Hindmarsh–Rose (eHR) neuronal oscillator is a sim- 

pler mathematical model, and it has been shown that it 

presents most of the HH’s characteristics [17] . But from a 

nonlinear dynamical systems point of view, does the eHR 

neuronal oscillator behavior bring out how neurons re- 

spond to stimulus? Does the model present the multista- 

bility mechanism? Our aim is to bring some contribution 

to the field by studying this model in detail, and by exam- 

ining these points. 

The objective of mathematical models is to find the 

genuine trade off between accuracy and simplicity. The 

most important question in computational neuroscience 

is therefore, which characteristics of the complex dynam- 

ics are necessary to observe the specific tasks carried out 

by a neuron? In 1952, a mathematical model describ- 

ing neuron activity was provided by Hodgkin and Hux- 

ley (HH) [9] . During years, different other models have 

been developed and studied [18–20] . Here we focus, on the 

Hindmarsh–Rose (HR), neuronal oscillator [17,21–23] , pro- 

posed by Hindmarsh and Rose in 1984, after the formula- 

tion of their 2-equations model [21] . Their main goal was 

to model synchronization of firing of two snail neurons in 

a simple way, without the use of the Hodgkin–Huxley (HH) 

equations [22,24] . Hence, with the aim to create a neuron 

model that exhibits triggered firing, some modifications 

were done on the 2-equations model (by adding an adap- 

tation variable, representing the slowly varying current, 

that changed the applied current to an effective applied 

one) to obtain the 3-equations model [21,24] . This model 

has been very popular in studying biological properties of 

spiking and bursting neurons. A few years later, Selverston 

et al. [17] , studied a computational and electronic model 

of stomatogastric ganglion (STG) neurons. They found dur- 

ing their analysis that, biological neurons could be mod- 

eled with only three or four degrees of freedom [17] . 

They focused themselves on the familiar 3-dimensional HR 

model, and discovered that, in spite of the fact that, this 3- 

dimensional model can produce several modes of spiking–

bursting behaviors seen in biological neurons, its param- 

eter space for chaotic activity is much more limited than 

observed in real neurons. That is why they proposed a 

modified version of this model, by adding a fourth term 

(a slower process) representing the calcium dynamics [17] . 

The system’s complexity increases and it was then able to 

reproduce the complex dynamical (spiking, bursting and 

chaotic) behavior of pyloric central pattern generator neu- 

rons of the lobster stomatogastric system [17,25] . 

Over the last decades, some detailed investigations and 

studies of bifurcations and the dynamics of models such 

as HH model, Fitzhugh–Nagumo model, Izhikevich model 

or the third order HR model, have been done [19,26–28] . 

Particular attention has been devoted to the third order 

HR model in the cited articles, from which the transitions 

between quiescent asymptotic behaviors, continuous spik- 

ing regimes and global picture of the bifurcation scenario 

with respect to two parameters, with an outline to the ef- 

fects of two further parameters have been obtained. Re- 

call that, a better adjustment of the behavior of electron- 

ics neurons, when connected to its living counterpart, is 

represented by the fourth order HR model, compared to 

the third order model [17,23] . Several details of the shape 

of spiking–bursting activity, can also be adjusted with the 

help of this extended model. Furthermore, it presents more 

complex behavior than the third order model [17,23] , and 

it can describe the calcium exchange between intracellu- 

lar warehouse and the cytoplasm, to completely produce 

the chaotic behavior of the stomatogastric ganglion neu- 

rons [17,23] . Besides, the region of parameter space where 

chaos appears is larger than that of the three dimen- 

sional equations [29] . Hence, a bifurcation analysis of such 

model is important to understand transitions between sta- 

ble bursting solutions and continuous spiking regimes, and 

the fold of cycles bifurcations cascade, rousing to transi- 

tions between quiescent asymptotic behaviors and burst- 

ing regimes, as in the third order model; our aim here is to 

bring some contribution by studying the dynamical behav- 

iors of such model, which may be helpful in understanding 

how the calcium exchange is operated in the stomatogas- 

tric ganglion neurons. Thus, the first goal of our work, is 

to consider Hopf bifurcations of such a system by applying 

the normal form theory introduced by Hassard et al. [30] . 

Afterwards, we use a combination of bifurcation theory 

and numerical integration to investigate bifurcation points, 

where stable or unstable bifurcations occur in the system. 

Even if the HR model dates from 1984, and many dynam- 

ical studies are found in the literature [26,27,31–36] , no 

theoretical analysis has been given for its extended model 

to the best of our knowledge. 

Recall that, the most used neuron model for studying 

behavior of interacting neurons to understand afore prob- 

lems, are the HH type models [9] . Its complexity needs ex- 

pensive numerical time for the resolution of the differen- 

tial equations. That is why, reduced models showing essen- 

tially equivalent dynamics such as the HR model presents 

good properties and are commonly used nowadays for this 

kind of analysis. In this manuscript, we focused on the 

latter described with the following system of differential 

equations [17,23,29,37,38] : 
⎧ 

⎪ 
⎨ 

⎪ 
⎩ 

˙ x = ay + bx 2 − cx 3 − dz + I DC , 

˙ y = e − f x 2 − y − gw, 

˙ z = μ[ −z + s (x + h )] , 

˙ w = v [ −kw + r(y + l)] . 

(1) 

Here, a, b, c, d, e, f, g, μ, s, h, v, k, r and l , are con- 

stants which express the current and conductance based 

dynamics. I DC represents the injected current. Notice that, 

this model is relevant since it reproduces the observed 
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aspect of neuronal membrane voltage activity [17,23,37] , 

while the complicated current–voltage relationships of the 

conductance-based model are replaced by polynomials. x 

represents the membrane voltage, and y a fast current. z 

is a slow current since μ ≪ 1. w is a slow dynamical pro- 

cess as v < μ ≪ 1 [17,23] . The parameters μ and v play a 

very important role in neuron activity; the first represents 

the ratio of time scales between fast and slow fluxes across 

the neuron’s membrane and the second controls the speed 

of variation of the slower dynamical process w , particularly 

the calcium exchange between intracellular warehouse and 

the cytoplasm. They will be chosen together with the in- 

jected current as our bifurcation parameters. 

In 1982, Arecchi et al. [39] , investigated the scheming 

phenomenon of the coexistence of two attractors in a 

nonlinear system. They called this behavior, generalized 

multistability. It has also been found that multiple at- 

tractors appear in an ample variety of systems such as: 

mechanical systems, geophysical models and neuronal 

systems [36,40–43] . Such systems are very sensitive 

to parameters variation or external disturbances and 

particularly to noise which is inevitable in any natural 

or technical system. As an example, Pastor-Díaz and 

Lopez-Fraguas [44] analyze extensively the multistability 

properties of some dynamical systems. With the help of 

special tools as Poincaré maps and probability distribution 

functions, they found that the complex dynamics that 

occurred in such systems could be understood through 

simple discrete transformations [45] . They also found that 

chaotic synchronization regime can appear in a combined 

master-slave system from the coupled oscillators when 

some particular values of the control parameter are chosen 

[45] . Furthermore, multistability represents an essential in- 

herent property of the dynamics of neurons and of neural 

networks [36,41–43,46–49] . It is important in understand- 

ing short-term memory and other neuronal behaviors. 

The coexistence of tonic spiking and silence and the one 

of tonic spiking and bursting, are mechanisms showing 

bistability, and are well understood [36,41–43,50–55] . 

Despite the works found in the literature, classification 

of mechanisms supporting multistability of oscillatory or 

silent regimes is still today a great problem to both, the 

theory of dynamical system and neuroscience. To the best 

of our knowledge, no investigations of such phenomena 

have been done in the extended Hindmarsh–Rose neuronal 

oscillator. Hence, the second goal of the present study is 

to show that multiple attractors can be found and coexist 

in this oscillator, and to make a contribution in the study 

of the dynamic behaviors of the latter. 

Our study is organized as follows. In Section 2 , we 

present the system’s equilibria and their stability. With 

the help of the normal form theory, the direction of the 

Hopf bifurcation and the stability of the bifurcating peri- 

odic flows are studied in detail in Section 3 . Section 3.2 

presents numerical results obtained from the previous an- 

alytic studies. In the final part of this work ( Section 4 ) we 

analyze some bifurcation diagrams according to parame- 

ters I DC , μ and v in which some comments on the birth 

of chaos are presented through numerical studies, followed 

with the coexistence of multiple attractors for the same 

parameter’s settings. We discuss the main results of this 

paper and present some related future works in the con- 

clusions (see Section 5 ). 

2. Stationary points and their stability 

2.1. Stationary points 

Stationary points of a system are those points where 

the system’s states do not depend on time. The nullclines 

(the curves along with ˙ x = 0 , ˙ y = 0 , ˙ z = 0 and ˙ w = 0 , see 

Eq. (2) below), give information regarding both the steady 

states and the vector field of the system. 
⎧ 

⎪ 
⎨ 

⎪ 
⎩ 

ay + bx 2 − cx 3 − dz + I DC = 0 , 

e − f x 2 − y − gw = 0 , 

μ[ −z + s (x + h )] = 0 , 

v [ −kw + r(y + l)] = 0 . 

(2) 

Their intersections give its steady states whose stability 

depends on its parameters. Combining different terms is 

Eq. (2) gives birth to two such nullclines defined by: 

y = 
cx 3 + ds (x + h ) − bx 2 − I DC 

a 
= F (x ) , (3) 

and 

y = 
k 

k + gr 

(

e − f x 2 −
grl 

k 

)

= G (x ) . (4) 

There may be 1, 2 or 3 steady states of the extended HR 

neuronal model depending upon the relation of F ( x ) and 

G ( x ) functions. Hence, setting F (x ) = G (x ) , yields the fol- 

lowing third order polynomial for the x state: 

x 3 + Ax 2 + Bx + D = 0 , (5) 

where, A = − 1 
c [ b −

a f 

1+ gr 
k 
] , B = 

ds 
c and D = − 1 

c [(e −
grl 
k 

) 

a 
1+ gr 

k 
− dsh + I DC ] . Let us define: x = ξ − A 

3 , after some 

mathematical manipulations Eq. (5) becomes: 

ξ 3 + pξ + q = 0 , (6) 

(where, p = B − A 2 

3 , q = D − 1 
3 AB + 

2 
3 A 

3 ), from which solu- 

tions give the system’s equilibria. Thus, in order for Eq. (6) 

to have 1, 2 or 3 real roots, the following conditions must 

hold: 

1. If 4 p 3 + 27 q 2 > 0 then our system has a unique equilib- 

rium point S e = (x e , y e , z e , w e ) given by, 
⎧ 

⎪ 
⎪ 
⎪ 
⎪ 
⎪ 
⎨ 

⎪ 
⎪ 
⎪ 
⎪ 
⎪ 
⎩ 

x e = 

(

−
q 
2 + 

(

q 2 

4 + 
p 3 

27 

)
1 
2 
)

1 
3 

+ 

(

−
q 
2 −

(

q 2 

4 + 
p 3 

27 

)
1 
2 
)

1 
3 

− A 
3 , 

y e = 
e − f x 2 e −

grl 
k 

1+ gr 
k 

, 

z e = s (x e + h ) , 

w e = 
r y e + r l 

k . 

(7) 

2. If 4 p 3 + 27 q 2 < 0 , we have three fixed points, 
⎧ 

⎪ 
⎪ 
⎪ 
⎪ 
⎨ 

⎪ 
⎪ 
⎪ 
⎪ 
⎩ 

x ei = 2 
√ 

−
p 
3 cos 

[ 
1 
3 arccos 

(

−
q 
2 

√ 

− 27 
p 3 

)

+ 
2 iπ
3 

] 

− A 
3 , 

y ei = 
e − f x 2 

ei −
grl 
k 

1+ gr 
k 

, 

z ei = s (x ei + h ) , 

w ei = 
r y ei + r l 

k , i = 1 , 2 , 3 . 

(8) 

3. Finally, if 4 p 3 + 27 q 2 = 0 , we have two equilibrium 

points, one simple and one double, 
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Fig. 1. Shifting the y - nullcline by changing f while keeping other param- 

eters constant (a) or shifting the x - nullcline by changing b while keeping 

the other parameters constant (b), reduces the number of equilibria from 

3 to 2 to 1 (a) or increases this number from 1 to 2 to 3 (b). The stability 

of each equilibrium is shown; red dots correspond to unstable equilibria 

while black dots correspond to stable equilibria (the other parameters are 

given in the text). (For interpretation of the references to color in this 

figure legend, the reader is referred to the web version of this article.) 

⎧ 

⎪ 
⎪ 
⎪ 
⎪ 
⎪ 
⎨ 

⎪ 
⎪ 
⎪ 
⎪ 
⎪ 
⎩ 

x e 1 = 
3 q 
p − A 

3 , 

x e 2 = x e 3 = −
3 q 
2 p −

A 
3 , 

y ei = 
e − f x 2 

ei −
grl 
k 

1+ gr 
k 

, 

z ei = s (x ei + h ) , 

w ei = 
r y ei + r l 

k , i = 1 , 2 , 3 . 

(9) 

To illustrate the above developments, we consider the 

following set of parameters: a = 1 . 0 ; c = 1 . 0 ; d = 0 . 99 ; 

e = 1 . 01 ; g = 0 . 0278 ; s = 3 . 966 ; h = 1 . 605 ; k = 0 . 9573 ; 

r = 3 . 0 ; v = 0 . 0 0 09 ; l = 1 . 619 and I DC = 3 . 99938 . Fig. 1 (a) 

and (b) represent both nullclines for different values 

of parameter f and b respectively. More precisely, in 

Fig. 1 (a) blue, cyan, black, yellow, green and magenta 

curves are plotted for f = 4 . 0 ; f = 4 . 2 ; f = 4 . 5 ; f = 4 . 6 ; 

f = 4 . 8 ; and f = 5 . 0 , while in Fig. 1 (b), red, cyan, black, 

yellow, green and magenta curves are plotted for b = 6 . 0 ; 

b = 7 . 0 ; b = 8 . 0 ; b = 9 . 0 ; b = 10 . 0 ; and b = 11 . 0 , re- 

spectively. In these figures, nullclines intersections are 

given by black and red dots. We observe that varying 

the f value ( b value in Fig. 1 (b)) shifts the y - nullcline 

( x - nullcline), whose effect is to reduce (increase) the 

number of equilibria as classified in the previous condi- 

tions (conditions 1, 2 and 3), from 3 to 1 (1 to 3). For 

example for f = 4 . 5 we have 3 equilibria given by: { S e = 

(1 . 813459312 , −12 . 81358363 , 13 . 55760963 , −35 . 08174125) , 

(2 . 907258884 , −34 . 187333944 , 17 . 89561874 , −102 . 0631133) , 

(−0 . 2850955384 , 0 . 4628698494 , 5 . 234741095 , 6 . 524192571)} , 
obtained when condition 2 is satisfied. 

2.2. Fixed points stability 

In order to analyze the steady states stability and the 

local bifurcations susceptible to occur in system (1) when 

varying the parameters, we linearize this system around 

these equilibria ( x e , y e , z e , w e ) and the following 4 x 4 Ja- 

cobian matrix is obtained: 

J e = 
∂ f i 

∂x j 
(x e ) = 

⎛ 

⎜ 
⎝ 

ϑ a −d 0 
−2 f x e −1 0 −g 

μs 0 −μ 0 
0 v r 0 −k v 

⎞ 

⎟ 
⎠ , 

where ϑ = 2 bx e − 3 cx 2 e . Coming back to Fig. 1 , we observe 

that shifting the x or y nullcline reduces or increases 

the number of equilibria from 3 to 1 or from 1 to 

3 respectively. As f (respectively b ) is increased, the 

y - nullcline (respectively the x - nullcline) is shifted down 

( Fig. 1 (a) and (b)). A bifurcation results in the system 

when the two equilibria marked by red dots coalesce 

and then disappear into a saddle-node or fold bifurcation 

( Fig. 1 (a)). To illustrate this by numerical results, we 

consider b = 8 . 575 and f = 4 . 5 , the other parameters kept 

unchanged. The eigenvalues of the first equilibrium ( S e 1 = 

(1 . 813459312 , −12 . 81358363 , 13 . 55760963 , −35 . 08174125) ) 

are: λ1 = 20 . 4745 ; λ2 = −0 . 240961285112409 ; λ3 = 

−0 . 0 0 0806879431116 + 0 . 0 0 0534667614844 i ; λ4 = 

−0 . 0 0 0806879431116 − 0 . 0 0 0534667614844 i, where i 

denotes the unit of the imaginary number. Since λ1 is a 

real positive number, λ2 a real negative number, λ3 and λ4 

a pair of complexes conjugate numbers, this equilibrium is 

an unstable saddle-focus. For the second equilibrium S e 2 = 

(2 . 907258884 , −34 . 187333944 , 17 . 89561874 , −102 . 0631133) , 

we obtain λ1 = 0 . 074 94 944705 , λ2 = 23 . 43170929 , λ3 = 

−0 . 0 0 06703607107 , λ4 = −0 . 005972751298 for which 

there are two positive and two negative real values; 

thus we conclude that it is unstable. Considering the 

third equilibrium S e 3 = (−0 . 2850955384 , 0 . 4628698494 , 

5 . 234741095 , 6 . 524192571) , its corresponding eigenvalues 

are: λ1 = −0 . 0 0 09567223136 , λ2 = −0 . 0 05519762104 , 

λ3 = −0 . 4497626 6 69 and λ4 = −5 . 679999301 . Its is a sta- 

ble focus for the fact that, all the eigenvalues are negative 

real values. 

Furthermore, the stability of the above equilibrium 

points and the type of bifurcation occurring at these points 

are given in a first point of view by looking at the solution 

of the characteristic equation of matrix J e : 

ς 
4 + a 1 ς 

3 + a 2 ς 
2 + a 3 ς + a 4 = 0 , (10) 

where, 

a 1 = k v + μ + 1 − ϑ , 

a 2 = v rg + k v μ + k v + μsd + μ + 2 f x e a − (μ+ 1 + k v ) ϑ , 

a 3 = v rgμ + k v μsd + k v μ + 2 k v a f x e + μsd + 2 μ fax e 

−ϑ (v rg + k v μ + k v + μ) , 

a 4 = v rgμsd + k v μsd + 2 k v μ fax e − ϑμ(k v + v rg) . 

In Fig. 2 , we show these eigenvalues in the complex 

plane (Re ( ς ), Im ( ς )). Eq. (10) is solved using the Newton–

Raphson method for the following ranges of parameters; 

0 ≤ μ ≤ 1.0, keeping the others constant: a = 1 . 0 ; c = 

1 . 0 ; d = 0 . 99 ; e = 1 . 01 ; g = 0 . 0278 ; s = 3 . 966 ; h = 1 . 605 ; 

k = 0 . 9573 ; r = 3 . 0 ; v = 0 . 0 0 09 and l = 1 . 619 . Fig. 2 (a) cor- 

respond to b = 8 . 575 and f = 4 . 5 , while Fig. 2 (b) corre- 

spond to b = 8 . 0 and f = 4 . 0 . From these figures we can 

deduce some points regarding the stability of the equilib- 

ria and the bifurcation liable to appear in the extended 
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Fig. 2. Representation of the eigenvalues, solutions of the characteristic 

equation (10) , in the complex plane (Re ( ς ), Im ( ς )). The other parame- 

ters’ values are defined in the text. (a) When f is fixed to 4.5; (b) When b 

is fixed to 8.0. 

Hindmarsh–Rose neuronal oscillator. The following conclu- 

sion can be made, the matrix J e is obviously real; hence, 

the observed symmetry throughout the real axis is the 

result of the appearance of complex conjugate pairs of 

its eigenvalues. Consequently, volumes in phase space are 

contracted if the real parts of the eigenvalues ( ς ) are all 

negative and expanded if they are positive. Contraction or 

expansion of spirals is observed for complex eigenvalues 

of the Jacobian matrix [56,60] . The equilibrium is a sad- 

dle, if the complex eigenvalues have real parts of different 

signs. If the eigenvalues are complex conjugate with zero 

real part, we have a center. 

Fig. 3 also helps to understand the effect of varying the 

parameters b or f and how the location, number and sta- 

bility of the equilibria change when these parameters are 

varied. We can clearly depict from these figures the bi- 

furcation points and the kind of bifurcations occurring in 

our system. Blue dots show that the equilibrium is stable 

while red dots show that it is unstable. In each of these 

figures, we see 3 qualitative changes (i.e. bifurcations) as 

both f ( Fig. 3 (a)) and b ( Fig. 3 (b) and (c)) are varied. For 

example, at point “bifurcation3” in Fig. 3 (a), a saddle-node 

bifurcation occurs since we observed a coalescence and a 

disappearance of two equilibria. We observe in Fig. 3 (b) 

that at the point marked by “bifurcation1”, the equilibrium 

switches stability giving birth to a transcritical bifurcation. 

These bifurcations correspond to those obtained in previ- 

ous paragraphs. 

3. Local stability, existence and direction of Hopf 

bifurcation. 

3.1. Theoretical analysis 

What happens when a pair of complex-conjugate char- 

acteristic exponents of an equilibrium state crosses over 

the imaginary axis, is the main objective of this section. 

The drain of stability in this case is directly connected to 

Fig. 3. Membrane potential as a function of f (a) and b (b). Its helps 

to understand how the location, number and stability of the equilibria 

change when the parameters of the system are varied. This is done by 

finding the bifurcation points of the system. We observe three qualitative 

changes as f (a) or b (b) is varied i.e. 3 bifurcations. (For interpretation of 

the references to color in this figure legend, the reader is referred to the 

web version of this article.) 

the disappearance or the birth of a periodic orbit. This bi- 

furcation (known as the Hopf bifurcation) represents the 

merest mechanism for transition from a stationary regime 

to oscillations (or from oscillations to a stationary regime) 

and can highlight proper interpretation of numerous phys- 

ical phenomena. That is why it usually plays a special 

role in the theory of bifurcations. For these purposes, 

we consider the Jacobian matrix of the linearized system 

around the equilibria S e given in the previous subsection. 

Its characteristic equation is described by Eq. (10) given in 

Section 2.2 . To guarantee the existence of the Hopf bifurca- 

tion in system (1) and the satisfaction of the transversality 

condition [66] , we consider the derivative of the character- 

istic equation ( Eq. (10) ) with respect to μ (considered as 

the control parameter) 

∂ f (μ) 

∂μ
= 4 ς 

4 (μ) 
∂ς (μ) 

∂μ
+ 

∂a 1 (μ) 

∂μ
ς 

3 (μ) 

+ 3 a 1 (μ) ς 
2 (μ) 

∂ς (μ) 

∂μ
+ 

a 2 (μ) 

∂μ
ς 

2 (μ) 

+ 2 a 2 (μ) ς (μ) 
∂ς (μ) 

∂μ
+ 

∂a 3 (μ) 

∂μ
ς (μ) 

+ a 3 (μ) 
∂ς (μ) 

∂μ
+ 

∂a 4 (μ) 

∂μ
= 0 . (11) 
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For these purposes we assume the eigenvalues to be com- 

plex: ς (μ) = α(μ) + iω(μ) . Thus, solving ∂ f 
∂μ

(μc ) = 0 and 

separating imaginary and real parts gives 

∂α(μc ) 

∂μ
= −

(

ˆ a 0 ̂  b 0 + ˆ a 1 ̂  b 1 

ˆ a 2 0 + ̂  b 2 1 

)

, (12) 

and 

∂ω(μc ) 

∂μ
= −

(

ˆ a 0 ̂  a 1 + ̂  b 0 ̂  b 1 

ˆ a 2 0 + ̂  b 2 1 

)

, (13) 

where ˆ a 0 = (4(3 α2 −ω 3 ) + 6 αa 1 ω + 2 a 2 ω) , ˆ b 0 = ((3 α2 ω−

ω 3 ) 
∂ a 1 
∂μ

+ 2 αω 
∂ a 2 
∂μ

+ ω 
∂ a 3 
∂μ

) , ˆ a 1 = ((α3 − 3 αω 2 ) 
∂ a 1 
∂μ

+ (α2 −

ω 2 ) 
∂ a 2 
∂μ

) , ˆ b 1 = (4(α3 − 3 αω 2 ) + 3(α2 − ω 2 ) + 2 a 2 α + a 3 ) . 

Examining these relations, we see that ∂ α(μc ) 
∂μ

� = 0 . Un- 

der the restriction that ℜ ( ς j ( μc )) < 0 for j = 3 , 4 , the 

Poincaré–Andronov–Hopf theorem holds and a Hopf 

bifurcation can occur at ( S e , μc ) of system (1) . 

Let us derive now a relation between the system’s 

parameters corresponding to this bifurcation around the 

equilibrium S e . To attend our aim, we substitute ς = iω 0 

into the characteristic equation (10) and obtain: (ω 4 0 −

a 2 ω 0 + a 4 ) + i (a 3 ω 0 + ω 3 0 a 1 ) = 0 . From where, we con- 

clude that such bifurcation occurs in the system when the 

following equations are verified 

ω 0 = 

√ 

a 3 
a 1 

(14) 

and 

a 2 3 − a 1 a 2 a 3 + a 2 1 a 4 = 0 . (15) 

We replace in Eq. (15) a 1 , a 2 , a 3 and a 4 by their ex- 

pressions described in Section 2.2 . After some mathemat- 

ical manipulations, we derive the following equation from 

which solutions give the control parameter’s values ( ̄A , B̄ , 

C̄ and D̄ are described in the Appendix A Eqs. (A .1 –A .4 )) 

Ā μ3 + B̄ μ2 + C̄ μ + D̄ = 0 . (16) 

With the help of the Hassard et al. method, [30,59, 

70,71] we now study the stability and period of the above 

Hopf bifurcation occurring at μc . We suppose the exis- 

tence of a conjugate pair of eigenvalues of the Jacobian 

matrix such that: α(0) = 0 and let ω 0 ≡ ω(0) > 0. We 

also suppose the existence of a similarity transformation P 

which reduces the Jacobian J e ( μc ) to the form: 

P 
−1 J e (μc ) P = 

⎛ 

⎝ 

(

0 −ω 0 

ω 0 0 

)

0 

0 D 

⎞ 

⎠ , 

where D is diagonal. The first two columns of P rep- 

resent the real and imaginary parts of the eigenvector 

corresponding to the eigenvalue i ω 0 and, the eigenvectors 

corresponding to the real eigenvalues constitute the third 

and the fourth columns. In our case, the eigenvalues 

of the Jacobian matrix are given by ς 1 = −ς 2 = iω 0 , 

ς 3 = 
−a 1 −

√ 

a 2 
1 + 

4 a 1 a 4 
a 3 

2 , and ς 4 = 
−a 1 + 

√ 

a 2 
1 + 

4 a 1 a 4 
a 3 

2 , and their 

associated eigenvectors are described in the Appendix (see 

Eqs. (A .5 –A .8 )). Thus, the matrix P is defined as follows 

P = 
(

ℜ (v 1 ) , ℑ (v 1 ) , v 3 , v 4 ) = (p i j ) 1 ≤i, j≤4 . (17) 

Let us substitute Y = P −1 (X − S e ) , and ˜ F (Y, μ) = P −1 F 

(P Y + S e , μ) in system (1) , where F ( X, μ) represents the 

vector field of such system, X = (x, y, z, w ) its states and 

S e = (x e , y e , z e , w e ) its equilibria. We obtain after some 

manipulations 

˙ Y = ˜ F (Y, μ) . (18) 

Notice that, the stationary point of Eq. (18) is the origin. 

We demonstrate the existence of small amplitude periodic 

solutions of Eq. (18) , for small μ in the case α′ (0) � = 0, D 11 

< 0 and D 22 < 0 ( D 11 and D 22 are diagonal elements of the 

matrix D ). To attend our objective, we follow firstly the 

procedures described by Hassard et al. [30,59,71] , calculate 

and obtain the quantities described below at μ = μc : 

F 1 20 = 
p 2 11 
M 

(

p −1 
11 (2 b − 6 cx e ) − 2 f p −1 

12 

)

;

F 1 02 = 
p 2 12 
M 

(

p −1 
11 (2 b − 6 cx e ) − 2 f p −1 

12 

)

;

F 2 11 = −
p 11 p 12 
M 

(

p −1 
21 (2 b − 6 cx e ) − 2 f p −1 

22 

)

;

F 2 20 = −
p 2 11 
M 

(

p −1 
21 (2 b − 6 cx e ) − 2 f p −1 

22 

)

;

F 2 02 = −
p 2 21 
M 

(

p −1 
21 (2 b − 6 cx e ) − 2 f p −1 

22 

)

;

F 1 11 = 
p 11 p 12 
M 

(

p −1 
11 (2 b − 6 cx e ) − 2 f p −1 

12 

)

;

F 1 30 = −
6 p −1 

11 p 
3 
11 c 

M 
; F 1 12 = −

6 p −1 
11 p 11 p 

2 
12 c 

M 
;

F 2 21 = 
6 p −1 

21 p 
2 
11 p 12 c 

M 
; F 2 03 = 

6 p −1 
21 p 

3 
12 c 

M 
;

F 2 30 = 
6 p −1 

21 p 
3 
11 c 

M 
; F 2 12 = 

6 p −1 
21 p 11 p 

2 
12 c 

M 
;

F 1 21 = −
6 p −1 

11 p 
2 
11 p 12 c 

M 
; F 1 03 = −

6 p −1 
11 p 

3 
12 c 

M 
;

g 20 = 
1 

4 
[ F 1 20 − F 1 02 + 2 F 2 11 + i 

(

F 2 20 − F 2 02 − 2 F 1 11 

)

] ;

g 11 = 
1 

4 
[ F 1 20 + F 1 02 + i 

(

F 2 20 + F 2 02 )] ;

g 02 = 
1 

4 
[ F 1 20 − F 1 02 − 2 F 2 11 + i 

(

F 2 20 − F 2 02 + 2 F 1 11 

)

] ;

g 21 = 
1 

8 
[ F 1 30 + F 1 12 + F 2 21 + F 2 03 + i 

(

F 2 30 + F 2 12 − F 1 21 − F 1 03 

)

] ;

since F 1 , 1 
10 = F 2 , 1 

01 = F 2 , 1 
10 = F 1 , 1 

01 = 0 . Thus, 

˜ c 1 (0) = 
i 

2 ω 0 

(

g 20 g 11 − 2 g 11 ̄g 11 −
1 

3 
g 02 ̄g 02 

)

+ 
g 21 
2 

. (19) 

Finally we obtain the main results below, where: 

μ2 = −
ℜ ( ̃  c 1 ) 
∂α
∂μ

(μc ) 
, τ2 = −

−ℑ ( ̃  c 1 ) + μ2 
∂ω 
∂μ

(μc ) 

ω 0 
, 

β2 = 2 ℜ ( ̃  c 1 ) . (20) 

Results: 

Taking into consideration the fact that, system ( 1 ) under- 

goes a Hopf bifurcation at equilibrium S e when parameter μ
passes the value μc , the following properties hold: 
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(1) if μ2 < 0 ( μ2 > 0 ), the Hopf bifurcation is supercriti- 

cal (subcritical), 

(2) if β2 < 0 ( β2 > 0 ), the bifurcating periodic solutions 

are orbitally stable (unstable), 

(3) the period of bifurcating periodic solutions increases 

(decreases), if τ 2 > 0 ( τ 2 < 0 ) . 

From these results we conclude that, the system has a 

unique amplitude solution of approximated period 

T (μ) = 
2 π

ω 0 
(1 + τ2 ̺  

2 + O (̺ 
4 )) , (21) 

and a characteristic multiplier (or characteristic exponent) 

with largest real part associated with solutions 

β = β2 ̺  
2 + O (̺ 

4 ) . (22) 

In which ̺ 2 = 
(

μ−μc 
μ2 

)

+ O(μ − μc ) 2 (under the condition 

μ2 � = 0). The periodic solutions themselves are approxi- 

mated by: 

X = X e (μc ) + 

(

μ − μc 

μ2 

)1 / 2 

ℜ [ e 2 π it/T (μ) 
v 1 ] + O(μ − μc ) . 

(23) 

Where, v 1 represents the eigenvector of the Jacobian ma- 

trix at μ = μc , corresponding to the eigenvalue ς 1 ( μc ). 

3.2. Numerical results 

In order to illustrate the above theoretical results on 

the Hopf bifurcation, numerical computations are done. 

For this instance, we consider the system (1) with the 

following parameter values a = 1 . 0 ; b = 3 . 0 ; c = 1 . 0 ; d = 

0 . 99 ; e = 1 . 01 ; f = 5 . 0128 ; g = 0 . 0278 ; s = 3 . 966 ; h = 

1 . 605 ; v = 0 . 0 0 09 ; k = 0 . 9573 ; r = 3 . 0 , l = 1 . 619 and I DC = 

3 . 024972 , from where we obtain the unique equilibrium: 

x e = −0 . 7553399395 , y e = −1 . 8314 8344 9 , z e = 3 . 3697518 

and w e = −0 . 6658835764 . Considering this equilibrium, 

the critical values of the bifurcation parameter μ defined 

as solution of Eq. (16) are: μc1 = 0 . 0 0 02578485593 , μc2 = 

0 . 1230628577 and μc3 = −7 . 0150113 . Since the parameter 

μ is always positive, we omitted the latter value in our 

simulation; and for convenience, only the second parame- 

ter is chosen and the same conclusion can be made when 

the first value is taken into account. 

Therefore, considering the second critical value, we 

have two real eigenvalues ς 3 (μc ) = −0 . 1153794092 . 10 −2 

and ς 4 (μc ) = −7 . 366425543 and two pure imag- 

inary ones ς 1 , 2 (μc ) = ±i 0 . 2084537603 . Moreover, 
∂α(μc ) 

∂μ
≈ −0 . 7400902374 � = 0 and we can conclude from 

the previous section that the transversality condition is 

satisfied. The numerical computation of matrix P and its 

inverse P −1 are gives in the Appendix A . Furthermore, 

the various useful coefficients for the direction of the 

bifurcation are: 

g 02 = 0 . 0 6240 6309 + 3 . 2015034 i ; g 11 = 0 . 0 6240 63096 −

3 . 3253896 i ; g 20 = 0 . 0 6240 63096 + 3 . 2015034 i ; g 21 = 

−0 . 1135724325 − 0 . 041342868 i and ˜ c 1 (0) = 

−0 . 0382418625 − 35 . 74063142 i . We finally compute: 

μ2 = −0 . 057116142 < 0 ; β2 = −0 . 076483725 < 0 and 

τ2 = 58 . 820075638 > 0 . 

In the light of the above results, the Hopf bifurcation 

is supercritical. Since μ2 < 0, the solutions exist for μ < 

μc describing the direction of bifurcation. Furthermore, β2 

< 0 and we conclude that the solutions are asymptotically 

stable orbits with an increasing period given approxima- 

tively by: 

T = 30 . 141865998(1 −1029 . 832784(μ − 0 . 1230628577) 

+ O(μ − 0 . 1230628577) 2 ) . (24) 

The corresponding characteristic multiplier is: 

β = 1 . 33909123(μ − 0 . 1230628577) 

+ O(μ − 0 . 1230628577) 2 , (25) 

and the periodic solutions are approximated by 

X = 

⎛ 

⎜ 
⎝ 

−0 . 7553399395 
−1 . 8314 8344 9 

3 . 3697518 
−0 . 6658835764 

⎞ 

⎟ 
⎠ + 

(

μ − 0 . 1230628577 

−0 . 057116142 

)1 / 2 

× ℜ 

⎡ 

⎢ 
⎣ e 

2 π it/T (μ) 

⎛ 

⎜ 
⎝ 

1 . 0 
7 . 258414757 − 1 . 510428036 i 
1 . 025009947 − 1 . 736244239 i 
0 . 019952074 + 0 . 093932245 

⎞ 

⎟ 
⎠ 

⎤ 

⎥ 
⎦ 

+ O(μ − 0 . 1230628577) . (26) 

Fig. 4 presents a family of periodic solutions, bifurcating 

out from equilibria. When μ decreases, the period of the 

bifurcating solutions decreases. This can be justified by the 

fact that the period of the solution in Fig. 4 (c) is smaller 

than the one of Fig. 4 (d), corresponding respectively to μ = 

0 . 10 and μ = 0 . 12 . Furthermore, each periodic solution is a 

stable limit cycle. 

4. Bifurcation and coexistence of multiple attractors 

4.1. Bifurcation and birth of chaos 

The evolution of the asymptotic behavior of solutions 

are shown through the bifurcation diagram, as a function 

of a single parameter. We focused on those bifurcation pa- 

rameters which can be manipulated experimentally, for ex- 

ample, μ, v and the injected current I DC in system (1) . 

In Fig. 5 we present the bifurcation diagram with re- 

spect to I DC . The type of dynamical behavior of the model 

can be classified by examining the above diagram and its 

corresponding maximal Lyapunov exponent [61] . For this 

purpose, we solve Eq. (1) by the fourth - order Runge −Kutta 

method. The system is integrated for each value of the 

control parameter and for a sufficiently long time, after 

which transient is discarded. The computations were done 

using constant and variable parameters in extended mode 

and the time step is considered as t < 0.05. For these 

plots, the following parameters’ values were considered: 

a = 1 . 0 ; b = 3 . 0 ; c = 1 . 0 ; d = 0 . 99 ; e = 1 . 01 ; f = 5 . 0128 ; 

g = 0 . 0278 ; s = 3 . 966 ; h = 1 . 605 ; v = 0 . 0 0 09 ; k = 0 . 9573 ; 

μ = 0 . 00215 ; r = 3 . 0 and l = 1 . 619 . The bifurcation dia- 

grams are obtained by considering the minima of the 

membrane potential x ( t ). 

Notice that, the same conclusions as the ones below 

could have been made if the interspike intervals or the 
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Fig. 4. Phase portrait and time series of system (1) with the parameters 

fixed in the text. (a) and (c) for μ = 0 . 10 < μc ; (b) and (d) for μ = 0 . 12 < 

μc . The asymptotic solution is a stable limit cycle. 

Fig. 5. Bifurcation diagram showing the coordinate x ( t ) and the corre- 

sponding graph of the maximal Lyapunov exponent versus I DC . The other 

parameters’ values are defined in the text. 

times of crossing of a surface in the phase space were con- 

sidered. If λmax < 0, the system evolves to a regular state. 

If λmax = 0 , it evolves into a torus state. Chaotic state is 

observed when λmax > 0. Hence, when looking at this fig- 

ure, one can observe different transitions to the chaotic 

state such as period doubling or crisis scenarios. For I DC = 

3 . 0249 , the corresponding maximal Lyapunov exponent is 

λmax = 0 . 0 0 0327 . Since it is positive, we conclude that the 

model behaves chaotically [37] . 

As it was found by Gonzales-Miranda [27,28,62] for the 

original HR model, this model presents complex structures 

such as continuous crisis and block structured dynamics. 

A slender change in the bifurcation diagram shows up a 

continuous crisis at I DC ≈ 2.978 (see Fig. 5 ). This interior 

crisis is characterized by the transition between the spik- 

ing regime and the bursting regime [57,63–66] . We ob- 

tain bifurcation structure of an inverted period doubling 

cascade at the right hand side of the crisis domain (see 

Fig. 5 ). Spiking dynamics characterized by an irregular fir- 

ing of spikes like the one in Fig. 6 are found in the re- 

gion where the bifurcation diagram is very close. As we 

have said, block structure is found in the extended HR 

model, when I DC , μ or v are taken as bifurcation param- 

eters (see Figs. 5 and 7 ). This behavior can be character- 

ized in blocks by the periodicity η of the flow. We can 

define each block with an interval of I DC , μ or v respec- 

tively, where the flows have the same period. For exam- 

ple, when I DC ∈ [1, 1.212] the flows have periodicity 3 also 

called a burster with three spikes per burst, and more in- 

formation about the other intervals are given in Fig. 5 . We 

observe that chaotic regions can also be found within these 

blocks. The time series describing each block of Fig. 5 are 

illustrated in Fig. 6 (a)–(f), where period 1, 3, 4, 6 and 9 

(bursters with 1, 3, 4, 6 and 9 spikes per burst) and chaotic 

flows are found. They present the bursting and spiking ac- 

tivities of the extended HR model using the above param- 

eters. As we can observe, there are two distinct time scales 

of oscillations in the system for some values of the injected 

current. In the phase space, the trajectories move slowly 

in one region and fast in the other region. These two re- 

gions are separated by the y − z plane approximately along 

the firing threshold x = −1 . Different time scales oscilla- 

tions such as slow motion, as the membrane potential is 

flowing below the firing threshold, and fast motion when 

it oscillates above the threshold, are observed in the volt- 

age traces in the above figures. Moreover, the complexity 

included by the fourth dynamical variable w can be ob- 

served in the three dimensional phase space ( x, z, w ) pre- 

sented in Fig. 6 (g), and obtained for I DC = 3 . 0249 . 

The bifurcation diagram versus parameters μ and 

v are given in Fig. 7 (a) and (b), with μ ∈ [0.0, 0.055] 

and v ∈ [0.0, 0.055]. Notice that we superimposed two 

diagrams in these figures. In the diagram shown in red 

color, we considered the final state at each iteration of 

the control parameter, as the initial state for the next 

iteration. For the one in blue color, the initial state for 

all iterations of the control parameter were constant and 

taken as (x e = 0 . 3 , y e = 0 . 3 ; z e = 3 . 0 , w e = 0 . 01) . In these 

figures, we observe that there exists some value of the 

control parameter for which the neuron behavior changes 

abruptly. These changes are called crisis [57,63–66] . Other 

types of bifurcation structures such as period doubling 

and saddle-node bifurcation can also be seen, when the 

control parameters vary [66] . A zoom of some regions 

of Fig. 7 (a) and (b) illustrates these observations (see 

Fig. 7 (c) and (d), respectively). More complex asymptotic 

behaviors such as period doubling (PD) cascade, reverse 

period doubling (RPD), interior and exterior crisis (IC and 
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Fig. 6. Time evolution of the dynamical variable x ( t ) of the extended HR model for different values of the applied current: (a) I DC = 1 . 01 ; (b) I DC = 1 . 426 ; 

(c) I DC = 2 . 03 ; (d) I DC = 2 . 64 ; (e) I DC = 3 . 0249 ; (f) I DC = 3 . 431 . (g) The corresponding three dimensional phase diagram ( x, z, w ). 

EC) phenomenon are illustrated. There exist regions where 

the chaotic motion is rapidly destroyed as the control 

parameter passes through a value called critical crisis 

value. This phenomenon is known as exterior crisis or 

blue sky catastrophe [57,63–66] . In other regions of the 

control parameter, the crisis creates rather than destroys 

a chaotic attractor. We assist at the sudden increase of 

the chaotic attractor, as the afore mentioned parameter 

is varied through its critical value [57,63–66] . Here, the 

chaotic attractor collides with an unstable orbit within its 

bassin of attraction. For example, Fig. 8 illustrates crisis- 

induced intermittency from time series for the extended 

Hindmarsh–Rose neuronal oscillator. Just before the crisis 

( Fig. 8 (a)), the orbit cycles through a periodic band. For v 

values above 0.034916, we see that for long stretches the 

orbit remains in a periodic band, but sometimes it bursts 

out and then returns to periodic behavior ( Fig. 8 (b) and 

(c)). Based on the analysis of Grebogi et al., we determine 

to have intermittent bursting describing the second kind 

of crisis liable to appear in a dynamical system [63] . 

In addition, when a minimum number of conditions 

are satisfied, the system exhibits a reverse-period doubling 

scenario as presented in Fig. 7 (e), when μ is considered 

as a control parameter. The bifurcation diagrams are in 

perfect arrangement with the corresponding maximal Lya- 

punov spectrum. The number of spikes within a burst de- 

creases until the bursting motion of the neuron disappears, 

as μ or v becomes larger, to let the spiking motion arise. 

This confirms the existence of such complex behaviors in 

the extended HR neuron model. The variation of μ or v can 

have two interpretations. Firstly, different values of both 

parameters can be seen as the consideration of different 

neurons with different densities of slow ion channels in 

their axon membrane. Taking into account the fact that 

neurons can be of different types in a network, a spread 

range of variation for both parameters ( μ or v ), is relevant 

and useful to understand the variability between individual 

cells. Secondly, the consideration of the existence of chemi- 

cally activated or deactivated ionic channels represents an- 

other reason for changing these parameters, in such a way 
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Fig. 7. Bifurcation diagrams in (a) ( μ, x ) and (b) ( v, x ) planes respectively 

with I DC = 3 . 0249 and the other parameters described in the text. (c) and 

(d), enlargement of (a) and (b) respectively, showing reverse period dou- 

bling (RPD), exterior crisis (EC) and interior crisis (IC), (e) reverse period- 

doubling illustration. (For interpretation of the references to color in this 

figure legend, the reader is referred to the web version of this article.) 

that the permeability of the axon membrane can be modi- 

fied. 

4.2. Coexistence of multiple attractors 

One of the most striking phenomenon in nonlinear dy- 

namics is the coexistence of multiple attractors, which has 

been found in many systems such as electronic circuits, 

[2,5,67,68] lasers [69] and biological systems [36,41–43,58] . 

Concerning the extended Hindmarsh–Rose neuronal sys- 

tem, effects of the initial conditions on its behavior have 

been shown above during numerical analysis (see Fig. 7 (a) 

and (b)). We found that this system is sensitive to changes 

in initial conditions. For this purpose, these bifurcation di- 

agrams ( Fig. 7 (a) and (b)), can be used as confirmation 

proof. We observe that the two superimposed diagrams are 

completely different even if they are plotted for the same 

range of parameters. 

Fig. 8. Time evolution w ( t ) near the interior crisis, completing the 

period-3 window for (a) v = 0 . 034907 < v c , (b) v = 0 . 034917 > v c , (c) v = 

0 . 034922 > v c . 

As it has been found by many researchers, multistability 

represents an essential inherent property of the dynamics 

of neurons and of neural networks [46–49] . It is important 

in understanding short-term memory and other neuronal 

behaviors. Nevertheless, one knows that this behavior is 

not wanted when a certain system performance is desired. 

5. Conclusion 

In this paper, we have presented a study of bifurcations 

and multistability of solutions of the extended Hindmarsh–

Rose neuronal oscillator, in a wide and meaningful region 

of its parameters space. The system’s equilibria and their 

stability are presented by analytical, graphical and numer- 

ical analysis ( Figs. 1 –3 ). Choosing an appropriate bifurca- 

tion parameter, we show that Hopf bifurcations also ap- 

pears in this model when the bifurcation parameter ap- 

proaches its critical value (see Section 3 ). With the help 

of the Hassard algorithm, we have analyzed in detail, the 

direction of the afore bifurcation and the stability of the 

bifurcating periodic solutions. We ended with numerical 

simulations to observe this bifurcation and to illustrate 

theoretical results ( Fig. 4 ). The period doubling cascade, 

the crisis and the reverse period-doubling transitions to 

chaos have been observed, from different bifurcation dia- 

grams and the associated largest Lyapunov exponent spec- 

tra ( Figs. 5 and 7 ). Furthermore, the areas where the dy- 

namics is very complex (here we have periodic spiking, 
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periodic bursting and chaotic firings of spikes and bursts), 

are delimited ( Fig. 5 ). 

Systematic behaviors such as block structure dynamics 

and sharp transitions from periodic behaviors to the above 

complexity, have also been shown in these regions. We 

have seen that these complex behaviors are always present 

when one of the system’s parameters ( I DC , μ or v ) is cho- 

sen as the control parameter ( Figs. 5 and 7 ). Hence, the 

conclusion that such behaviors are intrinsic fundamental 

properties of the Hindmarsh–Rose model, [28,59] can also 

be made for the extended one. The observed block struc- 

tured dynamics and the continuous interior crisis have also 

been observed in the Chay neuronal model [13] and in the 

modified Hodgkin–Huxley model [12] . 

Furthermore, we have seen that the system is sensitive 

to change of initial conditions. This gives birth to the well 

known phenomenon of bistability or coexistence of attrac- 

tors as described in Section 4.2 . It is clear that multista- 

bility has important implications for information process- 

ing and dynamical memory in a neuron [46–49] . It seems 

to be a major mechanism of operation in the area of mo- 

tor control, particularly in the operation of multifunctional 

central pattern generators. 

In conclusion, the obtained results furnish potentially 

useful information for enhancing our knowledge on the 

way by which the neuronal system works, and encodes in- 

formation [46–49] . For example, possible mechanisms to 

highlight how a nervous system give rapid response to 

stimulus are described by the abrupt changes observed in 

the system’s dynamics named, the Hopf bifurcation and 

the crisis scenarios. Furthermore, multistability remains 

an additional mechanism to highlight description for such 

quick responses, as proposed by Foss and Milton [72] . 

Gonzales-Miranda [28,62] also suggested that blocks struc- 

tured dynamics help to understand how neuronal cod- 

ing of information evolves. Some unknown dynamical be- 

haviors still remain in this system. Moreover, one knows 

that multistability is not desirable in other applications. In 

these cases, some control is necessary to track one of the 

two attractors depending of the desired application. Treat- 

ment of these questions remains a subject of future studies 

and is under investigation. 
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Appendix A. Some mathematical expressions 

Here we investigate some mathematical expressions ob- 

tained during calculus. First, we gives the constants ob- 

tained during the application of the Routh–Hurwitz crite- 

rion for the stability of the system. 

Ā = −(1 + k v ) ϑ 
2 + [2 f x e a + k 2 v 2 + 2 k v (1 + sd) 

+ 2 sd + 1] ϑ − [ k v (1 + 2 sd + s 2 d 2 ) + v rg(1 + k v ) 

+ (1 + sd)(k 2 v 2 − sd) + 2 f x e a (sd − 1)] , (A.1) 

B̄ = (1 + k v ) ϑ 
3 − [2 f x e a + 2 k v (2 − sd) + 2 k 2 v 2 

+ 2 sd + 2] ϑ 
2 + [2 k 2 v 2 (2 + sd) + 2 f x e a (k v + sd + 2) 

+ (v rg + s 2 d 2 )(1 + k v ) + 4 k v (1 + sd) + k 3 v 3 

+ 2 sd + 1] ϑ − [2 f x e a (1 + k v sd + k v ) 

+ (k 3 v 3 + k v )(1 + sd) + k 2 v 2 (2 + sd) 

+ v rg(1 − 2 k v sd + 2 k v − 2 sd) + sd + k 2 v 3 rg] , (A.2) 

C̄ = [1 + k v (2 + k v )] ϑ 
3 − [ k 3 v 3 + k 2 v 2 (sd + 4) 

+ (1 + k v )(4 f x e a + v rg) + 2 k v (2 + sd) + sd + 1] ϑ 
2 

+ [2 f x e a (v rg + 2 sdk v + k 2 v 2 + 4 k v + 2 + sd) 

+ k 2 v 2 (4 + sd) + v rg(2 − 2 k v sd + 2 k 2 v 2 + 4 k v − 2 sd) 

+ k 3 v 3 (2 + sd) + sd(1 + k v ) + 4( f x e ) 
2 a 2 + 2 k v ] ϑ 

− [2 f x e a (v 
2 rgk + 2 k v + 2 v rg + k 2 v 2 + k v sd + sd) 

+ k 2 v 2 + k 3 v 3 + v rg(k v 2 rg + 2 k 2 v 2 + 2 v k + v rg) 

+ 4( f x e ) 
2 a 2 ] , (A.3) 

and 

D̄ = (k v + v rg)(1 + k v ) ϑ 
3 − [2 f x e a (v rg + k 2 v 2 + 2 k v ) 

+ k 3 v 3 + v rg(2 k v + k 2 v 2 − 1) + 2 k 2 v 2 + k v ] ϑ 
2 

+ [2 f x e a (v rg + 2 k v + k 3 v 3 + 2 k 2 v 2 ) + v r g(v r g + 2 k v 

+ k v 2 rg + 2 k 2 v 2 ) + k 3 v 3 + k 2 v 2 + 4 f x 2 e a 
2 k v ] ϑ 

− [2 f x e a (v 
2 rgk + k 2 v rg + k 3 v 3 − k 2 v 2 ) + 4 f x 2 e a 

2 k v ] . 

(A.4) 

Furthermore, the eigenvectors of the system corre- 

sponding to the eigenvalues described in Section 3 are re- 

spectively: 

v 1 = 

(

1 , 
iω 0 

a 

(

1 −
w 

iω 0 
+ 

dμs 

iω 0 (iω 0 + μ) 

)

, 
μs 

iω 0 + μ
, 

−
iω 0 v r 

a (iω 0 − k v ) 

(

1 −
w 

iω 0 
+ 

dμs 

iω 0 (iω 0 + μ) 

))

, (A.5) 

v 2 = 

(

1 , −
iω 0 

a 

(

1 + 
w 

iω 0 
−

dμs 

iω 0 (iω 0 + μ) 

)

, 
μs 

μ − iω 0 
, 

−
iω 0 v r 

a (iω 0 + k v ) 

(

1 + 
w 

iω 0 
−

dμs 

iω 0 (μ − iω 0 ) 

))

, (A.6) 

v 3 = 

(

1 , 
ς 3 

a 

(

1 −
w 

ς 3 
+ 

dμs 

ς 3 (ς 3 + μ) 

)

, 
μs 

ς 3 + μ
, 

−
ς 3 v r 

a (ς 3 − k v ) 

(

1 −
w 

ς 3 
+ 

dμs 

ς 3 (ς 3 + μ) 

))

, (A.7) 

and 

v 4 = 

(

1 , 
ς 4 

a 

(

1 −
w 

ς 4 
+ 

dμs 

ς 4 (ς 4 + μ) 

)

, 
μs 

ς 4 + μ
, 

−
ς 4 v r 

a (ς 4 − k v ) 

(

1 −
w 

ς 4 
+ 

dμs 

ς 4 (ς 4 + μ) 

))

. (A.8) 
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The numerical expression of the similarity transforma- 
tion P and its inverse P −1 are described by: 

P = 

⎛ 

⎝ 

1 . 0 0 1 . 0 1 . 0 
7 . 258414757 1 . 510428036 10 . 206001501 −1 . 189478134 
1 . 025009947 1 . 736244239 4 . 003535743 −0 . 0673813137 
0 . 0199520742 −0 . 0939322452 13 . 673064908 −0 . 0 0 04359258 

⎞ 

⎠ , 

and 

P −1 = 

⎛ 

⎝ 

0 . 15142991 0 . 1341805554 −0 . 1208326264 −0 . 0758512541 
−0 . 055123825 −0 . 0826223578 0 . 6412292351 −0 . 1220513791 
−0 . 0 0 05725916 −0 . 0 0 07676583 0 . 004585192 0 . 0724088079 
0 . 8491426815 −0 . 1334128971 0 . 1162474336 0 . 0034 424 462 

⎞ 

⎠ . 
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