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BIFURCATIONS OF A PREDATOR-PREY SYSTEM WITH

WEAK ALLEE EFFECTS

Rongzhen Lin, Shengqiang Liu, and Xiaohong Lai

Abstract. We formulate and study a predator-prey model with non-
monotonic functional response type and weak Allee effects on the prey,
which extends the system studied by Ruan and Xiao in [Global analysis
in a predator-prey system with nonmonotonic functional response, SIAM
J. Appl. Math. 61 (2001), no. 4, 1445–1472] but containing an extra
term describing weak Allee effects on the prey. We obtain the global dy-
namics of the model by combining the global qualitative and bifurcation
analysis. Our bifurcation analysis of the model indicates that it exhibits

numerous kinds of bifurcation phenomena, including the saddle-node bi-
furcation, the supercritical and the subcritical Hopf bifurcations, and the
homoclinic bifurcation, as the values of parameters vary. In the generic
case, the model has the bifurcation of cusp type of codimension 2 (i.e.,
Bogdanov-Takens bifurcation).

1. Introduction

Since the pioneering work by Lotka and Volterra (see [11, 18]), the predator-
prey interaction models have been widely studied. We recall that in some cases
the initial numbers of a species determine the long-term behavior of the system.
Population models with incorporated Allee effects have such property. Allee
effects, named after an ecologist, Warder C. Allee (see [1], [2], [3]), are defined
as a positive relationship between any component of fitness of a species and
either numbers or density of conspecifics (see [15]) meaning that an individual
of a species that is subject to an Allee effects will suffer a decrease in some
aspect of its fitness when conspecific density is low.

In some cases, this leads to a demographic Allee effects where the overall
fitness has a positive relationship with density that results in per capita growth
rate of the species being reduced at low density. A demographic Allee effects
can be either weak or strong (see [7, 19]). Populations subject to a strong Allee
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effects experience negative per capita growth rates when density falls below
a critical threshold. Under deterministic dynamics, population that does not
exceed this threshold will become extinct. Many studies consider only strong
Allee effects but the examples in Allees original work show clearly that the
definition should also include weak Allee effects (see [1], [2], [3], [8], [14], [15],
[19], [20], [21], [26]). Populations with weak Allee dynamics experience lower
per capita growth rates at low densities but never experience negative per
capita growth rates and therefore have no critical threshold to exceed. We also
refer to weak Allee effects as non-critical Allee effects and strong Allee effects as
critical Allee effects. Strong Allee effects are termed with critical depensation
and weak Allee effects with non-critical depensation (see [6]). Occasionally the
term depensation is used to refer to population phenomena that do not arise
from changes in individual fitness and therefore are not Allee effects (see [15]).

What is the influence of weak Allee effects in the interacting biological spe-
cies? Only few papers have considered dynamical impacts of weak Allee effects
on the predator-prey systems (see [9], [21], [27]). By modeling the case of
resource subsidy and phase plane analysis, Kent et al. [9] concluded that the
predator-prey systems stabilized by an influx of prey in the form of a rescue
effect and destabilized by an outflux of a weak Allee effects; Wang and others
[21], [27] showed that weak Allee effects may be a destabilizing force in predator-
prey systems.

In this paper, we introduced the weak Allee effects to the prey of a well-
studied predator-prey system with nonmonotonic functional responses to con-
sider its dynamical behaviors. The mechanisms of nonmonotonic functional
response is due to the group defense of prey against the predator, which is
supported by many experiments (for details, we refer to [23], [24], [28]). Our
work is motivated by that of Ruan and Xiao in [24], where the authors sys-
tematically considered the following predator-prey system with nonmonotonic
functional response:

(1)





ẋ(t) = rx
(
1− x

K

)
− mxy

a+ x2
,

ẏ(t) = y

(
−d+

umx

a+ x2

)
.

In System (1), x(t), y(t) are the prey and the predator density, respectively; r,
K, m, a, u > 0; r denotes the intrinsic growth rate of the prey x(t), K denotes
the carrying capacity of the prey x(t), d denotes the predator y(t)’s natural
death rate; the function p(x) = mx

a+x2 is the nonmonotonic functional response.
By choosing the carrying capacity of the prey and the death rate of the preda-
tor as bifurcation parameters, Ruan and Xiao showed in [24] that System (1)
undergoes a series of bifurcations, including the saddle-node bifurcation, the
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supercritical and the subcritical Hopf bifurcations, and the homoclinic bifurca-
tion. Further, by engaging the theories of Bogdanov [4], [5] and of Takens [17],
the authors found that the system exhibits the Bogdanov-Takens bifurcation.

Based on System (1), by introducing the weak Allee effect to the prey x, we
are able to construct our model as follows:

(2)





ẋ(t) = rx
(
1− x

K

) x

x+A
− mxy

a+ x2
,

ẏ(t) = y

(
−d+

umx

a+ x2

)
.

Here, q(x) = x
x+A

is the term for the weak Allee effect, where A > 0 is defined

as a “weak Allee effect constant” (see also [21]). It is easy to see that System
(2) reduces to (1) as A = 0 and that a larger A means a stronger weak Allee
effect.

The purpose of this paper is to study the global qualitative and bifurcation
analysis and to obtain the influences of varying A on the dynamics of (1). We
refer the mathematical techniques to [22], [23], [24] and [28].

This paper is organized as follows. Section 2 contains the linear analysis of
the equilibria and the general phase portraits analysis of equilibria. In Section
3, we study the bifurcations. We determine that the parameter r plays no role
here.

2. General phase portraits analysis of equilibria

Model (2) involves seven parameters that all have biological interpretations.
By rescaling the state variables and time, we can eliminate a,m, and u by using

(3) (t, x, y/m) →
(√

a

mu
t,
√
ax,

√
auy/m

)
,

and by resetting r by
√
ar

mu
, K by K√

a
, A by A√

a
, and d by

√
ad

mu
, (2) becomes

(4)





ẋ(t) = rx
(
1− x

K

) x

x+A
− xy

a+ x2
,

ẏ(t) = y

(
−d+

ux

a+ x2

)
.

From the standpoint of biology, we are interested only in the dynamics of
System (4) in the closed R

2
+, thus we consider only the biologically meaningful

initial conditions x(0) ≥ 0, y(0) ≥ 0.
First, we study the location and the number of the equilibrium solutions.

There are two equilibria on the boundary of the nonnegative cone: E0 = (0, 0),
representing extinctions of both species, and EK = (K, 0), representing ex-
tinction of the predator population and the density of the prey population
equilibrating at the carrying capacity.
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System (4) has equilibria in the interior of R2
+ (coexistence equilibria) if and

only if the equations

(5)





rx
(
1− x

K

) x

x+A
− y

a+ x2
= 0,

− d+
ux

a+ x2
= 0

have a pair of positive solutions (x, y). It is clear that equation (5) have at most
two pairs of solutions, E1 = (x1, y1) and E2 = (x2, y2), where

x1 =
u−

√
u2 − 4ad2

2d
, y1 =

rx1(1− x1

K
)(a+ x2)

x1 +A
;

x2 =
u+

√
u2 − 4ad2

2d
, y2 =

rx2(1− x2

K
)(a+ x2)

x2 +A
.

Therefore, we have the following simple lemma to describe the number and the
location of equilibria of System (4). The proof is omitted.

Lemma 2.1. (1) When
√
u2 − 4ad2 < 0, System (4) has two equilibria E0,

EK in R
2
+.

(2) When
√
u2 − 4ad2 = 0, System (4) has three equilibria in R

2
+, E0, EK ,

E12 = (x12, y12), where x12 = u
2d , y12 =

rx12(1−
x12

K
)(a+x2)

x12+A
.

(3) When
√
u2 − 4ad2 > 0, then

System (4) has two equilibria in R
2
+, E0, EK , if K < x1;

System (4) has three equilibria in R
2
+, E0, EK , E1, if x1 < K < x2;

System (4) has four equilibria in R
2
+, E0, EK , E1, E2, if x1 < x2 < K.

When
√
u2 − 4ad2 < 0, −d + ux

a+x2 < 0 for all x > 0, and ẏ(t) < 0. Hence

limt→∞ y(t)(t, t0, x0, y0) = 0 as x0 > 0, y0 > 0. This implies that the predator
species goes extinct. Mathematically, u2−4ad2 = 0 is a saddle-node bifurcation
surface. When the parameters pass from one side of the surface to the other,
the number of equilibria of the system changes as u2 − 4ad2 > 0.

Now we consider the dynamics of System (4) in the neighborhood of each
equilibrium. The linear part of System (4) at the equilibria (xi, yi) is deter-
mined by

V (xi, yi) =

(
F (xi, yi) − xi

a+x2

i

uyi(a−x2

i
)

(a+x2

i
)2

uxi

a+x2

i

− d

)

(xi,yi)

,

where F (xi, yi) = r[(1 − xi

K
) xi

xi+A
− xi

K
xi

xi+A
+ xi(1− xi

K
) xi

(xi+A)2 ]−
a−x2

i

(a+x2

i
)2
yi.

By studying the eigenvalues of the matrix V (x, y) at the equilibrium, we can
obtain the local dynamics of System (2) in the neighborhood of an equilibrium.
We have:

E0 is a saddle-node point where the parabolic sector is in R
2
+.

EK is an attracting node if−d+ uK
a+K2 < 0 or a saddle point if−d+ uK

a+K2 > 0.

If −d+ uK
a+K2 = 0, EK undergoes a transcritical bifurcation.
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For the interior equilibria E1, E2, since det(V (x2, y2)) = x2

a+x2

2

uy2(x
2

2
)

a+x2

2

< 0,

E2 is a saddle point. Since det(V (x1, y1)) =
x1

a+x2

1

uy1(x
2

1
)

a+x2

1

> 0 and the trace of

V (x1, y1) is tr(V (x1, y1)) = F (x1, y1), E1 is an attractor if F (x1, y1) < 0 and a
repeller if F (x1, y1) > 0.

As d increases from the steady state, bifurcations outlined below occur.
1. Given K < x12 and −d+ uK

a+K2 = 0, a transcritical bifurcation involving
E1 and EK occurs when K = x1. EK changes its stability from an attracting
node to a saddle point. When u2 = 4ad2, a saddle-node bifurcation involving
E1 and E2 occurs outside the nonnegative cone.

2. Given K > x12 and −d+ uK
a+K2 = 0, a transcritical bifurcation involving

E2 and EK occurs when K = x2. EKchanges its stability from a saddle point
to an attracting node. When u2 = 4ad2, a saddle-node bifurcation involving
E1 and E2 occurs outside the nonnegative cone.

3. Given K = x12, −d + uK
a+K2 = 0 and u2 = 4ad2, EK , E1, E2 and E12

coalesce at EK . Phase portrait analysis shows that EK is an asymptotically
stable degenerate node.

Remark 2.1. Comparing the above arguments to those on Model (1) by Ruan
and Xiao [24], we see that the weak Allee effect constant A does not affect the
existence nor the number of the positive equilibria, but that an increase of A
will lower yi in the positive equilibria Ei, i = 1, 2 until they converge to the
y-axis at the infinite value of A.

Figure 1. The phase portrait of System (4) when u2 = 4ad2 and
u
2d < K < u2+3uAd

ud+4A2d
.
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Figure 2. The phase portrait of System (4) when u2 = 4ad2 and

K > u2+3uAd
ud+4A2d

.

Theorem 2.2. When u2 = 4ad2 and u
2d < K, System (4) has three equilibria,

a saddle-node E0, a stable node EK , and an interior equilibrium E12, where

(i) E12 is a saddle-node consisting of two hyperbolic sectors and one parabolic

sector; the parabolic sector is between the y-axis and the equilibrium if K <
u2+3uAd
ud+4A2d

. The phase portrait is shown in Figure 1.

(ii) E12 is a saddle-node consisting of two hyperbolic sectors and one para-

bolic sector; the hyperbolic sector is between the y-axis and the equilibrium if

K > u2+3uAd
ud+4A2d

. The phase portrait is shown in Figure 2.

(iii) E12 is a cusp which consisting of two hyperbolic sectors and two seper-

atrices if K = u2+3uAd
ud+4A2d

. One of the seperatrices converges to the interior equi-

librium E12 and all other solutions tend to the equilibrium (K, 0). The phase

portrait is shown in Figure 3.

Remark 2.2. In case (ii) of Theorem 2.2, we have similar results to those in
2.2.2 [24]: the predator y goes extinct in spite of the large carrying capacity K,
i.e., the enrichment of the prey, which strongly supports the so-called “paradox
of enrichment”.

Proof of Theorem 2.2. We only prove case (iii). When u2= 4ad2, K= u2+3uAd
ud+4A2d

,

System (4) has a unique equilibrium E12 located in the positive cone. Using a
series of transformations, we reduce System (4) to the usual form.

The translation X = x − x12, Y = y − y12 brings E12 to the origin E0.
Expanding the right-hand side of System (4) in a Taylor series about the origin,
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Figure 3. The phase portrait of System (4) when u2 = 4ad2 and

K = u2+3uAd
ud+4A2d

.

we obtain

(6)





Ẋ(t) = − x12

a+ x2
12

Y +

(
− dr(u + 6Ad)

(u+ 2Ad)(u+ 3Ad)
+

x12y12
(a+ x2

12)
2

)
X2

+ P10(X,Y ),

Ẏ (t) =
ux12y12

(a+ x2
12)

2
X2 + P20(X,Y ),

where Pi0 (i = 1, 2) is C∞ in (X,Y ) and Pi0(X,Y ) = O(|(X,Y )|3).
Reversing time and making the transformation X = X,Z = − x12

a+x2

12

Y , we

have

(7)





Ẋ(t) = Z +

(
− dr(u + 6Ad)

(u+ 2Ad)(u+ 3Ad)
+

x12y12
(a+ x2

12)
2

)
X2 + P11(X,Z),

Ż(t) =
ux2

12y12
(a+ x2

12)
3
X2 + P21(X,Z).

Here, Pi1(i = 1, 2) is C∞ in (X,Z) and Pi1(X,Z) = O(|(X,Z)|3). Also, making
the near-identity transformation

µ = X, ν = Z +

(
− dr(u + 6Ad)

(u+ 2Ad)(u+ 3Ad)
+

x12y12
(a+ x2

12)
2

)
X2 + P11(X,Z),

we obtain

(8)

{
µ̇(t) = ν,
ν̇(t) = δ1µ

2 + δ2µν + P22(µ, ν),
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where P22 is C∞ in (µ, ν) and P22(µ, ν) = O(|(µ, ν)|3),

δ1 =
ux2

12y12
(a+ x2

12)
3
=

rd2

2(u+ 3Ad)
> 0,

δ2 = 2(− dr(u + 6Ad)

(u+ 2Ad)(u + 3Ad)
+

x12y12
(a+ x2

12)
2

=
rd(−u − 10Ad)

2(u+ 2Ad)(u + 3Ad)
< 0.

Thus the interior equilibrium E12 of System (4) is a cusp of codimension 2. �

Next we discuss the dynamics of System (4) when u2 > 4ad2 in detail. We
know that E1 is a stable focus (or node) when F (x1, y1) < 0 and an unstable
focus (or node) when F (x1, y1) > 0. After an easy calculation, we obtain

F (x1, y1) =
rx1

K(x1 +A)

[
K

(
2 +

A

x1 +A
− 2ad

ux1

)
− 3x1 −

Ax1

x1 + A
+

2ad

u

]
.

Then the equation F (x1, y1)=0 holds true ifK=x1+
ux2

1
+Aux1

2ux2

1
+3Aux1−2adx1−2adA

x1.

For the sake of simplicity, we introduce x3:

(9) x3 = x1 +
ux2

1 +Aux1

2ux2
1 + 3Aux1 − 2adx1 − 2adA

x1.

It is easy to prove that 2ux2
1+3Aux1−2adx1−2adA > 0 for all x1 if u

2 > 4ad2.
Then we have x3 > x1. Therefore, we have:

Theorem 2.3. When u2 > 4ad2,
(a) E1 is a stable focus (or node) if K < x3.

(b) E1 is an unstable focus (or node) if K > x3.

(c) E1 is a weak focus or a center if K = x3.

Considering the function G(A) = x3 − x2, we have

G(A) =
u−

√
u2 − 4ad2

d
+

(Au + ux1)x
2
1

2ux2
1 + 3Aux1 − 2adx1 − 2adA

− u

d
.

Since G(A) = 0 is equivalent to

A(udx2
1 − 3ux1

√
u2 − 4ad2 + 2ad

√
u2 − 4ad2)

= (2ux1

√
u2 − 4ad2 − udx2

1 − 2ad
√
u2 − 4ad2)x1,

we have:
when u2 < 13+5

√
17

8 ad2 (which is equivalent to udx2
1 − 3ux1

√
u2 − 4ad2 +

2ad
√
u2 − 4ad2 > 0), G(A) > 0, so x3 > x2;

when u2 > 16
3 ad2 (which is equivalent to udx2

1 − 2ux1

√
u2 − 4ad2 +

2ad
√
u2 − 4ad2 < 0), G(A) < 0, so x3 < x2;
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when 13+5
√
17

8 ad2 < u2 < 16
3 ad

2 (which is equivalent to 2ux1

√
u2 − 4ad2 <

udx2
1 + 2ad

√
u2 − 4ad2 < 3ux1

√
u2 − 4ad2), the sign of G(A) is determined

based on other conditions to be showed below.
For the sake of simplicity, we introduce g, h:

g = udx2
1 + 2ad

√
u2 − 4ad2, h = ux1

√
u2 − 4ad2.

Then we have:
If A > −g+2h

g−3h , then G(A) < 0, x3 < x2;

If A < −g+2h
g−3h , then G(A) > 0, x3 > x2.

Now we summarize and classify the dynamics of System (4) in the interior
of the first quadrant by dividing u2 > 4ad2 into four cases: case (I) and case
(II) are in Table 1, case (III) and case (IV) are in Table 2.

Table 1 : (I) u2 > 16
3 ad2 or

(II) 13+5
√
17

8 ad2 < u2 < 16
3 ad

2, A > −g+2h
g−3h

Range of parameter K Number of interior equilibria and stability of (4)
K < x1 two equilibria: E0 saddle-node, EK stable node

x1 < K < x3 three equilibria: E0 saddle-node,
EK saddle, E1 stable focus (or node)

x3 < K < x2 three equilibria: E0 saddle-node, EK saddle,
E1 unstable focus (or node)

K > x2 four equilibria: E0 saddle-node, EK stable node,
E1 unstable focus (or node), E2 saddle

Table 2 : (III) u2 < 13+5
√
17

8 ad2 or

(IV) 13+5
√
17

8 ad2 < u2 < 16
3 ad2, A < −g+2h

g−3h

Range of parameter K Number of interior equilibria and stability of (4)
K < x1 two equilibria: E0 saddle-node, EK stable node

x1 < K < x2 three equilibria: E0 saddle-node,
EK saddle, E1 stable focus (or node)

x2 < K < x3 four equilibria: E0 saddle-node, EK saddle,
E1 stable focus (or node), E2 saddle

K > x3 four equilibria: E0 saddle-node, EK stable node,
E1 unstable focus (or node), E2 saddle

Also, we have:

Theorem 2.4. If u2 > 16
3 ad

2 and x3 < K < x2, then System (4) has at least

one limit cycle in the interior of the first quadrant.

Proof. It is clear that the periodic orbit of System (4) must be in the domain
Ω1 if it exists, where Ω1 = {(x, y) : 0 < x < K, 0 < y}. Taking a ray line l1
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beginning at the point EK , l1 = {(x, y) : x = K, y > 0} as we can see that the
direction vector field of System (4) on l1 is from right to left.

Now we consider the solution (x∗(t), y∗(t)) of System (4) passing through the
point B(K, yb), where yb > y1. It is easy to prove that the orbit (x∗(t), y∗(t))
must cross the line l2 at point C(x1, yc) and yc > yb, where l2 = {(x, y) : x =
x1, y > 0}. Making a line l3 = {(x, y) : y = yc}, which begins at point C(x1, yc)
and ends at point D(0, yc), we can see that the direction vector field of System
(4) on l3 is from top to bottom (see Figure 4). Therefore, the orbits of System

Figure 4. The phase portrait of System (4) when u2 > 16
3 ad2 and

x3 < K < x2.

(4) in the interior of the region OABCDO cannot cross the boundary. On the
other hand, we know that the equilibrium (x1, y1) is an unstable focus (or node)
since K > x3. Therefore, the existence of a periodic orbit follows directly from
the Poincare-Bendixson theorem. Moreover, the periodic orbit is stable in the
interior. �

Using the same method as in the proof of Theorem 2.4, we obtain the fol-
lowing theorems.

Theorem 2.5. If 13+5
√
17

8 ad2 < u2 < 16
3 ad

2, A > −g+2h
g−3h x1 and x3 < K < x2,

then System (4) has at least one limit cycle in the interior of the first quadrant.

Theorem 2.6. If u2 < 13+5
√
17

8 ad2 and x1 < K < x2, then System (4) has no

closed orbits. Thus the equilibrium (x1, y1) is a globally stable focus (or node).



BIFURCATIONS OF A PREDATOR-PREY SYSTEM 705

3. Bifurcations

From Theorem 2.3, we have that in parameter space (r, u, a, d,K,A), there
exists a surface

H = {(r, u, a, d,K,A) : u2 > 4ad2,K = x3}

such that System (4) has three equilibria E0, EK , and E1 in R
2
+ if u2 < 16

3 ad
2

or 13+5
√
17

8 ad2 < u2 < 16
3 ad2, A > −g+2h

g−3h x1, where Eo is a saddle-node, EK is

a hyperbolic saddle and E1 is a weak focus or a center. System (4) has four

equilibria E0, EK , E1, and E2 in R
2
+ if u2 > 13+5

√
17

8 ad2 or 13+5
√
17

8 ad2 < u2 <
16
3 ad2, A < −g+2h

g−3h x1, where Eo is a saddle-node, EK is a stable node, E1 is a

weak focus or a center, and E2 is a hyperbolic saddle. Hence System (4) may
undergo Hopf bifurcation.

In this section, we discuss the conditions under which the stability of (x1, y1)
changes so that System (4) exhibits Hopf bifurcation. We first determine the
stability of the equilibrium (x1, y1) when parameter (r, u, a, d,K,A) belongs
to H . In order to observe the stability, we need to compute the Lyapunov
coefficients of (x1, y1). Making the transformation X = x − x1, Y = y − y1 to
translate (x1, y1) to the origin and rewriting X and Y as x and y, respectively,
we have

(10)





ẋ = a10x+ a01y + a20x
2 + a11xy + a02y

2 + a30x
3

+ a21x
2y + a12xy

2 + a03y
3 +O1(|(x, y)|4),

ẏ = b10x+ b01y + b20x
2 + b11xy + b02y

2 + b30x
3

+ b21x
2y + b12xy

2 + b03y
3 +O2(|(x, y)|4),

where aij and bij are the coefficients of the power series expansions of rx(1 −
x
K
) x
x+A

− xy
a+x2 and −d+ umx

a+x2 at (x1, y1), respectively, (i, j = 0, 1, 2, 3, . . .), and

Ok(|(x, y)|4) is the smooth function with at least the forth order with respect
to (x, y) (k = 1, 2). Then when parameter (r, u, a, d,K,A) belongs to H , we
have:

a10 = − (a− x2
1)y1

(a+ x2
1)

2
− rx1

K

x1

x1 +A
+ 2r

(
1− x1

K

) x1

x1 +A

− rx1

(
1− x1

K

) x1

x1 +A
= 0;

a20 =
x1y1(3a− x2

1)

(a+ x2
1)

3
− 2

rx1

K

1

x1 +A
+ r

(
1− x1

K

) x1

x1 +A

− rx1(−2x2
1 − 3Ax2

1 +Kx1 + 2KA)

K(x1 +A)3
;

a30 =
(x4

1 − 6ax2
1 + a2)y1

(a+ x2
1)

4
− x1

K(x1 +A)
− r(−x3

1 − 3Ax2
1 + 3A2x1 +KA2)

K(x1 +A)4
;



706 RONGZHEN LIN, SHENGQIANG LIU, AND XIAOHONG LAI

a01 = − x1

a+ x2
1

, a02 = 0, a03 = 0, a11 = − a− x2
1

(a+ x2
1)

2
,

a21 = − x1(3a− x2
1)

(a+ x2
1)

3
, a12 = 0,

b10 =
u(a− x2

1)y1
(a+ x2

1)
2

, b20 = −ux1y1(3a− x2
1)

(a+ x2
1)

3
, b11 =

u(a− x2
1)

(a+ x2
1)

2
;

b30 = − uy1(x
4
1 − 6ax2

1 + a2)

(a+ x2
1)

4
, b21 = −ux1(3a− x2

1)

(a+ x2
1)

3
, b01 = 0, b02 = 0.

Hence using the formula of the first Lyapunov number σ at the origin of (10)
in [12], we have

σ = − 3π

2∆
2

3

Q.

Here,

∆ =
ux1y1(a− x2

1)

(a+ x2
1)

3
,

Q = − x1

a+ x2
1

ux1y1(3a− x2
1)

(a+ x2
1)

3

(
2x1y1(3a− x2

1)

(a+ x2
1)

3

+
2r(−x3

1 − 3Ax2
1 − 3A2x1 +KA)

K(x1 +A)3
+

u(a− x2
1)

(a+ x2
1)

2

)

+
u(a− x2

1)y1
(a+ x2

1)
2

[
− 3x1

a+ x2
1

(
(x4

1 − 6ax2
1 + a2)y1

(a+ x2
1)

4
− rA2(K +A)

K(x1 +A)4

)

+
x1

a+ x2
1

ux1(3a− x2
1)

(a+ x2
1)

3

+
a− x2

1

(a+ x2
1)

2

(
x1y1(3a− x2

1)

(a+ x2
1)

3
+

r(−x3
1 − 3Ax2

1 − 3A2x1 +KA)

K(x1 +A)3

)]
.

Therefore, the sign of σ is determined by Q. If Q 6= 0, then the origin of
(10) is a weak focus of multiplicity one that is stable if Q < 0 and unstable if
Q > 0.

Using the fact that x1 = u−
√
u2−4ad2

2d , y1 =
rx1(1−

x1

K
)(a+x2)

x1+A
with the aid of

numerical calculations, we can see that the sign of σ is not determined. For ex-
ample, when the parameter (r, u, a, d,K,A) = (1, 2, 0.3, 1.3, 0.6099181820, 0.1)
is on the surface H , then Q = −1.036150079. On the other hand, when the
parameter (r, u, a, d,K,A) = (1, 5, 0.5, 1.2, 0.2695986091, 0.46) is also on the
surface H , then Q = 0.3913608342. Therefore, on the surface H , there exists
a curve

ℓ = {(r, u, a, d,K,A) : Q = 0, u2 > 4ad2,K = x3}
such that σ = 0 since σ is a continuous function of (r, u, a, d,K,A). When
parameter (r, u, a, d,K,A) is on the curve l, the origin of (10) is a weak focus
with multiplicity of at least two or a center. Hence the surface H is divided
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into two parts, Hb and Hp, by the curve ℓ, σ > 0 if (r, u, a, d,K,A) is in Hb

and σ < 0 if (r, u, a, d,K,A) is in Hp. That is,

Hb = {(r, u, a, d,K,A) : u2 > 4ad2,K = x3, Q < 0},
Hp = {(r, u, a, d,K,A) : u2 > 4ad2,K = x3, Q > 0}.

Summarizing the above discussions, we obtain:

Theorem 3.1. (a) If the parameter (r, u, a, d,K,A) is in Hb, then the equilib-

rium (x1, y1) of System (4) is a weak focus of multiplicity one and is unstable.

(b) If the parameter (r, u, a, d,K,A) is on the curve ℓ, then the equilibrium

(x1, y1) of System (4) is a weak focus with multiplicity of at least two or a

center.

(c) If the parameter (r, u, a, d,K,A) is in Hp, then the equilibrium (x1, y1)
of System (4) is a weak focus of multiplicity one and is stable.

From Theorem 2.3 and the third case (c) in Theorem 3.1, we know that
the weak focus (x1, y1) generates a stable limit cycle as K passes through the
bifurcation value K = x3. From one side of the surface Hp to the other, System
(10) may undergo a supercritical Hopf bifurcation (see [12]). A stable limit
cycle appears in the small neighborhood of (x1, y1) when (r, u, a, d,K,A) ∈ Hp,
K > x3 and |K − x3| ≪ 1. The surface Hp is called a supercritical Hopf
bifurcation.

On the other hand, from Theorem 2.3 and the first case (a) in Theorem 3.4,
we know that the weak focus (x1, y1) generates an unstable limit cycle as K
passes through the bifurcation value K = x3. From one side of the surface
Hb to the other, System (10) may undergo a subcritical Hopf bifurcation (see
[12]). A stable limit cycle appears in the small neighborhood of (x1, y1) when
(r, u, a, d,K,A) ∈ Hb, K < x3 and |K − x3| ≪ 1. The surface Hb is called a
subcritical Hopf bifurcation.

By the above arguments, we have:

Theorem 3.2. (i) System (4) has at least one unstable limit cycle if (r, u, a, d,
K,A) ∈ Hb, 0 < K < x3 and |K − x3| ≪ 1;

(ii) System (4) has at least one stable limit cycle if (r, u, a, d,K,A) ∈ Hp,

K > x3 and |K − x3| ≪ 1.

Remark 3.1. Since there exist some parameter values such that σ = 0, System
(4) may undergo a degenerate Hopf bifurcation for some parameter values. It
is possible that there exist two limit cycles of System (4) in R

2
+.

By Theorem 2.2, ifK = u2+3uAd
ud+4A2d

and u2 = 4ad2, then the unique equilibrium
E12 in the positive cone is a cusp point of codimension 2. In this section, we
are interested in the bifurcation of the cusp as the parameters vary in a small
neighborhood of (u0,K0, a0, d0, A0), where u0,K0, a0, d0, and A0 satisfy the
equations

(11) u2
0 = 4a0d

2
0, K0 =

u2
0 + 3u0A0d0

u0d0 + 4A2
0d0

.
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In the following arguments, we will find the universal unfolding of E12 de-
pending on the original parameters in System (4). We take (K, d) as bifurcation
parameters and develop a universal unfolding for the codimension 2 cusp sin-
gularity when these two parameters are perturbed near the point (K0, d0), and
System (4) can exhibit Bogdanov-Takens bifurcation. Let (K, d) in a neighbor-
hood of (K0, d0) and

(12)

{
K = K0 + ε1,
d = d0 + ε2

in (4). We study the bifurcations of the resulting system

(13)





ẋ(t) = rx

(
1− x

K0 + ε1

)
x

x+A0
− xy

a0 + x2
,

ẏ(t) = y

(
−(d0 + ε2) +

u0x

a0 + x2

)
.

For ε = (ε1, ε2) sufficiently small, we have:

Theorem 3.3. For parameters ε = (ε1, ε2) sufficiently small, System (4) with
the conditions in (11) is a generic unfolding of the cusp singularity of codimen-

sion 2.

Proof. It is shown in [12] that a generic unfolding with the parameters (ν1, ν2)
of the codimension 2 cusp singularity is C∞ equivalent to

(14)

{
ẋ(t) = y,
ẏ(t) = ν1 + λν2y + x2 + λxy.

Using the method and results of [12], [24], [4] and [5], we will show that System
(13) with parameters (ε1, ε2) is also a generic unfolding of the codimension 2
singularity by showing that there exist smooth coordinate changes that take
(13) into (14).

System (13) has a cusp point at (x12, y12) = ( u0

2d0

,
rx12(1−

x12

K0
)(a+x2)

x12+A0

) if ε =

(0, 0). Applying the translation

X = x− x12, Y = y − y12

and expanding System (13) in the power series about the origin, we have
(15){

Ẋ(t) = L10(ε1) +XL11(ε1) + Y L12(ε1) +X2L13(ε1) +R10(X,Y, ε1),

Ẏ (t) = L20(ε2) +XL21(ε1) + Y L22(ε2) +X2L23(ε2) +R20(X,Y, ε2),

and

L10(ε1) =
rx2

12

K2
0

x12

A+ x12
ε1 + b1(ε1),

L11(ε1) =
rx2

12

K2
0

(
3

A+ x12
− x12

(A+ x12)2

)
ε1 + b2(ε1),
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L12(ε1) =
x12

2a0
,

L13(ε1) =
x12y12
4a20

− d0r0(u0 + 6A0d0)

(u0 + 2A0d0)(u0 + 3A0d0)

+
rx12

K2
0 (A0 + x12)

(
x2
12

(A0 + x12)2
+

x12

(A0 + x12)
− 1

)
ε1 + b3(ε1),

L20(ε2) = − y12ε2, L21(ε2) = 0, L22(ε2) = −ε2, L23(ε2) = − u0x12y12
(a0 + x2

12)
2
,

where bi(εi)(i = 1, 2, 3) are smooth functions of at least the second order, R10

and R20 are C∞ functions of at least the third order with respect to (X,Y ),
and the coefficients depend smoothly on ε1 and ε2, respectively.

By the transformation

X = X, Z =

(
rx2

12

K2
0

( 3

A+ x12
− x12

(A+ x12)2

)
ε1 + b2(ε1)

)
X − x12

2a0
Y,

System (15) is C∞ equivalent to

(16)





Ẋ(t) = L10(ε1) +XL11(ε1) + ZL12(ε1) +X2L13(ε1)

+R10(X,Z, ε1),

Ż(t) = L20(ε1, ε2) +XL21(ε1, ε1) + ZL22(ε1, ε2)

+X2L23(ε1, ε2) +R20(X,Z, ε2),

and

L10(ε1) =
rx2

12

K2
0

x12

A+ x12
ε1 + b1(ε1), L11(ε1) = 0, L12(ε1) = 1,

L13(ε1) =
x12y12
4a20

− d0r0(u0 + 6A0d0)

(u0 + 2A0d0)(u0 + 3A0d0)

+
rx12

K2
0 (A0 + x12)

(
x2
12

(A0 + x12)2
+

x12

(A0 + x12)
− 1

)
ε1 + b3(ε1),

L20(ε1, ε2) =
x12y12
2a0

ε2 + c1(ε1), L21(ε1, ε2) = c2(ε1),

L22(ε1, ε2) =
rx2

12

K2
0

3A+ 2x12

(A+ x12)2
ε1 − ε2 + b2(ε1),

L23(ε1, ε2) = − u0x
2
12y12

2a0(a0 + x2
12)

2
+ c3(ε1),

where R10 and R20 are C∞ functions in variables (X,Z) of at least the third
order, the coefficients depend smoothly on ε1 and ε2, and c1, c2, and c3 are
smooth functions of their variables. Let

X=X,

ν=L20(ε1, ε2) +XL21(ε1, ε1) + ZL22(ε1, ε2) +X2L23(ε1, ε2) +R20(X,Z, ε2).
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Thus System (16) becomes

(17)





Ẋ(t) = ν,

ν̇(t) = L̃20(ε1, ε2) +XL̃21(ε1, ε2) + νL̃22(ε1, ε2),

+X2L̃23(ε1, ε2) +XνL̃24(ε1, ε2) + R̃20(X,Y, ε1, ε2),

where

L̃20(ε1, ε1) =
x12y12
2a0

ε2 + c̃1(ε1, ε2), L̃21(ε1, ε2) = c̃2(ε1, ε2),

L̃22(ε1, ε2) =
rx2

12

K2
0

3A+ 2x12

(A+ x12)2
ε1 − ε2 + b2(ε1),

L̃23(ε1, ε2) =
ru0

8a0

u0

u0 + 3A0d0
+ c̃3(ε1, ε2),

L̃24(ε1, ε2) =
d0r0(u0 + 10A0d0)

2(u0 + 2A0d0)(u0 + 3A0d0)

− rx12

K2
0 (A0 + x12)

(
x2
12

(A0 + x12)2
+

x12

(A0 + x12)
− 1

)
ε1 + b3(ε1),

and c̃i (i = 1, 2, 3) are smooth functions of (ε1, ε2); R̃20 is a C∞ function
in variables (ε1, ε2) of at least the third order with respect to (X, ν), and the
coefficients depend smoothly on ε1 and ε2. Then by the transform

µ = X, υ =
ν√

L̃23(ε1, ε2)
, τ =

∫ t

0

√
L̃23(ε1, ε2)ds,

we have

(18)





µ̇(t) = υ,

υ̇(t) =
˜̃
L20(ε1, ε2) + µ

˜̃
L21(ε1, ε2) + υ

˜̃
L22(ε1, ε2)

+ µ2 ˜̃L23(ε1, ε2) + µυ
˜̃
L24(ε1, ε2) +

˜̃
R20(µ, υ, ε1, ε2),

where

˜̃
L20(ε1, ε2) =

x12y12
2a0(

ru0

8a0

u0

u0+3A0d0

+ c̃3(ε1, ε2)
ε2 +

c̃1(ε1, ε2)
ru0

8a0

u0

u0+3A0d0

+ c̃3(ε1, ε2)

=
4a0x12

u0
ε2 + φ1(ε1, ε2),

˜̃
L21(ε1, ε2) =

c̃2(ε1, ε2)
ru0

8a0

u0

u0+3A0d0

+ c̃3(ε1, ε2)
= φ2(ε1, ε2),

˜̃
L22(ε1, ε2) =

rx2

12

K2

0

3A+2x12

(A+x12)2
ε1 − ε2 + b2(ε1)

√
ru0

8a0

u0

u0+3A0d0

+ φ3(ε1, ε2)
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=

rx2

12

K2

0

3A+2x12

(A+x12)2
ε1 − ε2

√
ru0

8a0

u0

u0+3A0d0

+ φ3(ε1, ε2),

˜̃
L23(ε1, ε2) = 1,

˜̃
L24(ε1, ε2) =

d0r0(u0+10A0d0)
(u0+2A0d0)(u0+3A0d0)√

ru0

8a0

u0

u0+3A0d0

+ φ4(ε1, ε2),

and φi (i = 1, 2, 3, 4) are smooth functions of (ε1, ε2);
˜̃
R20 is a C∞ function

in variables (ε1, ε2) of at least the third order with respect to (µ, ν), and the
coefficients depend smoothly on ε1 and ε2.

Let x̃(t) = µ(t)− 1
2φ2(ε1, ε2), ỹ(t) = υ(t). Then System (18) is C∞ equiva-

lent to

(19)

{
˙̃x(t) = ỹ(t),
˙̃y(t) = ν1 + λν2ỹ(t) + x̃2(t) + λx̃(t)ỹ +Q(x̃(t), ỹ(t), ε1, ε2),

where

ν1 =
4a0x12

u0
ε2 + φ̂1(ε1, ε2), λ =

d0r0(u0+10A0d0)
(u0+2A0d0)(u0+3A0d0)√

ru0

8a0

u0

u0+3A0d0

+ φ̂4(ε1, ε2),

ν2 =

rx2

12

K2

0

3A+2x12

(A+x12)2
ε1 − ε2

λ
√

ru0

8a0

u0

u0+3A0d0

+ φ̂3(ε1, ε2),

and φ̂i(i = 1, 2, 3, 4) are smooth functions of (ε1, ε2); Q is a C∞ function in
variables (ε1, ε2) of at least the third order with respect to (x̃, ỹ), and the
coefficients depend smoothly on ε1 and ε2.

Since the above parameter transformation from (ε1, ε2) to (ν1, ν2) is not
singular in a small neighborhood of (ε1, ε2) = (0, 0), by the Bogdanov-Takens
theory (see [4], [5], [17]), System (14) is strongly topologically equivalent to

(20)

{
ẋ(t) = y,
ẏ(t) = ν1 + λν2y + x2 + λxy.

This proves Theorem 3.3. �

4. Discussion

In this paper, we introduce the weak Allee effect to the prey of System
(2) studied by Ruan and Xiao [24]. We made a qualitative analysis of the
model depending on all parameters and showed that the system exhibits some
bifurcations.

First, we showed that the predator population y will go extinct if the Allee

effects constant B satisfies B ≥ A2

1

A2

. In addition, the predator population also
goes to extinction due to lack of the prey population when the prey carrying
capacity K is less than d

ma
.
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Second, we showed that when 0 < B <
A2

1

A2

and K > d
ma

, the outcome of the
survival depends on initial population sizes as is illustrated in Theorem 2.4.
It was shown that the system undergoes a series of bifurcations including the
saddle-node bifurcation, the supercritical and the subcritical Hopf bifurcations,
and Bogdanov-Takens bifurcation. By combining mathematical analysis and
numerical simulation, we have shown that the Allee effects may be a desta-
bilizing force in predator-prey systems. Due to the weak Allee effects of the
predator, the equilibrium of the system may change from asymptotically stable
or neutral stable to unstable, to neutral stable, or the system will take much
longer time to reach the stable state.

Although we have investigated qualitative analysis and bifurcations of the
system, the global qualitative analysis is not determined explicitly. To investi-
gate this problem, more complicated mathematical methods such as coincidence
degree theory may be useful. We leave this for future work.
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