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Abstract Humanitarian organizations work diligently to save lives using scarce resources,
competing for donor money, and operating in complex environments. It is no surprise that
they need information to effectively execute their task. As there have been tremendous devel-
opments in data analytics it is imperative that the domain of humanitarian supply chain
management leverage the benefits offered by the advancement of big data. In this study, we
have conducted a systematic literature review in the field of big data and humanitarian supply
chain. The data was collected using Scopus which is the largest digital database. After careful
screening, only 28 journal papers were selected for literature review. These papers have been
classified and grouped into various categorizations. Future research directions in this field
have been suggested that are based on various organizational theories.

Keywords Big data · Humanitarian supply chain · Literature review

1 Introduction

Disasters have taken place on innumerable counts and have caused severe damage to nature
and civilization (Starr and Van Wassenhove 2014). In 2015, 160 disasters had struck Asia-
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Pacific region out of the total of 344 disasters that struck worldwide (UNESCAP Report
2016). Asia-Pacific region accounts for 47% of the disasters with over 16,000 deaths (64%
of the total worldwide deaths caused by disasters) and this was more than double of the
destruction caused in 2014 (UNESCAP Report 2016). Therefore, it is imperative that we
understand how to mitigate, prepare for and respond to disasters more effectively in the
future.

Disasters can be broadly classified as natural or man-made disasters. According to Van
Wassenhove (2006), logistics operations constitute 80% of the total money allocated for
disaster relief operations. Day et al. (2012) has argued that nearly 40% of this allocation is
wasted because there is lack of time to perform data analysis and also there is duplication
of the efforts. Akhtar et al. (2012), Li et al. (2016) and Papadopoulos et al. (2017) have
also made similar claims in their studies as they mention that there is lack of collaboration
and coordination during the disaster relief operations and thus the relationships between
all the actors get adversely affected. Altay and Labonte (2014) and Aloysius et al. (2016)
have strongly advocated that information processing is critical for decision making and
coordination during humanitarian relief operations.

Data science and business analytics havemade in-roads in our day to day life and advance-
ments in this field has led to understanding the mystery that has been hidden in large sets
of data (Agarwal and Dhar 2014). According to Huang and Chaovalitwongse (2015), the
term “big data” has been defined as an umbrella term for any collection of large and com-
plex data sets that are difficult to store, process, analyze, and comprehend using traditional
database or data processing tools. Pu and Kitsuregawa (2013) have shown that National Sci-
ence Foundation of USA and the Japan Science and Technology Agency have laid emphasis
on big data and disaster management. These two scientific institutions have outlined that
integration of multiple data sources and thereby achieving accurate information is a mat-
ter of concern in disaster management. There is no dearth of data and this is evident from
the fact that a massive amount of remote sensing data is made freely available by NASA
Open Government Initiative. Under this initiative, data is stored under archives and one such
archive named Earth Science Data and Information System (ESDIS) has about 7.5 PB of
data (1 petabyte = 1024 terabytes) (Ramapriyan et al. 2013). It is expected that the amount
of data generated by 2020 will be more than 40 ZB (1 zettabyte = 106 petabytes) (Song et al.
2016).

Majority of the Asia-Pacific countries do not possess the capability to ascertain which
place has suffered howmuch of the damage andwhere the disaster relief operations should be
channelized so that disaster management plans are effectively executed (UNESCAP Report
2016). However, now there is a satellite named as South Asia Satellite (launched in May
2017 by India) which will benefit 8 countries in the South-East Asia region and this will
hopefully enhance the capability of these countries to better manage disasters. On the other
hand in Europe the Emergency Response Coordination Center working under the European
Commission’s Humanitarian Aid and Civil Protection Department acts as emergency oper-
ation centers equipped with information systems to streamline the humanitarian operations
during disasters (Ma and Zhang 2017). Similarly, there are operation centers like these which
are established in various countries so that the relief operations are managed efficiently and
effectively as well. Large amounts of data are created in these operation centers and the use
of big data analytics has tremendous potential to improve upon humanitarian supply chain
management (HSCM) practices (Prasad et al. 2016).

Since the interest in the use of big data within the context of humanitarian supply chain
management has been increasing (adapted from Liu and Yi 2017), we decided to undertake a
literature review in this field. The research objective of this study can be broadly considered
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as: (a) to showcase the state of the art in the field of big data and its role in supporting
humanitarian supply chain decisions, (b) to understand the context from the perspective of
organizational theories and (c) to suggest further research directions in the domain of big
data and humanitarian supply chain management.

This paper has been divided into sections and sub-sections. Section 2 outlines the research
methodology employed in undertaking the systematic literature review and this showcases
the state of the art for the selected topic of study. Section 3 is the discussion section and it
deals with answering the second and the third aspect of the research objectives.

2 Research methodology

In this section, we have discussed the process and methodology that has been followed to
undertake this study. The systematic literature review that we have undertaken has been
based on the guidelines laid out by Tranfield et al. (2003) and Dubey et al. (2017a). The
research methodology has been broadly classified into three parts as (i) Planning the Review,
(ii) Conducting the Review and (iii) Reporting the Review. We have addressed these three
aspects in the following sub-sections and we have discussed the research methodology in
detail. Section 2.1 describes the details that were considered while planning the review and
brings out the manner in which the search was performed for this review. In Sects. 2.2 and
2.3, we have reported the various aspects of big data and humanitarian supply chain.

2.1 Identification of literature

The source of literature for this study is the Scopus database (https://www.scopus.com)
which is now the biggest and the largest database for academic journals as well as conference
proceedings. Scopus lists papers in four categories, namely (i) Life Sciences, (ii) Health
Sciences, (iii) Physical Sciences and (iv) Social Sciences allowing for cross-disciplinary
research, and this was another reason for selecting Scopus for this study. Disasters by their
very nature lend themselves well to multi-disciplinary research. As the spectrum of our topic
is represented by all of these four categories, use of Scopus has been a natural choice. There
are other digital databases like Web of Science, DBLP and WorldCat but Scopus contains
more academic journals than these databases.

Our study deals with the amalgamation of two independent concepts, one from the domain
of information systems (big data) and the other from the domain of operations management
(humanitarian supply chain). The keywords used to search the academic literature for these
two concepts can be seen in Table 1.

The search for these concepts was performed independently on Scopus using ‘or’ operator
for each keyword and thereafter the search results of these two concepts was merged using an
‘and’ operator in Scopus. The search syntax can be seen in Table 2. In order to replicate this
search on Scopus.com, this syntax can be copied and pasted in the advanced search section of
that digital database. The search result will vary in the number of documents as this database
is actively updated. The data for this study has been taken from the first possible date of
indexation of a journal paper to the date of search performed on Scopus database (March 03,
2017). Thus, this data is a true reflection of the information that was showcased on March
03, 2017.

Our search process described in Fig. 1 resulted in 28 journal articles that we reviewed
in this paper. In the first stage we conducted a search for big data related keywords (see
Table 1). This resulted in 49,778 hits. The second stage, consisted of a search for HSC
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Table 1 Keywords used in this
study. Source: Author’s
compilation

Keywords

Big data Humanitarian supply chain

“Big data” “Humanitarian supply chain”

“Predictive analy*”
(analysis/ analytics)

“Disaster relief”

“Data deluge” “Emergency management”

“Data visualization” “Natural hazard”

“Disaster resilience”

“Natural calamity”

Table 2 Search syntax on scopus. Source: Author’s compilation

Data source Search syntax

Scopus Database: Mar 03, 2017
(https://www.scopus.com)

((TITLE-ABS-KEY (“big data”) OR TITLE-ABS-KEY
(“predictive analy*”) OR TITLE-ABS-KEY (“data deluge”) OR
TITLE-ABS-KEY (“data visualization”))) AND
((TITLE-ABS-KEY (“humanitarian supply chain”) OR
TITLE-ABS-KEY (“disaster relief”) OR TITLE-ABS-KEY
(“emergency management”) OR TITLE-ABS-KEY (“natural
hazard”) OR TITLE-ABS-KEY (“disaster resilience”) OR
TITLE-ABS-KEY (“natural calamity”))) AND (LIMIT-TO
(LANGUAGE, “English”)) AND (LIMIT-TO (DOCTYPE, “ar”)
OR LIMIT-TO (DOCTYPE, “ip”) OR LIMIT-TO (DOCTYPE,
“re”))

keywords within the results of the first stage, resulting in 21,937 hits. In the third stage, an
intersection of the data from stage one and stage two has been selected and this process
yielded in 119 papers. In stage four, we have considered only journal articles (38 papers)
for the literature review and discarded conference proceedings. During the search it was
found that there were 70 conference proceedings, 7 conference review, 3 book chapters and
1 short survey paper. Within the 70 conference proceedings, 57 papers were from the field
of Computer Science only and this outcome is heavily skewed. Except for the domain of
Computer Science, researchers from other academic domains prefer to publish in journals
rather than conferences (Hermenegildo 2012; Derntl 2014). Thus, for this reason we did
not consider conference proceedings in this study. Also, only those journal articles were
considered which were published in English language. In stage five, we had manually gone
through each of the 38 papers to ascertain which of the papers can be finally considered for
literature review. We had considered papers that have addressed the domain of humanitarian
supply chainmanagementwhile highlighting the emergence of big data. Only, 28 paperswere
found to be a good fit for this study. In Fig. 2, it can be clearly seen that the spectrum of these
28 papers truly reflect the various academic domains. Since, all of the academic domains
have a balanced representation, our decision to only consider journal articles is justified. In
Appendix A, the journals in which these 28 papers have been published are shown. It can be
clearly seen fromAppendix A that there is no pattern or a particular journal where the number
of publications is high. Although, within the HSCMfield there is a dedicated journal, namely
the Journal of Humanitarian Logistics and Supply Chain Management, only one paper has
been published in this journal in 2016 that fits into the search criteria. However, based on
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Relevant studies for keywords: 
"big data" or "predictive analy*" 

or "data deluge" or "data 
visualization": #1 

Stage 1 N = 49,778  

Relevant studies for keywords: 
"humanitarian supply chain" or 
"disaster relief" or "emergency 

management" or "natural 
hazard" or "disaster resilience" 

or "natural calamity": #2 

N = 21,937 Stage 2 

Combining the two searches 
#3:  #1 and #2 N = 119 

Include studies on the document 
type (article, article in press, 

review), language (English) and 
removing duplicates 

N = 38 

Stage 3 

Stage 4 

Include studies on the basis of 
paper 

N = 28 Stage 5 

Fig. 1 Stages in data selection (Source: Scopus Database, Mar 03, 2017). Source: Author’s compilation

Fig. 3 we can see that the number of papers is increasing in the intersection of big data and
HSCM. Appendix D lists the 28 journal papers that we have considered for this study.

In Fig. 3 it can be clearly seen that this field has gained importance from 2015 onwards
in the academic parlance.

2.2 Classification of literature

The papers in this study could be classified on the basis of various organizational theories
(Sarkis et al. 2011) or by using various building blocks (Gunasekaran and Spalanzani 2012)
but we have used the classification scheme employed by Dubey et al. (2017a). The clas-
sification scheme outlined by Dubey et al. (2017a) encompasses the strengths and merits
of the seminal work of Sarkis et al. (2011) and Gunasekaran and Spalanzani (2012). Their
classification scheme has been inspired by the seminal works of Whetten (1989) and Sutton
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Fig. 2 Spectrum of journal papers after stage 5. Source: Author’s compilation

Fig. 3 No. of journal papers per year. Source: Author’s compilation

and Staw (1995). In Fig. 3, the classification scheme for the selected journals can be seen
and in Appendix B, we have categorized the papers based on this scheme.

The literature has been broadly categorized into two classes, namely, Theory Building
and Application Based Research. In the Theory Building category, the focus has been on
identifying papers that contribute to the existing organizational theories by either supporting,
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extending or even criticizing the same. This has further been sub-divided into the Rationalist
Approach where papers have been selected based on the contribution to the theories as well
as advancing the current state of research in this field by developing critical review papers.
The other aspect of the Theory Building category, Alternative Methods revolves around
conceptual frameworks that have been tested by empirical analysis or by case studies. The
second aspect of listing papers apart from the Theory Building category is the Application
Based Research segment. In this segment, papers are considered as cases where industry
focused research has been undertaken.

2.3 Understanding the concepts used in this study

Based on the literature review of 28 papers, various enablers as well as concerns of big data
in HSCM have been identified that will lead to a better understanding of this field of. These
enablers and concerns have been listed keeping in view of the fact that this study is dealing
with how big data can aid the humanitarian supply chain management. The papers that have
mentioned about these enablers and sources have been shown in Appendix C.

The enablers for big data in humanitarian supply chain management are:

(a) Volume This has been the most cited enabler amongst the rest of them. Disasters create
chaotic environments which breeds uncertainty for the survivors. In such a situation
people tend to reach out to their near and dear ones and thus this anxiety in the minds of
people leads to the creation of a very large data set (Huang and Chaovalitwongse 2015;
Zhan et al. 2016). The papers considered for this study have categorically mentioned
this attribute in the following ways (Refer to Appendix C): (1) Scale of data, (2) Stored
data and (3) Continuous creation of data.

(b) Variety Data is generated bymany devices and in many formats. Broadly, the data can be
classified as unstructured data, semi-structured data and structured data (Agarwal and
Dhar 2014; Banerjee et al. 2016). During any humanitarian operation, there is a surge
in the creation of data in all possible formats within these three broad categories. The
papers have highlighted the following aspects (Refer to Appendix C): (1) Data variety
and (2) Interoperability within the different data formats.

(c) Velocity The rate at which data is generated during humanitarian operations can be very
fast. The aspects of velocity that have been considered in the papers we reviewed include
(Refer to Appendix C): (1) Speed of data generation, (2) Data processing time and (3)
Data transmission time.

(d) Veracity Accuracy and reliability of data refers to veracity (White 2012). The selected
journal papers have highlighted this aspect in the following way (Refer to Appendix C):
(1) Quality of information, (2) Accuracy of data, (3) Reliability and (4) Accessibility.

(e) Organizational mindfulness It is the capability to avert potential accidents by orga-
nizations which are highly reliable in their operations. Weick et al. (1999) list the
five dimensions of organizational mindfulness as: (1) Preoccupation with failure, (2)
Reluctance to simplify interpretations, (3) Sensitivity to operations, (4) Commitment to
resilience and (5) Deference to expertise. These five dimensions have been reflected by
few of the selected papers considered in this study as presented in Appendix C.

The concerns identified for big data in humanitarian supply chain management are:

(a) Humanitarian logistics Warehousing and delivery of essential commodities during dis-
aster relief operations constitutes humanitarian logistics (VanWassenhove 2006; Boone
et al. 2016; Chu et al. 2016; Hazen et al. 2016). The concerns identified during the
review of the selected papers are (Refer to Appendix C): (1) Identification of logistics
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service providers, (2) Collaboration between agencies during humanitarian operations,
(3) Response time of logistics agencies/organizations.

(b) Remote sensing The capability to perform remote sensing monitoring before and after
any disaster adds tremendous decision making capability during HSCM. The concerns
identified from the selected papers are (Refer to Appendix C): (1) Real time rendering
of disaster location, (2) High-speed buffering mechanisms, (3) Large-scale 3D model
visualization.

(c) Information security: Transmission of large sets of data on a continuous basis during
disaster relief operations is a regular activity. The key aspects identified from the papers
are (Refer to Appendix C): (1) Privacy and confidentiality of data, (2) Encryption, (3)
Accountability, (4) Maintenance.

(d) Social media (SM ): Although SM is a fairly new phenomenon it plays a key role when
disasters strike. The amount of data generated by SM during humanitarian operations
can help relief organizations to streamline their efforts (Amaye et al. 2016). For example,
Facebook lets its users declare themselves safe if they are near the disaster zone and
it also shares this information with various disaster relief organizations (TechCrunch
2017). This not only informs the near and dear ones but also serves as a tool for the aid
agencies to estimate how many people are displaced. The concerns for SM identified
from the selected papers are (Refer to Appendix C): (1) Diffusion of information by
SM, (2) Validation of information, (3) Support coordination and collaboration among
agencies.

3 Discussion

The results obtained from Scopus has been discussed in this section and we have expressed
our understanding in the following three sub-sections.

3.1 Theoretical contributions and future research directions

This section focusses on addressing the second and third research objectives. We have iden-
tified the research gaps and future research directions based on the various organizational
theories.We consulted the work of Sarkis et al. (2011) and Dubey et al. (2017b) in identifying
the organizational theories that could be considered for this study. The organizational theo-
ries we see as potential sources of research questions, their short synopses, and our proposed
research directions are presented in Table 3.

3.2 Managerial implications

The field of Data Science has gathered enough momentum and use of big data analytics can
provide answers to some of the strategic as well as tactical questions which were ignored
until now (Ji-fan Ren et al. 2016). The analysis of unstructured data is the biggest innovation
in HSCM. The amount of unstructured data generated during a disaster is immense and
all of this takes place within a short span of time. One source for unstructured data is social
media. Sentiment analysis of this unstructured data can assist in the execution of humanitarian
relief operations. Furthermore, cognitive systems like IBMWatson have shown that machine-
machine interaction to analyze large sets of data is going to be a reality in the near future
(Chen et al. 2016). Until then however, man-machine interaction is vastly employed to better
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understand unstructured data. Thus, trained manpower in the domain of big data in HSCM
will help in mitigating the limitations of this field.

3.3 Limitations of this study

First, in our search we concentrated only on journal papers and dismissed books and con-
ference proceedings. It is possible that these academic avenues would contain information
that would have been of much importance for this study. Second, other digital databases like

Table 3 Key organizational theories and future research directions. Source: Author’s compilation

Theory Important papers Key aspects of theory Research gaps and future research
directions

Complexity
theory

Crozier and
Thoenig (1976),
Guide and Van
Wassenhove
(2009),
Gunasekaran
et al. (2014)

(1) Complexity for an
organization is based on the
combination of external
factors like customers,
suppliers, governmental
regulations and
technological
advancements; (2) With
sudden increase in
complexity of the external
factors due to a disaster,
crisis management will be
crucial by embracing trust;
(3) Responsive and agile
organizations will adapt to
the dynamic changes
induced by the external
environment

(1) Disasters create a chaotic
environment with highly complex
dynamic problems. Developing an
understanding on how an
organization can become more
agile and responsive will advance
the understanding of this theory in
HSCM (Kovács and Spens 2011);
(2) Trust is an inter-personal
attribute and can be a key driver in
streamlining the complex equation
between customers, suppliers,
governmental regulations as well as
making use of technological
advancements. Thus, use of Swift
Trust can play a critical role during
HSCM (Meyerson et al. 1996;
Tatham and Kovács 2010; Crisp
and Jarvenpaa 2013). How trust
can be built swiftly in complex
scenarios such as armed conflicts
and how that affects HSCM needs
to be investigated

Ecological
modernization
theory (EMT)

Murphy and
Gouldson
(2000), Park
et al. (2010),
Sarkis et al.
(2011)

(1) EMT focusses on striking
a balance between industry
and environment; (2) EMT
has two important
dimensions: new politics of
pollution and technological
innovation; (3) New politics
deals with environmental
policy; (4) Technological
innovation promotes
operational efficiencies

(1) HSCM practices should maintain
a balance between providing
assistance to people as well as
protecting environment. Use of
sustainable environmental practices
can reduce the occurrence of
man-made disasters caused by
degradation of the existing natural
environment. Constant use of such
practices will yield tremendous
amount of data that needs to be
crunched so that impact and
efficiency of sustainable HSC
procedures can be improved on a
regular basis; (2) Insights gained
from predictive analytics can be
used to better understand
environmental and social aspects of
HSCM
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Table 3 continued

Theory Important papers Key aspects of theory Research gaps and future research
directions

Institutional
theory

DiMaggio and
Powell (1983),
Liang et al.
(2007)

(1) This theory explores how
an organization deals with
external pressures or
isomorphic drivers:
coercive, normative and
mimetic; (2) Coercive
pressure deals with exertion
of power to incorporate
changes in an organization;
(3) Normative pressure
encourages an organization
to adhere on their own so
that they are always
updated; (4) Mimetic
pressure encourages an
organization to emulate the
best practices of their
competitors in order to be
successful

(1) Every country has its own set
ways of handling HSC and thus
isomorphic drivers will differ from
country to country. Future research
can show how these isomorphic
drivers vary from country to
country. For instance, it would be
interesting to see which drivers
come forward in developed
economies and which ones are
more dominant in emerging
economies; (2) Mimetic pressure
can push an organization to imbibe
certain practices which they
themselves did not plan to follow
on their own. Use of big data to
organize HSCM practices by one
organization can push another to
use it as well. How this would
affect overall response to a disaster
should be investigated; (3) Liang
et al. (2007) showed that top
management support mediates
institutional pressures. Extension
of this work by using Upper
Echelons Theory (Hambrick 2007)
will certainly be of great value
addition to the domain of HSCM

Resource based
view (RBV)

Wernerfelt (1984),
Barney (1991),
Rao and Holt
(2005)

(1) Organizations achieve
competitive advantage by
utilizing resources that are
valuable, rare, inimitable
and non-substitutable
(VRIN); (2) Resources can
be in the form of
information, knowledge,
assets, capabilities,
organizational processes
and characteristics

(1) RBV is one the most popular
organizational theories. During
humanitarian operations resources
are scarce and timely utilization of
available resources is crucial.
Identification of resources from the
perspectives of relief organizations,
governmental aid agencies, and
private firms can be undertaken
using the VRIN framework.
Resources can be in the form of
unstructured data which can
provide insights to tackle
bottlenecks in HSCM; (2)
Humanitarian organizations
compete for donor money. Future
research can address how big data
in HSCM can provide competitive
advantage to a humanitarian
organization; (3) The work of
Oliver (1997) promotes the
combined use of RBV and
Institutional Theory. Combined use
of these theories in the domain of
HSCM may lead to new research
questions
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Table 3 continued

Theory Important papers Key aspects of theory Research gaps and future research
directions

Resource
dependence
theory (RDT)

Pfeffer and
Salancik (1978),
Hannan and
Carroll (1992),
Zhu and Sarkis
(2004)

(1) Organizations that lack
resources will aspire to
build relationships with
other firms in order to
achieve their objectives; (2)
In-order to have a symbiotic
relationship, both
organizations have to make
internal and external
adjustments; (3)
Asymmetrical relationships
will lead to the creation of
power based relationships

(1) Power is not a zero sum game and
thus an organization which yields
more power will push the other
dependent organization to adhere to
its terms and conditions (Barrow
1998). Studying of such a
phenomenon during humanitarian
operations can bring out the nature
of synergies among organizations
involved in disaster management.
For example, research on the
synergy between an organization
which has the capability to find
insights in large sets of data and an
organization that has the expertise
in disaster relief operations could
be interesting; (2) What would be
the internal and external
adjustments that an organization
has to make based on data analytics
during disaster relief operations
can also have managerial
implications that prove useful

Social network
theory (SNT)

Jones et al. (1997),
Rowley (1997),
Wu et al. (2012)

(1) SNT emphasizes on how
individuals, groups of
people and organizations
interact with each-other
within their network; (2)
Density and Centrality are
key aspects in this theory;
(3) Density is the number of
ties among actors in the
same network; (4)
Centrality shows the
position of the individual in
a particular network in
order to influence that
network

(1) Social networking websites play
an important role during disaster
relief operations. This has been
shown by various studies listed in
Appendix C. During humanitarian
operations, there is a sudden spike
in the amount of data generated by
the social networking websites.
This data can be used to test Social
Network Theory from the
perspective of its two key drivers:
Density and Centrality; (2)
Organizations like Facebook which
has a feature called safety check
and Google with its ‘person finder’
allow people to reconnect in the
aftermath of disasters. It is
interesting to study the
collaboration of such multi-national
companies with NGOs or
humanitarian organizations so that
goods and services during relief
operations can be optimally
distributed. Such a collaborative
effort will require understanding
the information hidden in large sets
of unstructured data
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Table 3 continued

Theory Important papers Key aspects of theory Research gaps and future research
directions

Stakeholder
theory

Freeman (2001),
Lantos (2001)

(1) This theory suggests that
stakeholders can pressure a
company to increase its
positive impact on society;
(2) Morals and values play
a pivotal role to reduce the
chances of negative impacts
or any wrongdoing; (3)
Stakeholders’ ardent
support and pressure can
lead an organization to
improve their supply chain
for a more positive
environmental impact

(1) There has been academic research
which deals with the combination
of Stakeholder Theory and
Institutional Theory (Brammer
et al. (2012), Glover et al. (2014)).
There is a lack of studies that has
explored this combination of
theories from the perspective of big
data use in HSCM; (2) Kovács and
Spens (2009) use stakeholder
theory to identify and categorize
challenges in humanitarian
logistics. Clearly humanitarian
organizations have very different
stakeholders than for-profit firms.
Big data creates another set of new
stakeholders. Thus, more research
is needed to understand how use of
big data can create a balance
between different stakeholders of
humanitarian organizations

Transaction cost
economics

Young-Ybarra and
Wiersema
(1999),
Williamson
(2008)

(1) According to this theory,
transaction of information
between buyer and seller
can determine the cost of
the good or service; (2) As
both entities prefer to
maximize their own benefit,
they are likely to bet on the
mis-information of the
other entity; (3) This can
lead to inefficiencies in the
supply chain as it can
disturb the balance between
demand and supply

(1) In order to minimize the cost of
goods and services to a buyer,
outsourcing has been shown as a
viable option (McIvor 2009; Spina
et al. 2016). For future research, it
would be interesting to see how
much outsourcing can be done
during disaster relief operations.
These outsourced services can
include getting insights from large
set of unstructured data from the
various social media channels. To
what extent outsourcing is possible
is something that needs to be
explored; (2) The cost benefit
analysis of maintaining viable
HSCM practices based on big data
can be undertaken keeping in view
the two key aspects of this field:
Temporality and Unpredictability
(Thomas and Mizushima 2005; Liu
and Yi 2017)

Web of Science, DBLP and WorldCat have not been considered for collecting data for this
study. The premise for this omission is based on the fact that Scopus is the largest and most
inclusive digital database. Nonetheless, some papers might have been missed if the source is
not covered by Scopus. Third, the data from Scopus has been collected in March 2017. We
have made a conscious effort to show the result only till 2016 in Fig. 3. This is because the
papers for 2017 are still in the process of being indexed and thus Fig. 3 will not show the
true representation if we would have considered 2017 in that figure.
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Appendix A

Source title versus year. Source: Author’s compilation

Source title 2005 2008 2009 2010 2012 2013 2014 2015 2016 2017 Total

ACM transactions on
embedded computing
systems

1 1

Advances in intelligent
and soft computing

1 1

Annals of operations
research

1 1

Applied geography 1 1
Automation in
construction

1 1

Big data 1 1
Computers and
geosciences

1 1

CyberGEO 1 1
Environmental earth
sciences

1 1

Eos 1 1
Expert systems with
applications

1 1

IEEE Cloud computing 1 1
IEEE Transactions on
smart grid

1 1

Intelligent automation
and soft computing

2 2

International journal of
critical infrastructures

1 1 2

International journal of
digital earth

1 1

International journal of
emergency management

1 1

Journal of applied remote
sensing

1 1

Journal of cleaner
production

1 1

Journal of decision
systems

1 1

Journal of humanitarian
logistics and supply
chain management

1 1

Proceedings of the IEEE 1 1
Science China
information sciences

1 1

SpringerPlus 1 1
Transportation research
record

1 1

Wiley interdisciplinary
reviews: Computational
statistics

1 1

Total 1 1 2 2 3 1 1 4 10 3 28
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Appendix B

Classification of literature (from Fig. 4). Source: Author’s compilation

Theory building Application based
research

Rationalist approach Alternative methods Cases

Theory building Theory building
and Theory
testing

Critical review Conceptual
Framework through
Survey

Industry focused
research/ Survey to
explore the existing
scenario

Amaye et al.
(2016)

Papadopoulos
et al. (2017),
Prasad et al.
(2016), Puthal et
al. (2016)

Dusse et al.
(2016), Wybo
et al. (2015),
Yang et al.
(2013)

Bealt et al. (2016),
Gao et al. (2008),
Houghton et al.
(2012), Ofli et al.
(2016), Onorati and
Diaz, (2016), Sarkar
et al. (2014),
Schultz, (2012),
Thekdi and Joshi
(2016), Wang et al.
(2015), Wang et al.
(2017), Zhu et al.
(2016)

Chi et al. (2016),
El-Anwar et al.
(2009), El-Askary et
al. (2012), Fan et al.
(2009), Kulawiak et
al. (2010), Lu et al.
(2005), Lu et al.
(2015), Ma and
Zhang (2017),
Moran et al. (2010),
Onyewuchi et al.
(2015)

Alternative 
Methods 

Application Based 
Research 

Industry focused 
research/ Survey to 
explore the existing 

scenario 

Theory Building 
& Theory Testing 

Critical Review 

Theory Building Conceptual 
Framework through 

Survey 

Cases 

Big Data and Humanitarian 
Supply Chain Management 

Theory Building 

Rationalist 
Approach 

Fig. 4 Classification of literature. Source: Author’s compilation
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Appendix C

Enablers of big data and Humanitarian supply chain. Source: Author’s compilation

Enablers for big data and
humanitarian supply chain

Measures References

Volume (1) Scale of data, (2) Stored data,
(3) Continuous creation of data

Chi et al. (2016), Dusse et al. (2016),
El-Askary et al. (2012), Fan et al.
(2009), Gao et al. (2008), Kulawiak et
al. (2010), Lu et al. (2005), Lu et al.
(2015), Ma and Zhang (2017), Ofli et
al. (2016), Onorati and Diaz (2016),
Onyewuchi et al. (2015), Papadopoulos
et al. (2017), Prasad et al. (2016),
Puthal et al. (2016), Sarkar et al.
(2014), Schultz (2012), Thekdi and
Joshi (2016), Wang et al. (2015), Wang
et al. (2017), Wybo et al. (2015), Yang
et al. (2013), Zhu et al. (2016)

Variety (1) Data variety, (2)
Interoperability Amaye et al. (2016), Chi et al. (2016),

El-Askary et al. (2012), Gao et al.
(2008), Houghton et al. (2012),
Kulawiak et al. (2010), Lu et al.
(2005), Lu et al. (2015), Ofli et al.
(2016), Onorati and Diaz, (2016),
Papadopoulos et al. (2017), Prasad
et al. (2016), Puthal et al. (2016),
Sarkar et al. (2014), Thekdi and Joshi
(2016), Wang et al. (2015), Wang et al.
(2017), Wybo et al. (2015), Yang et al.
(2013), Zhu et al. (2016)

Velocity (1) Speed of data generation, (2)
Data processing time, (3) Data
transmission time

Chi et al. (2016), Gao et al. (2008),
Houghton et al. (2012), Kulawiak et al.
(2010), Lu et al. (2015), Ofli et al.
(2016), Onorati and Diaz (2016),
Papadopoulos et al. (2017), Prasad
et al. (2016), Puthal et al. (2016),
Sarkar et al. (2014), Thekdi and Joshi
(2016), Wang et al. (2015), Wybo et al.
(2015)

Veracity (1) Quality of information, (2)
Accuracy of data, (3)
Reliability, (4) Accessibility

Amaye et al. (2016), Fan et al. (2009),
Gao et al. (2008), Houghton et al.
(2012), Lu et al. (2005), Lu et al.
(2015), Ofli et al. (2016), Onorati and
Diaz (2016), Papadopoulos et al.
(2017), Prasad et al. (2016), Puthal et
al. (2016), Sarkar et al. (2014), Thekdi
and Joshi (2016), Wang et al. (2015),
Wybo et al. (2015)

Organizational mindfulness (1) Preoocupation with failure,
(2) Reluctance to simplify
interpretations, (3) Senstivity to
operations, (4) Commitment to
resilience, (5) Deference to
expertise

Amaye et al. (2016), El-Anwar et al.
(2009), Ma and Zhang (2017), Moran
et al. (2010), Papadopoulos et al.
(2017), Prasad et al. (2016), Thekdi
and Joshi (2016), Zhu et al. (2016)
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Concerns for big data in humanitarian supply chain. Source: Author’s compilation

Concerns for big
data in humanitar-
ian supply chain

Measures References

Humanitarian logistics (1) Identification of logistics service
providers, (2) Collaboration
between agencies during
humanitarian operations, (3)
Response time of logistics
agencies/organizations

Bealt e al. (2016), Gao et al. (2008),
Papadopoulos et al. (2017), Prasad
et al. (2016), Thekdi and Joshi
(2016), Zhu et al. (2016)

Remote sensing (1) Real time rendering of disaster
location, (2) High-speed buffering
mechanisms, (3) Large-scale 3D
model visualization

Fan et al. (2009), Gao et al. (2008),
Houghton et al. (2012), Kulawiak
et al. (2010), Lu et al. (2015), Ofli
et al. (2016), Wang et al. (2015)

Information security (1) Privacy and confidentiality of
data, (2) Encryption, (3)
Accountability, (4) Maintenance

Gao et al. (2008), Houghton et al.
(2012), Kulawiak et al. (2010), Lu
et al. (2015), Moran et al. (2010),
Onorati and Diaz (2016),
Papadopoulos et al. (2017), Prasad
et al. (2016), Puthal et al. (2016),
Wang et al. (2015), Yang et al.
(2013)

Social media (SM) (1) Diffusion of information by SM,
(2) Validation of information, (3)
Support coordination and
collaboration among agencies

Amaye et al. (2016); Ma and Zhang
(2017), Ofli et al. (2016), Onorati
and Diaz (2016), Papadopoulos
et al. (2017), Sarkar et al. (2014),
Wang et al. (2015), Wang et al.
(2017), Wybo et al. (2015)

Appendix D

Papers Considered for Literature Review

Amaye, A., Neville, K., & Pope, A. (2016). Big Promises: Using organisational mindful-
ness to integrate big data in emergencymanagement decisionmaking. Journal ofDecision
Systems, 25, 76–84. https://doi.org/10.1080/12460125.2016.1187419.
Bealt, J., Fernández Barrera, J. C., &Mansouri, S. A. (2016). Collaborative relationships
between logistics service providers and humanitarian organizations during disaster relief
operations. Journal of Humanitarian Logistics and Supply Chain Management, 6(2),
118–144. https://doi.org/10.1108/JHLSCM-02-2015-0008.
Chi, M., Plaza, A., Benediktsson, J. A., Sun, Z., Shen, J., & Zhu, Y. (2016). Big data
for remote sensing: Challenges and opportunities. Proceedings of the IEEE, 104(11),
2207–2219. https://doi.org/10.1109/JPROC.2016.2598228.
Dusse, F., Júnior, P. S., Alves, A. T., Novais, R., Vieira, V., &Mendonça,M. (2016). Infor-
mation visualization for emergency management: A systematic mapping study. Expert
Systems with Applications, 45, 424–437. https://doi.org/10.1016/j.eswa.2015.10.007.
El-Anwar, O., El-Rayes, K., & Elnashai, A. (2009). An automated system for optimizing
post-disaster temporary housing allocation. Automation inConstruction, 18(7), 983–993.
https://doi.org/10.1016/j.autcon.2009.05.003.
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Computational methods for climate data. Wiley Interdisciplinary Reviews: Computa-
tional Statistics, 4(4), 359–374. https://doi.org/10.1002/wics.1213.
Fan, X., Du, X., Tan, J., & Zhu, J. (2009). Three-dimensional visualization simulation
assessment system based on multi-source data fusion for the wenchuan earthquake. Jour-
nal of Applied Remote Sensing, 3(1), 1–9. https://doi.org/10.1117/1.3154425.
Gao, S., Mioc, D., Yi, X., Anton, F., Oldfield, E., & Coleman, D. J. (2008). The Canadian
geospatial data infrastructure and health mapping. CyberGEO, pp. 434.
Houghton, A., Prudent, N., Scott, J. E., Wade, R., & Luber, G. (2012). Climate change-
related vulnerabilities and local environmental public health tracking through GEMSS:
A web-based visualization tool. Applied Geography, 33(1), 36–44. https://doi.org/10.
1016/j.apgeog.2011.07.014.
Kulawiak, M., Prospathopoulos, A., Perivoliotis, L., Łuba, M., Kioroglou, S., &
Stepnowski, A. (2010). Interactive visualization of marine pollutionmonitoring and fore-
casting data via aweb-basedGIS.Computers andGeosciences, 36(8), 1069–1080. https://
doi.org/10.1016/j.cageo.2010.02.008.
Lu, C., Sripada, L. N., Shekhar, S., & Liu, R. (2005). Transportation data visualisation
and mining for emergency management. International Journal of Critical Infrastructures,
1(2-3), 170–194. https://doi.org/10.1504/IJCIS.2005.006118.
Lu, P., Wu, H., Qiao, G., Li, W., Scaioni, M., Feng, T. & Li, R. (2015). Model test
study on monitoring dynamic process of slope failure through spatial sensor network.
Environmental Earth Sciences, 74(4), 3315–3332. https://doi.org/10.1007/s12665-015-
4369-8.
Ma, Y., & Zhang, H. (2017). Enhancing knowledge management and decision-making
capability of China’s emergency operations center using big data. Intelligent Automation
and Soft Computing, 1–8. https://doi.org/10.1080/10798587.2016.1267249.
Moran, A. P., Thieken, A. H., Schöbel, A., & Rachoy, C. (2010). Documentation of flood
damage on railway infrastructure, in: Data and Mobility, edited by: Düh, J., Hufnagl,
H., Juritsch, E., Pfliegl, R., Schimany, H.-K., and Schönegger, H., AISC 81, Heidelberg,
61–70. https://doi.org/10.1007/978-3-642-15503-1_6.
Ofli, F.,Meier, P., Imran,M., Castillo, C., Tuia, D., Rey, N.& Joost, S. (2016). Combining
human computing and machine learning to make sense of big (aerial) data for disaster
response. Big Data, 4(1), 47–59. https://doi.org/10.1089/big.2014.0064.
Onorati, T., & Díaz, P. (2016). Giving meaning to tweets in emergency situations: A
semantic approach for filtering and visualizing social data. SpringerPlus, 5(1), 1782.
https://doi.org/10.1186/s40064-016-3384-x.
Onyewuchi, U. P., Shafieezadeh, A., Begovicieee, M. M., & Desroches, R. (2015). A
probabilistic framework for prioritizing wood pole inspections given pole geospatial
data. IEEE Transactions on Smart Grid, 6(2), 973–979. https://doi.org/10.1109/TSG.
2015.2391183.
Papadopoulos, T., Gunasekaran, A., Dubey, R., Altay, N., Childe, S. J., & Fosso-Wamba,
S. (2017). The role of big data in explaining disaster resilience in supply chains for
sustainability. Journal of Cleaner Production, 142, 1108–1118. https://doi.org/10.1016/
j.jclepro.2016.03.059.
Prasad, S., Zakaria, R., & Altay, N. (2016). Big data in humanitarian supply chain net-
works: A resource dependence perspective. Annals of Operations Research, pp. 1–31.
https://doi.org/10.1007/s10479-016-2280-7.
Puthal, D., Nepal, S., Ranjan, R.,&Chen, J. (2016). DLSeF:A dynamic key-length-based
efficient real-time security verification model for big data stream. ACM Transactions
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2937755.
Sarkar, S., Chatterjee, S., & Misra, S. (2014). Evacuation and emergency management
using a federated cloud. IEEE Cloud Computing, 1(4), 68–76. https://doi.org/10.1109/
MCC.2014.72.
Schultz, C. (2012). Extreme events and natural hazards: The complexity perspective.
Eos, 93(44), 444. https://doi.org/10.1029/2012EO440015.
Thekdi, S. A., & Joshi, N. N. (2016). Risk-based vulnerability assessment for transporta-
tion infrastructure performance. International Journal of Critical Infrastructures, 12(3),
229–247. https://doi.org/10.1504/IJCIS.2016.079018.
Wang, W., Hu, C. B., Chen, N. C., Xiao, C. J., Wang, C., & Chen, Z. Q. (2015). Spatio-
temporal enabled urban decision-making process modeling and visualization under the
cyber-physical environment. Science China Information Sciences, 58(10), 1–17. https://
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Wang, X., Liu, Y., Zhang, H., Ma, Q., & Cao, Z. (2017). Public health emergency man-
agement and multi-source data technology in china. Intelligent Automation and Soft
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of social media in security and crisis management: A review. International Journal of
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Yang, C., Xu, Y., & Nebert, D. (2013). Redefining the possibility of digital earth and
geosciences with spatial cloud computing. International Journal of Digital Earth, 6(4),
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