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Binaural Cue Coding—Part I. Psychoacoustic
Fundamentals and Design Principles

Frank Baumgarte and Christof Faller

Abstract—Binaural Cue Coding (BCC) is a method for multi- " BCce
channel spatial rendering based on one down-mixed audio channel | analysis
and BCC side information. The BCC side information has a low 7

! BCC side information
1
data rate and it is derived from the multichannel encoder input 1
1
I
1
|

signal. A natural application of BCC is multichannel audio data Lo M di dio M| gec L'
rate reduction since only a single down-mixed audio channel needs §—> eﬁé’oé‘; d:goéer synthesis ’
to be transmitted. An alternative BCC scheme for efficient joint R o—| — R

transmission of independent source signals supports flexible spa-
tial rendering at the decoder.

This paper (Part I) discusses the most relevant binaural per- Fig. 1. Generic BCC scheme enhancing a mono audio coder to stereo.
ception phenomena exploited by BCC. Based on that, it presents

a psychoacoustically motivated approach for designing a BCC

analyzer and synthesizer. This leads to a reference implementation typically dictates to use only one mono channel if the target
for analysis and synthesis of stereophonic audio signals based on adata rate falls below a certain threshold.

Cochlear Filter Bank. BCC synthesizer implementations based on  Bjnaural Cue Coding (BCC) offers a solution for providing
the FFT are presented as low-complexity alternatives. A subjective 1 iichannel audio at low and very low data rates. BCC was
audio quality assessment of these implementations shows the, . C
robust performance of BCC for critical speech and audio material. introduced in [6]-{12]. Selected results from these publications
Moreover, the results suggest that the performance given by the are included here to provide a complete overview. A basic
reference synthesizer is not significantly compromised when using scheme for coding a stereophonic signal with BCC is shown
a low-complexity FFT-based synthesizer. The companion paper jn Fig. 1 as an example. Such a scheme is referred to as BCC

(Part Il) generalizes BCC analysis and synthesis for multichannel for Natural Rendering, aka type Il BCC. In the transmitter, a
audio and proposes complete BCC schemes including quantization ' ) !

and coding. Part Il also describes an alternative BCC scheme with BCC analyzer extracts binaural spatial cues from the original
flexible rendering capability at the decoder and proposes several Stereophonic signal/. and R. The stereophonic signal is
applications for both BCC schemes. down-mixed to mono and compressed by a suitable audio
Index Terms—Audio coding, auditory filter bank, auditory scene €ncoder. In the receiver, the mono audio signal is decoded. The
synthesis, binaural source localization, coding of binaural spatial BCC synthesizer reconstructs the spatial image by restoring
cues, spatial rendering. spatial localization cues when it generates the stereophonic
output from the mono signal. This scheme is closely related to
full-bandwidth ISC. The reasons why BCC can be applied to
the full audio bandwidth while ISC has the drawback of being
HE data rate of traditional subband audio coders, such@ly suitable for the mid-to-high frequency range are discussed
AAC [1] and PAC [2], scales with the number of audign [9].
channels. If the channels are compressed independently, thghe BCC side information contains the spatial localization
data rate grows proportionally to the number of channelsues and can be transmitted with a rate of only a few kb/s. The
Joint-channel coding techniques, such as “Sum-Differenggiependent representation of the information for reproducing
Coding” [3], “Intensity Stereo Coding” (ISC) [4], and “Inter- the spatial image in the BCC scheme allows to control spatial
Channel Prediction” [5] can reduce this growth rate. Howevefage distortions or modifications separately from the mono
the resulting data rate for conventional stereophoniaterial - audio coding scheme. Since the BCC analysis and synthesis are
is still considerably higher than needed for representing tBeparated from the mono audio coder, existing mono audio or
corresponding mono audio signal. Thus, the trade-off betwegfeech codecs can be enhanced for multichannel coding with
audio bandwidth, coding artifacts, and number of channetC. It is interesting to note that this BCC scheme prevents
practically all binaural unmasking effects that otherwise have
Manuscript received May 25, 2002; revised August 6, 2003. The associ&%be considered in conventional multichannel coders [13]. This
editor coordinating the review of this manuscript and approving it for publicgproperty arises from the fact that both, a virtual sound source
tion was Dr. Gerald Schuller. g%hantom source) and the associated quantization noise created
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Agere Systems, Allentown, PA 18109 USA (e-mail: fo@agere.com; cfaller € audio coder, will be localized In the same spatial direc-
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. INTRODUCTION

agere.com). tion. Thus, a condition that implies a binaural masking level dif-
Digital Object Identifier 10.1109/TSA.2003.818109 ference (BMLD) [14] does not occur.
IThe term “stereo” or “stereophonic” always refers to two-channel stereo- 1 NiS Paper focuses on psychoacoustic considerations in the
phonics only. system design of BCC and the perceptual implications of dif-
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ferent implementations. Section Il summarizes basic psychagnthesized audio. This assumption is supported by subjective
coustic facts of spatial perception explored by BCC. We poitgst results in Section IV. Consequently, we do not generally
out existing binaural perception models as afirst approach to @ptimize the reproduction of binaural cues at both ears but
tract the spatial cues. From psychoacoustic considerationsvan optimize the recreation of spatial cues contained in the
ideal BCC analysis/synthesis scheme can be formulated. Tthensducer signals. To distinguish both cases, we introduce the
corresponding BCC implementation is used as a reference ferms “inter-channel level difference” (ICLD), “inter-channel
stereophonic natural rendering. Less complex implementatidime difference” (ICTD), and “inter-channel correlation” (ICC)
are derived to reduce computational costs. Implementationsvdfich refer to the transducer signals, i.e. the customary audio
the analysis and synthesis are described in Section Ill. Their psignal. For headphone playback, the ICLD, ICTD, and ICC are
formance is evaluated in Section IV. This includes an examplatually identical to the ILD, ITD and IC, respectively. ICLD
of BCC spatial cue estimation data and various psychoacoustitd ICTD determine the lateralization of strongly correlated
test results for the reproduced spatial image and audio qualgignals. A decreasing ICC is perceived as increasing source
In Section V we conclude our findings and discuss future worluidth until the phantom source splits into two sources, one at
Part Il [15] addresses quantization and coding of the BC@e left and the right side. Decreasing ICC can also enlarge the
side information, which is excluded here. A second scheme apparent distance in case of loudspeaker playback [14].
ferred to as BCC for Flexible Rendering (aka type | BCC) is in- To point out how BCC can recreate a given spatial image, we
troduced in Part Il and implementation details of both schemésok at a stereophonic signal composed of two phantom sources
for natural and flexible rendering, are given. Generalizations iat different locations as an example. For this case, we assume
clude generic multichannel audio and synthesis of an enhandkat all signal components of either one phantom source create
set of spatial cues. a consistent ILD and ITD at the listener’s ears. Signal com-
ponents are areas in the time-frequency plane with significant
Il. PSYCHOACOUSTICCONSIDERATIONS FORBCC DESIGN energy. However, the cues of one source are corrupted by the
The derived audio quality of the BCC scheme relies heaviﬁ/ues of the other in areas of the time-frequency plane where

on the ability to synthesize the proper auditory spatial cues n?th sources have significant energy. Nevertheless, the auditory

the stereophonic signal in the BCC synthesis block of Fig. ystem has the ability to perceptually segregate the sources with

From psychoacoustics it is well-known how to synthesize tw qscmatlng accuracy. Thls ab|llty can be explained by percep-
| grouping mechanisms applied to the sound components,

channel signals in order to create the illusion of a sound sou tonl tally rel ial 18] F le. “si
(phantom source) at a certain position [14]. These techniql} g,, only partially rely on spatial cues [18]. For example, -sim-
allow control of direction (azimuth and elevation) as well al2!” SPectral components are often fused to one auditory object,

distance. Furthermore, the source width and blur can be njadépendent of the consistency of the spatial cues. Even if con-

nipulated. In sound engineering, techniques have been deJ&dicting spatial cues are present, the spatial image often ap-
oped to create reverberation, envelopment, depth, and other &%2rs robust. Depending on frequency and audio signal content,
tial attributes of sound [16]. However, most of the above-meﬁ-erta'” cues dorr_nnate the determination _of the auditory spatial
tioned technologies create identical sound attributes for auditd®@9€ [19]. For instance, the well-established Duplex Theory
objects of a one-channel input, e.g. all physical sound sourd&8l: [20] states that ILD cues are most salientabove ca. 1.5 kHz.
mixed in one microphone signal. For example, amplitude pafit lower frequencies ITD cues are more relevant [21].
ning [17] with mixing consoles can change the apparent az-'hese perceptual factors contribute to the robustness of the
imuth, but it cannot control independently the azimuth of a vRudio quality of BCC with respect to a nonideal spatial cue anal-
olin and a piano unless the instruments are recorded separadéig and synthesis with a low-complexity filter bank as shown
Thus, existing techniques in sound engineering and psych#athe results (Section 1V). This robustness is also observed
coustics are not sufficient to spatially separate sound sour@éien applying coarse quantization to the localization cues as
contained in a mono signal, which is essential for the BCC sy@lescribed in Part Il [15]. The consequences of auditory scene
thesizer when recreating a spatial image. This problem will lse@alysis for BCC are discussed more detailed in [11].
addressed after discussing the properties of binaural spatial cudg case of loudspeaker playback, the spatial cues present at the
that evoke the spatial image. listener’s ears are a function of the cues present in the transducer
Ideally, the synthesizer produces an audio signal that evoleggnals and the ATFs from the transducers to the ear entrances.
the same binaural spatial cues at both ears as the stereoph8s&uming the simplest acoustical condition, i.e. the free field,
original. In the following we consider only the most importante observe from measurements and simulations that the ICLD
binaural cues [14], “interaural level difference” (ILD), “in-is translated into an ITD at the listener’s ears for frequencies
teraural time difference” (ITD), and “interaural correlation’below ca. 1.5 kHz [11]. This phenomenon is a consequence of
(IC), since an exhaustive discussion of all possible spatial cubs acoustical properties of the listener’s head in the sound field
cannot be given here. Depending on the playback scenafi]. It is replicated by our simulation results in [11]. Based
however, we only have limited control over the binaural cuem this property and considering the Duplex Theory, the most
since the acoustical transfer functions (ATFs) from the transalient localization cues can be provided with loudspeaker play-
ducers to both ears are not precisely known in advance and éaigk, even if ICTDs are ignored. The traditional two-channel
only be roughly estimated for most applications. However, watereo system (“Blumlein” stereo) and associated audio format
can ignore the ATFs here if we assume that their impact on tredies on these conditions. However, if the loudspeakers are lo-
spatial image is similar for the playback of the original andated in a reverberant environment, spatial localization cues can
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be considerably influenced or even dominated by room acotisr the cue estimation. Such a scheme for analysis and synthesis
tics. The effects of reverberation are beyond the scope of thisbinaural cues is presented in Section IlI-A.
paper. To simplify the following discussion we exclude the ATFs Even if perfect reconstruction of the spatial image would be
by assuming headphone playback. Still, the conclusions are ppssible, the down-mixing to a mono signal usually results in
plicable to loudspeaker playback if the ATFs are taken into ag-1oss of perceptually relevant information. For instance, if left
count. For headphone reproduction it should be noted that #lred right components are 186ut of phase and of equal level,
ICTDs at low frequencies are salient cues according to the Dihey cancel each other and will not be recoverable. However,
plex Theory. for playback compatibility reasons, most existing stereophonic
For the BCC analysis, we need to explore knowledge abaetordings are “mono compatible” in the sense that a maximum
binaural processing in order to closely approximate the interraflaudio content is preserved after the down-mixing. Moreover,
cues as they occur in the auditory system. On this basis, tdvanced down-mixing techniques aiming at preserving the
synthesis can be designed such that it generates an output spattral energy distribution or loudness can be applied to
evokes similar binaural cues. For most purposes, it is trivialrcumvent coloration effects. Such a technique is described in
to generalize the two-channel case, treated here, to the genBeadt Il [15].
multichannel case [15]. Important parameters of the analysis and synthesis schemes
A straight-forward design of an analyzer can be based on exe the effective “critical” bandwidth and time resolution of bin-
isting binaural perception models. Most of the models aim atiral hearing, especially for localization tasks. Psychoacoustic
predicting binaural detection thresholds, some also include lnasking experiments show that the critical bandwidths in bin-
calization in terms of azimuth and lateralization. A review ofural detection tasks within a range of center frequencies be-
suitable models is given in [22]. A further advanced model déween 200 and 1000 Hz are equal [24] or up to about 50% larger
scribed in [23] is particularly versatile and represents the statetb&in monaural critical bands depending on the type of experi-
the art since it successfully reproduces a wide variety of binauragnt [25], [26]. A suitable numerical definition for monaural
perception phenomena. A preprocessing block that covers tigical bandwidths is given in [27]. As opposed to the band-
signal processing of the peripheral ear, including the cochleddths, the binaural time resolution is significantly different
is common to most binaural models. It includes a spectral dgem the monaural time resolution. Different detection exper-
composition into critical bands and usually the rectification arithents at 500 Hz reveal monaural time constants in a range of
low-pass filtering associated with the inner hair cells. The outp&t26 ms and binaural time constants of 33—-189 ms [25]. The
resembles the firing rate of the auditory nerve. After the préxperiments were done with a pure tone masked by noise pre-
processing, many models apply a correlation analysis to corg@nted monaurally or binaurally out of phase for the binaural
sponding outputs of the left and right peripheral ear models @&se. The experimentally derived numbers provide a guideline
the first stage of the binaural processor. This approach is bagedinterpreting the psychoacoustic experiments presented in
on the “coincidence counter hypotheses” discussed in [23]. Thection IV because they are considered to be also relevant for
location of the correlation maximum indicates the ITD. Théhe binaural cue estimation and synthesis.
underlying power estimation for the correlation analysis can
be used to derive the ILD. Furthermore, the correlation max- I1l. BCC ANALYSIS AND SYNTHESIS
imum value indicates the perceived image width. An alternative .
modeling approach for the binaural processing is based on tﬂéa‘ _reasfonable aplproagh _to rea"z‘? a B(f:C _?n_alyzker anlddsyn-
“equalization/cancellation” theory [23]. This type of model i% esizer for na'Fura rendering con_S|sts of ut lzing knowledge
in many respects equivalent to the correlation based appro LM existing binaural models. This approach is adopted here

However, the signal processing of this model type does not Xtirfmgng fCrIochI(;ar I?llter Eank i(rgi'I:Br)t fotrhthﬁ ?:arl]yisr:i V\r”th ;
rectly support an estimation of the correlation which is desiral €a equency response simiar to the huma er ear.

for the BCC svnthesis e synthesis makes use of a corresponding inverse CFB. This
y . isdan ideal scheme with respect to the design goals formulated

Usually, binaural detection models are designed and verified ", . . . ) )
Y g anrbd in the sense of the assumptions made in Section II. It will

based on reference stimuli consisting of a single discrete so .
source. We assume that these modeling approaches are a'-jgﬁliysed as a reference for other schemes described, based on
il

cable as well for the binaural cue estimation of multiple simu € rFS;E:l:jrilf?érz;atn; :)Or;n:kfeFF(_‘-,rlz.laTizean:Eeuc?ugi%ter?flocnoE uus_e
taneous sources, since the models are based on a generic pefl - ) comp

. . . onal complexity. All schemes presented here are limited to
eral preprocessing stage for deriving the cues, which does D synthesis and they were partially presented in [7], [11]
imply a source number limitation. This assumption is comple: Y y P yp ' '

mented by a second pivotal assumption, stating that the a d1';lrt Ilincludes ICTD and ICC synthesis in enhanced schemes.
tory spatial image can be reconstructed from a mono signal by . ) i

restoring the estimated binaural cues according to the schem@ir/\nalysis and Synthesis Based on a Cochlear Filter Bank

Fig. 1. This second assumption implies that a traditional compu-Suitable binaural models [22], [23] apply a filter bank as first
tational auditory scene analysis is not necessary since we opigcessing stage that has similar properties as the frequency de-
deal with binaural cues without assigning them to any speciftomposition found in the inner ear. A filter bank with equiva-
sound source. Given this framework, the restoration of estimatedt properties but with a particularly efficient implementation
binaural cues in the BCC synthesizer is ideally done by a pris-given in [28]. This CFB is used for the BCC analysis. The
cessing scheme implementing the inverse binaural model usedresponding inverse CFB is described here and is applied for
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Fig. 3. Model of peripheral auditory processing including Cochlear Filter
Bank (CFB) and inner hair cell model (IHC) with low-pass filter (LPF).
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insert a zero after each sample, multiply by 2 ycorrelation|¢
estimation
Fig. 2. Structure of the forward Cochlear Filter Bank (CFB) and its inverse : + L
The inverse CFB includes time reversals (TRs) and the reverse{CFBy ). power maximum power
The low-pass filters (LPFs) and high-pass filters (HPFs) are identical for th estimation| | detection | |estimation
CFB andCFBg. The coefficientsy,, are needed for equalization and optionally |
for ICLD synthesis. vy v T R
delay com-| delay com-|
. . . ensation | pensation
the BCC synthesis. Fig. 2 shows a block diagram of the forwar P i P

and inverse filter-bank structure.

The forward structure [28] consists of a low-pass filter (LPF)
cascade with down-samplers. Each low-pass output is processed
by a high-pass filter (HPF) to generate the band-pass signals

at the CFB output. These OUtPUtTQ‘ represe!’\t (?r|t|cal band SIg_A smooth envelope is derived at the outputs of the CFB bands
nals that overlap spectrally. The input audio signal can only b medium and hiah center frequencies. For simplicity. all out-
approximately reconstructed from the critical-band signals 9 q ‘ plicity,

ts are referred to as band-pass envelopes even though at low

applying the inverse filter bank. The inverse CFB includes t . L
reverse structuréCFBy) and time reversal operations. It is delenter frequencies the waveform is still present. The CFB out-

rived by reversing the signal flow, replacing down-samplers tBP'tS have a maximum delay of 10 ms that decreases with in-
up-samplers, and by time reversing the filter impulse respon&g€asing center frequency. The delay of all bands is equalized
of the forward CFB. The time reversal of the impulse responsB¥ 2dding the necessary delay in each band. This simplifies the
is substituted by applying time reversal to the input and Outpzappl!catlon. of the estlmated cues if the synthesizer is based on
signals of the inverse CFB. This substitution allows a less co@Uniform filter bank with constant delay.
plex implementation than the reversal of the IIR-type filter re- Fig. 4 shows the derivation of ICTDs, and ICLDs,AL,
sponses. For signals that are not time limited, the time rever§aieach CFB band for a pair of channels (e.g. left and right
can be implemented by block-wise processing with tempo,%{pannel). The estimation of the ICTDs is based on a normalized
overlap, as described in [29]. The signal processing for the é{oss-correlation measujg,, the ICC. The ICC is derived from
periments reported in this paper was done by time reversing @l¢ross-correlation estimage,, normalized by the auto-corre-
(CFBR) full-length band-pass input signals at once and tirlation estimates.., and¢,, of the signals in both channels
reversal of the output signal after filtering as outlined in Fig. 2and R according to (2) and (3). The time shift is expressed
The gain factorsg;, for the band-pass signals are needed #s number of sampling intervals. The index of the current sam-
compensate for the energy increase due to the band overlaplofg interval (time index) ig
neighboring filters. Furthermore, these factors include the level .
modification for ICLD synthesis. Ay (m0,) = Pay(m, i) )

For the analysis, only the forward CFB is necessary and com- "™ B(m, )
plementeq by_a simple inner hair c_eII (IHC) model in each b_a_nd . ¢A>m(0-/i _ m)ng ,(0,4) ifm >0
as shown in Fig. 3. The IHC model includes a half-wave rectifier 5 (m, i) = { 0N (0.5 i o ©
and low-pass filter (LPF). The LPF is composed of two identical G220 1)9yy (0,7 +m) i m <
cascaded first-order filters with a cutoff frequencyfpfuc ac- The mean value is removed from the smoothed band-pass en-
cording to (1). The center frequency of the CFB band in Hz iglopes. The result is denote@ndy corresponding to the input
denotedfcrp. The parametefy is chosen to bgy = 300 Hz.  audio channelé andR, respectively, in one representative CFB
The CFB and inner hair cell model parameters are adopted frg@nd. The time shift between the envelopesndy is m. The
[28] cross-correlation function is estimated recursively using (4) and

fo - if fers < fo ®)
Jemne = fo (%)  if fers > fo @)

AL

Fig. 4. Block diagram of CFB-based BCC analyzer.

by (M, 1) =Wy (myi — 1)+ [L — w]d(m,i)  (4)
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Ai CFBr L
®© L
CFBr + R’

=P vector of sub-band signals

wL

M o——> CFB [

Fig. 5. Block diagram of CFB-based BCC synthesizer (see Fig. 2 for legend).

o Ja(i=m)y(i) ifm>0 R
b(m, 1) = {a:(z)y(L +m) ifm<0’ ®)
The time constant of the exponential estimation window is de- WR

termined byw. It was adjusted such thatthe estimated ICTDs and

ICLDsbasedonthe ICCare abletotrack changesintheinputI€ig. 6. Generic filter-bank-based BCC synthesis scheme for inter-channel

fast enough while maintaining a reasonably stable result fofe¥e! differences (ICLDs).

stationary ICLD and ICTD for natural sound sources like speech ) ) _ ]

or vocals. A good compromise is achieved with= 0.998. algorlthms, e.g.,_lnter_15|ty Stereo _Codmg. Since the fllte_r bank

This value corresponds to a cutoff frequency of about 10 Hz f6PMPlexity (as given in [28]) dominates the BCC analysis and

a sampling rate of, = 32 kHz if (4) is interpreted as recursive synthesis costs, lower complexity f|!ter banks are of mte'rest

low-pass filtering with the filter coefficient. as a replacement for the CFB. Basically, all modulated filter
The auto-correlation in (3) used for the normalization is e®&nks that can be implemented with an FFT-type fast algorithm

timated according to (6) and (7). The same faatoas in (4) &€ candidates. In particular, nonuniform modulated filter banks

must be used here to maintain the desired ICC range betw&aP] seem attractive since they can approximate the auditory fre-
—1and 1. quency resolution to a certain extent. A first study [9] that com-

. . pares BCC synthesis schemes based on the Modified Discrete
Gz (0,3 — M) =whsr (0,8 — m — 1)+[1 — wlz*(i —m) (6) Cosine Transform (MDCT)[31] and the FFT concludes that the
byy (0,7 +m)=weyy, (0,i +m — 1)+ [1 — w]y?(i +m).(7) FFT has superior performance for BCC. The FFT can be in-
terpreted as a modulated filter bank. Its spectral representation
The ICTD is estimated by locating the maximum of the ICGs well suited for BCC since it supports simple ICTD synthesis.
Y2y (m, i) with respect ton. If the maximum is located ab. =  The estimated potential complexity (instructions/second) reduc-
Mumax, the ICTD iST = mmax/fs. The ICLD estimation is tion by using the FFT instead of the CFB can reach two orders
based on the ratio of the estimated band powers. The powerfamagnitude. The details of FFT-based BCC analysis and syn-
timation uses a recursive low-pass filter applied to the squargsis algorithms supporting ICLD and ICTD are presented in
inner hair cell model outputs. The filter cutoff frequency is aboyi 5]. Hence, we give here only a brief overview of FFT-based
50 Hz. The ICLD,AL, is the ratio of the ICTD-compensatedBCC and focus on the comparison with the CFB-based refer-
power estimates from both channels and converted to the logace BCC.
rithmic (dB) domain. For an FFT-based analysis, a standard block-wise short-time
The ICC is computed for a limited symmetrical range of d&=FT decomposition of the audio signal with 50% overlapping
laysm with respect to zero delay because auditory localizatiazindows is used. The FFT spectrum is divided into nonoverlap-
based on ITDs “saturates” at the extreme left or right of the aughing partitions, each representing an auditory “critical band.”
tory space for delays larger than approximately 1 ms. Howev@he partition bandwidth used is 2 ERB (Equivalent Rectangular
we currently use a delay range #fL..6 ms to get an improved Bandwidth) [27]. In contrast to the CFB-based analyzer, IHC
ICLD estimate if larger ICTDs are present. models are not included to minimize complexity. The ICLDs are
An overview of the CFB-based synthesis scheme is givestimated by calculating the power ratio of the corresponding
in Fig. 5. The mono audio signal is decomposed into criticglartitions of L and R. At low frequencies, the ICTD of each
bands by the forward CFB. The estimated cues are appligaktition corresponds to the phase difference between a channel
to the band-pass signals. Currently, only ICLD synthesis jir. At medium and high frequencies, ICTDs are derived from
implemented. This is done by modifying the gaing, in the slope of the phase difference betwdeand R versus fre-
Fig. 2 according to the estimated ICLDA/, for the left and quency which indicates the group (envelope) delay. This is mo-
right channel (see Part Il [15] for details). In principle, theivated by the low-pass effect of the IHCs, that creates the corre-
synthesis of ICTD and ICC modifications can also be done #ponding band-pass signal envelopes. Only one averaged ICLD
the band-pass signal domain. and one ICTD value per partition is provided to the synthesis.
The FFT-based synthesis used in the experiments reported
here performs the same spectral decomposition as the analysis
The computational complexity of the CFB-based BCC implalescribed above. Fig. 6 shows the synthesis of ICLDs in the fre-
mentation is relatively high when compared with other codinguency domain by modifying the magnitude spectrum. The ratio

B. Analysis and Synthesis Based on the FFT
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of the weighting factorsvy, andwg, is equal to the ICLDAL.

The absolute value of the factors is determined by demanding
that the subband power sum of the left and right channel is
equal to the mono signal. ICTDs, can be synthesized by mod-
ifying the phase-difference spectrum between the two channels ©
as described in Part Il [15] to create the desired phase differ-
ences and slopes of phase differences. The inter-channel &ay-7. Estimated signal power of the two talkers in the frequency band
relation (ICC) of the synthesizer output can be reduced by g§ntered at 1008 Hz. Talker 1: dashed, talker 2: solid.

ditional modifications of ICLDs and/or ICTDs. Such modifi-

cations aim to preserve the average ICLD and ICTD in eaghain aliasing will occur up to a certain maximum time delay.
partition while reducing the ICC by complementary changes @af second problem arises for the ICTD synthesis if a synthesis
ICLDs and/or ICTDs within the partition, for example [15]. Theyindow is applied as described above. After creating a time
modified spectra for the left and right channel are finally trangte|ay, the synthesis time window is misaligned in time with the
formed back to the time domain. “delayed” analysis window. To circumvent this misalignment, a
The CFB-based reference synthesis allows to introduggctangular synthesis window, i.e., no synthesis window, is used
slowly time-varying ICLDs without creating audible artifactsfor ICTD synthesis. Consequently, the analysis window is ap-
such as aliasing in the time or frequency domain. This desiralpleed twice. That effectively results in a Hann window for the

property is a consequence of the high attenuation of the CBBalysis FFT. This window combination is specified and applied
filters at the Nyquist frequency, which is more than 100 d Part Il [15].

for most filters. In contrast, many uniform filter banks use

aliasing cancelation to achieve high stop-band attenuation IV. RESULTS

and critical down-sampling. However, aliasing cancelation is _ )

reduced if the band-pass signals are modified, e.g. by ICLDs_.Th'S sectlon_presents me_zthods to assess the performance of
Specifically, the FFT-based BCC scheme can produce differ&liferent BCC implementations and experimental results. The
types of distortions. These distortions include frequency aRy"POSe of these assessments is the validation that BCC can pro-
time-domain aliasing, and “blocking” artifacts. BIockingV'de suitable gudlo quallty for the targeted qppllcatlong. Mqre-
artifacts can occur if the spatial cues vary over time arRYeh the quality degradation of low-complexity synthesizer im-
the inverse FFT is applied without a smoothing overlap fc_ﬂlementatlons with respect to the reference CFB-based scheme

consecutive audio signal blocks. Overlapping windows thigt€valuated. These results were partly presented in [7], [9], [11].
provide a “fade-in” and “fade-out” transition avoid this kindSUbJectlve tests of low-complexity FFT-based analyzers are not

of artifact. For the experiments reported here, we multiplidgcluded here (see Part Il [15]). All subjective tests were car-
the input audio block with a sine window before applying thE€d out using high quality loudspeakers (B&W Nautilus 802)

FFT. This window is equal to the first half cycle of a sinusoidSince loudspeaker playback is assumed to be a more common
After the synthesis with the inverse FFT, we use the same sklgyPack scenario than headphones for the anticipated applica-
window before performing the overlap-add with the previou#ons: For loudspeaker playback, we assume that the synthesis
block. The effect of applying the window twice is to impose &f ICTDs is not necessary for the spatial image reproduction

squared sine window (Hann window) on the synthesized d&g discussed in Section II. Furthermore, for the experiments re-
block. With subsequent overlap-add using 50% overlap, thQrted here we neglect the correlation cues and concentrate only

effective squared sine windows of subsequent blocks add uPfd!CLD synthesis. _ _ _
a constant value of 1 as desired. The first experiment (Section IV-A) illustrates the estima-

Frequency-domain aliasing distortions can occur if thiPn accuracy of the CFB-based analyzer. The second experi-

Fourier spectrum is modified by the restoration of spatial cud&ntis concerned with the subjective quality obtained from the
before applying the inverse FFT. In particular, the aliasi mbination of this analyzer with an FFT-based synthesizer.

components are not fully canceled by the inverse FFT if spect ane_ third e_xpenm_ent (Se_zcnon IV-B) compares the p_ercelv_ed
udio quality obtained with the same analyzer combined with

components of neighboring bands are modified differentl based hesi q based hesi  dif
Audible aliasing distortions can be avoided by limiting th fegtFFBF'TaSSi‘;e synthesizer and FFT-based synthesizers of dif-

amount of variation permitted for spectral modification o
neighboring FFT bands. Moreover, frequency-domain aliasing ) ) ) )
can be reduced by increasing the oversampling rate of the FFT, CFB-Based Analysis Combined With FFT-Based Synthesis
i.e. increasing the window overlap size at constant block length.The performance of the CFB-based spatial cue estimation de-
A more detailed discussion of aliasing effects in the context e€ribed in Section lll-A is illustrated for speech signals. For that
BCC can be found in [9]. purpose different stereophonic signals were created by ampli-
Time-domain aliasing distortions can be created when thede and/or time-delay panning and superposition of two sepa-
Fourier spectrum is modified by synthesizing spatial cues. Thigte talkers. The estimated inter-channel cues are compared to
is particularly a problem if ICTDs are applied. The introducethe “ideal” cues applied. Fig. 7 shows the estimated power of
time delay generally results in a circular time shift of the synthéhe two separate one-channel talker signals at the output of the
sized block. The time aliasing created by the circular shift cditter with 1008 Hz center frequency. This filter has a 3-dB band-
be avoided by using zero-padded windows. Thus, no time-deidth of approximately 100 Hz [28]. The panning of the two

power [dB]
B
1<)
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TABLE | A
PARAMETERS OFSYNTHESIZED STEREOPHONICSIGNALS A, B, C

label talker 1 talker 2
Tret [M8] | ALyet [dB] | Tref [ms] | ALyt [dB]
A 0 10 0 -10 B
B 0.6 0 -0.6 0
C 0.6 10 —0.6 -10

mono signals was done according to Table | to create a sterC
phonic signal with ICLDSA L., only (A), with ICTDS, 7ef,
only (B), and a combination of both (C). The estimated ICTD
in Fig. 8 for B and C show a quasi instantaneous transition & P I . .
tween the ICTDs of both talkers since the correlation functic 0 05 tim; i 15
can have two maxima corresponding to the two delays. Since the
larger maximum is chosen for the ICTD estimation, basicallyrg. 8. Estimated inter-channel time differences (ICTDsYor the three
switching between both values occurs. The ICTD estimate feynthesized stereophonic signals of Table I in the band centered at 1008 Hz.
A is almost ideally zero except for a few single values. Fig. 9
shows the estimated ICLDs for all three signals. It appears A
most identical for A and C as expected. Due to the overlap
both talkers the ICLD gradually changes between the ICLD «
one talker to the ICLD of the other. For B the estimate is clos
to the applied ICLD of zero as desired.
In the second experiment, we attempted to assess the (B - ' T
ceived quality of the reproduced spatial image generated by &
FFT-based BCC synthesizer. Synthesized stereophonic sigr = OWW’“‘“"K’
with two or three discrete phantom sources were used as au = _yo| - R : . S ~
material. The phantom sources were created by amplitude p ’ '
ning which imposes an ICLDA L, ,, onto the time-aligned ¢ . . ,
(zero ICTD) signals of the-th source in the two channels. I o o B
The choice of synthesized signals as opposedto naturalster = ot
phonic recordings is motivated by having better control o < o |
the spatial image and strictly defined parameters for creati : : :
the image. A further advantage of the synthesized signals 0 05 timé sl 18 2
the absence of reverberation and reflections from other spatial
directions than the sound source direction. Based on that, fie 9 . Estimated inte_r-channel level differences (ICLDs) for the three
subjective assessment is better controlled and the perceptual ﬁjylgt‘r(]esaed stereophonic signals of Table | in the band centered at 1008 Hz.
is simplified. However, these restrictions must be dropped if a
performance assessment for more generic signals is requireteference, between10 dB and-5 dB instead of-10 dB, and
Four different categories of signal sources were used: sinfigtween—-2.5 dB and 2.5 dB instead of 0 dB. The second type
talkers (D), solo vocals (E), keyboard instruments (F)’ arﬁﬂds localization blur by modlfylng the ICLDs of every other
percussive instruments (G). Four reference sigals. . . G2) partition. The modified partitions have 5 dB ICLD instead of
were generated by mixing two sources of the same categd®) dB in the reference and5 dB ICLD instead of-10 dB.
with ICLDs of 10 dB and—10 dB. Another four reference The ICLD of 0 dB in the reference is replaced by alternating the
signals(D3...G3) were generated by mixing three sourceCLDs in the partitions between2.5 dB and 2.5 dB.
of the same category with ICLDs of 10 dB,10 dB, and 0  The BCC-processed signals were obtained by analyzing the
dB. Sources of the same category were mixed because theysieseophonic input (reference) signal with the CFB-based an-
most likely to have an impact on each other's phantom imag#yzer to generate the spatial cues and by creating the mono
due to their similar time-frequency characteristics. The audsignal. For a sampling rate of 32 kHz, ICLDs of 21 partitions
excerpts were selected from a collection of critical signals witliere estimated and transmitted to the synthesizer every 128
the objective of having different types of content and the mosamples (4 ms). The stereophonic signal was reconstructed from
critical material for ICLD imaging in the test. the mono signal by restoring the generated spatial cues with
To facilitate the evaluation of the listening test results, twan FFT-based synthesizer. The synthesizer was operated with a
types of anchor signals were also presented in the test. For $ie 512 FFT and an effective sine-window length of 256, zero
first type, the ICLDs are sinusoidally modulated over time witpadded to 512.
a frequency of 0.5 Hz to create moving phantom sources. TheThe 9 participating subjects were familiarized with the
ICLD varies between 10 dB and 5 dB instead of 10 dB in thest procedure and potential artifacts using training signals.
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. T T ‘ T T T T T TABLE I
- \f + FILTER BANK (FB) PARAMETERS USED FOREXPERIMENT 3
perceptible, | || _ w---w__ . N label | FB size
not annoying
e - CFB | CFB | 98 non-uniform bands
: T / ’ FT2k | FFT 2048
slightly | | -~ N ‘
annoying ---n FT1k | FFT 1024
FT512 | FFT 512
annoying - FT256 | FFT 256
B modulated ICLD
V¥ blurred
very , ., LeBC
annoying D2 E2 F2 G2 D3 E3 F3 G3 x2 x3 TABLE 1Ii

LIST OF THEAUDIO EXCERPTSUSED IN EXPERIMENT 3. THE LAST TwO
Fig. 10. Subjective grades according to the ITU-R five-grade scale and 959 COLUMNS CONTAIN THE SOURCES OFEXCERPT1, 2,AND 3, THAT ARE

confidence intervals. [Average grades of two-source mixes (x2) and three-source
mixes (x3)].

PLACED TO THE LEFT ORRIGHT SIDE OF THE SPATIAL IMAGE BY

IMPOSING A LEVEL DIFFERENCE(AMPLITUDE PANNING)

excerpt | category left right
After the training, each subject was asked to assess the overall
. . . 1 speech male female
guality of the anchor signals and the BCC-processed signals o
with respect to the reference in a listening test based on ITU-R 2 Singing tenor | soprano
BS.1116 [32] using the ITU-R five-grade-impairment scale. 3 percussions | castanets | drums
Additionally, subjects were asked to specify the kind of degra- 4 applause | (stereo recording)

dation they perceive. They were given a choice of specifying
“reduced image width,” “reduced image stability,” “increased

image blur,” or “other degradations.” It was permitted tQuere processed with the CFB-based analyzer to estimate the
choose more than one kind of degradation for each test itej3| Ds. These ICLDs were resampled to match the time/fre-
The test was performed by each subject sitting at the standggéncy resolution of the FFT-based synthesis. The synthesizer
listening position (“sweetspot”) for conventional stereophonigtroduces the ICLD in each band when generating the recon-
loudspeaker playback. The playback room acoustics was sigfructed stereophonic signal according to Fig. 6. The subband
ilar to the specifications of ITU-R BS.1116, however, not fullyepresentation of the mono signal is computed in the synthesizer
compliant. The test items were played back from a computgy applying a forward FFT of the same size as the inverse FFT.
under the subject’s control and with comfortable volume.  The weighting factorsy;, andwy, are derived from the ICLDs.
Some trends can be observed from the results in Fig. 10. Thergpe || Jists the five synthesizer configurations used in the
quality of the anchor signals is almost equal among the tWesst. The filter bank (FB) type is either CFB or FFT. Four dif-
phantom-source signals and among the three-phantom-soygtent FFT sizes were used to evaluate the impact of different
signals, the latter having a consistently higher perceived qua“lti}‘ne/frequency resolutions on the audio quality. The parameter
However, the average quality of BCC appears to depend less@pices are motivated by experimental psychoacoustic data [25]
the number of phantom sources than it depends on the sigiglt shows a binaural time/frequency resolution in the same
category. _ o ~range. Moreover, preliminary experiments suggested that FFT
A nonformal analysis of the subjective results concerning théngths below 256 should be excluded since the average overall
perceived kind of degradation of BCC suggests that reducgyio quality is notimproved but the side information rate is po-

image width is the dominant degradation for all BCC-processgghtially increased. All forward and inverse FFTs use time-do-
items tested. A degradation caused by a stability reductionyjgin sine windows with 50% overlap.

in_ genera_ll less promi_nent anc_JI shows a larger var_iation over t_hq:our different stereophonic audio excerpts, each with a du-
different item categories. For instance, t.he dete(_:tlon probabilitiion of approximately 10 s sampled at 32 kHz, were used in
of reduced stability for “vocals” is significantly higher than forg test. Table 11l summarizes their contents. The first three ex-
“talkers.” A degradation du.e to increased bI.ur is perceived Wiﬂbrpts were identical to excerpt D2, E2, and G2 of the previous
lowest probability. Other kinds of degradations, such as soupd; The fourth excerpt is a stereophonic recording of applause.

coloration or other artifacts, were reported to be insignificant.js known as a critical signal for joint-stereo coding since the
These results show that BCC is able to reconstruct two or thr'?ﬁatial image is very dynamic.

phantom sources in a stereophonic signal from mono with g est items, including the reference excerpt with its dif-

signal-dependent degradation of the spatial image. ferently processed versions, were presented over loudspeakers
, under the same acoustical conditions as in the previous test. The
B. CFB Versus FFT-Based Synthesis five participating subjects were asked to grade different specific
A third experiment was designed to assess the impact of difistortions and the overall audio quality of the processed ex-
ferent FFT sizes used for the BCC synthesis on the audio qualigrpts with respect to the known reference, i.e., the original ex-
with respect to the CFB-based reference synthesis. The excegetpt. For this assessment, the testing scheme of the previous
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TABLE IV image width
TASKS AND SCALES OF THESUBJECTIVE TEST IN EXPERIMENT 3 " "

Stereo_ eafs e cacsetarrataaasaaaaan ceeenn —_ . - .
LS SR . e
task scale 2 E E o) Rk ol e *
1  image width stereo...mono -t'é L] J_[
5 -
2 image stability stable...unstable o .
speech smq_ng percussions applﬁuse
3 audio quality ignorin ITU-R 5-grade mono ! * PRSI =t
4 vie 8 & CFB FT2k FT1k FT512 FT256
spatial image distortions | impairment filter bank
4 overall audio quality ITU-R 5-grade Fig. 11. Perceived image width and 95% confidence intervals (error bars are
impairment horizontally offset to increase readability).

image stability

test was modified. The scheme allows for a more accurate m ‘
surement of image and other distortions on continuous scale stable IIE '
opposed to a “yes-or-no” decision. The image blur was not ¢ 2
sessed in this test since it does not contribute significantly to t8

overall image distortions. No anchor signals were used. The fc

different grading tasks of this test are summarized in Table | _ Speech L singing  percussions applause
Tasks 1 and 2 assess the two properties of the reproduced sp S CFB FT2k FT1k FT512 FT256
image that are thought to determine the spatial image quality, i.. filter bank

width and stability. Task 3 evaluates distortions introduced by
the stereophonic synthesis that do not result in image artifacts.
For example, aliasing and blocking artifacts should be detected
here. Task 4 is an important measure for global optimization ¢
BCC. 5
During the test, each subject was able to randomly acce opdr
each test item processed by the five different synthesizers aig
the reference by using the corresponding “Play” button of i®

Fig. 12. Perceived image stability and 95% confidence intervals.

quality ignoring image distortions

T T

2_..” fetessaaaieasieseserrancessratannanns B

graphical interface. This play function stops a possibly activ speech singing pefb_lJ‘ssions applause
audio output at any time, such that the subject can do quic 1 L e, cmRR , moAm |, e
S . ! . . CFB FT2k FT1k FT512 FT256
initial listening through all items before proceeding with a more filter bank

thorough evaluation. The grades were entered via graphical
sliders that are permanently visible for all test items and can be- 13. Perceived audio quality ignoring spatial image distortions with 95%
adjusted at any time to reflect the proper grades and rankiffgfidence intervats.
It is important to note that subjects were specifically asked to
pay attention to the rank order of the test items. The featypeoduction. The overall performance of the 256-point FFT is
of being able to play the items according to their rank ordsimilar to the CFB performance.
greatly facilitates this task as opposed to other testing scheme2) Image Stability: Grades for image stability are given in
that allow to listen only once to each item in a pre-definellig. 12. The image stability is best if the virtual sound source
order. The ordering of the synthesizers was randomly chodenation is stationary. Source locations are well defined for the
for each subject and each excerpt but not changed during théerence excerpts 1, 2, and 3. However, for excerpt 4 (applause)
four different tasks performed for each excerpt. The philosopleach source is only active for a short time so that a moving
of this test method corresponds closely to MUSHRA [33].  source cannot be detected. That is why excerpt 4 appears close
The experimental results are shown for the individuab “stable” for all synthesizers. From the remaining excerpts, 1
excerpts only. Averaging over the grades of different excerpad 3 are more critical than 2. For excerpt 1 and 3, the stability
cannot be justified due to substantially deviating ratinggicreases consistently with time resolution of the FFT-based
The grades of each task will be discussed in the followirgynthesizer. For excerpt 2 an FFT with medium time resolution
subsections. shows best grades. The CFB-based synthesis performs equally
1) Image Width: The grades for image width are shown iror better than the FFT-based schemes except for excerpt 2.
Fig. 11 for each excerpt and each synthesizer with respect to th8) Quality, Ignoring Image Distortionsin task 3 the audio
reference. Apparently, all synthesizers reduce the image widphality is assessed without considering image degradations. The
for all test items. For excerpt 2 there is a trend toward a smallesults in Fig. 13 show no significant degradations except for
image width with reduced FFT size. This trend is reverse fexcerpt 3 which appears critical for the size 2048 and 1024 FFT.
excerpt 3. This result can be explained by the more stationdrlge time resolution is apparently insufficient for this excerpt
character of excerpt 2 (singing) requiring higher frequency re@ercussions) containing many transients.
olution in contrast to the nonstationary excerpt 3 (percussionsy) Overall Quality: The overall quality grades in Fig. 14
which requires a higher time resolution for a proper image rehow the integral impact of all noticeable distortions on audio
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overall quality

5 | F . .
g b |
o
2 e . ; PR R e -
| speech singing  percussions applause
CFB FT2k FT1k FT512 FT256
filter bank

Fig. 14. Perceived audio quality and 95% confidence intervals.

Future work includes the evaluation of BCC applied to audio
with more than two channels. More research is also necessary
to fully understand the perceptual aspects of rendering spatial
images with a BCC synthesizer.
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