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Perceiving the world involves simultaneously process-
ing across a range of channels of separable features, such as 
shape, color, and location, followed by a process in which 
they are bound together into objects, scenes, and episodes. 
The subsequent binding processes and the temporary stor-
age involved have formed a major focus for recent work in 
the area of visual short-term and working memory (e.g., 
Allen, Baddeley, & Hitch, 2006; Fougnie & Marois, 2009; 
Vogel, Woodman, & Luck, 2001; Wheeler & Treisman, 
2002). A central question has been the extent to which 
this binding process is attention demanding. This has 
been tackled in three ways. The first approach has been to 
compare the accuracy of immediate recognition memory 
for bound features, such as shape and color, with recogni-
tion of the constituent individual features. In general, any 
deficit attributable to binding has been small, suggesting 
a relatively automatic process (e.g., Vogel et al., 2001). A 
second approach concerns the retention of bound versus 
individual features over brief delays. Results here suggest 
that the bindings may be relatively fragile when the inter-
val contains other visual activities, such as encoding or 
scanning an array or sequence of subsequent items (Allen 
et al., 2006; Alvarez & Thompson, 2009; Fougnie & Ma-
rois, 2009; Logie, Brockmole, & Vandenbroucke, 2009; 
Shafritz, Gore, & Marois, 2002; Wheeler & Treisman, 

2002). A third approach uses the concurrent task proce-
dure to investigate whether attention-demanding activities 
differentially interfere with the binding process. Again, 
the evidence appears to suggest that binding is relatively 
automatic; although overall retention performance is af-
fected by the concurrent attentional tasks, the effect is no 
greater for bound than for separate features (Allen et al., 
2006; Cowan, Naveh-Benjamin, Kilb, & Saults, 2006).

One way of conceptualizing the process of binding fea-
tures into objects and chunks was proposed by Baddeley 
(2000) through the addition of a fourth component, the 
episodic buffer, to the multicomponent working memory 
model first proposed by Baddeley and Hitch (1974). The 
episodic buffer is assumed to comprise a limited- capacity 
multidimensional store that provides a link between the sub-
components of working memory, perception, and long-term 
memory and is assumed to be accessible through conscious 
awareness (Baddeley, 2000, 2007). In its initial formula-
tion, it was suggested that information from perception and 
the visuospatial and verbal short-term stores accessed the 
episodic buffer through the central executive. Direct links 
from the phonological loop and sketchpad were expressly 
excluded on the grounds of parsimony, with the assump-
tion that disrupting the central executive and studying the 
impact on feature binding would test this empirically.
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It is important to clarify that the form of attention ex-
plored in this series of experiments is a general process-
ing and control resource provided by the central executive 
component of working memory (e.g., Baddeley, 1996, 
2000) and based within the prefrontal cortex (see Kane & 
Engle, 2002; Stuss & Knight, 2002). Although it is pos-
sible that the central executive can be fractionated into 
further subsystems (e.g., Baddeley, 2002; Miyake et al., 
2000), as a general resource it does make an important 
contribution to visuospatial processing (Miyake, Fried-
man, Rettinger, Shah, & Hegarty, 2001; Posner, Inhoff, 
Friedrich, & Cohen, 1987). This form of attention con-
trasts with a more specialized, parietal-based spatial at-
tention resource that also contributes to visual perception 
and memory tasks (e.g., Posner et al., 1987). Treisman 
(e.g., 1982; Treisman & Gelade, 1980) has suggested that 
focused visuospatial attention is particularly important in 
initial feature binding, although evidence for its role in the 
subsequent maintenance of bound representations is some-
what mixed (e.g., Fougnie & Marois, 2009; Gajewski & 
Brockmole, 2006; Johnson, Hollingworth, & Luck, 2008; 
Yeh, Yang, & Chiu, 2005). Thus, we are concerned here 
with whether general executive attention is critical for 
binding together spatially or temporally separated feature 
pairings in working memory.

Overview of the Present Study
In the experiments that follow, we explored the condi-

tions under which the binding of features occurs automat-
ically or requires additional executive resources. Specifi-
cally, we examined binding when features were spatially 
separated or separated in time. A first aim of the present 
study was to establish whether it is possible for spatially 
(Experiments 1– 4) or temporally (Experiments 5–7) 
separated features to be accurately bound together and 
subsequently retrieved in response to a memory probe. 
Some studies have indicated that spatially separated 
features can be bound in memory, although subsequent 
recognition performance is often less accurate than that 
for unitized binding (e.g., Delvenne & Bruyer, 2004; Xu, 
2002a).

Second, we used demanding tasks performed concur-
rently with encoding and retention to study the role of 
central attention (Experiments 2, 4, 6, and 7). If the ini-
tial Baddeley (2000) hypothesis is correct, these atypical 
forms of binding should be more demanding of central 
executive resources than those based on colocation or 
symmetry, making them particularly vulnerable to inter-
ference during the performance of an attention-absorbing 
concurrent task. Alternatively, even spatially and tempo-
rally separated features may be automatically bound and 
stored in working memory.

METHOD

The following procedure and materials were used in all the experi-
ments, unless otherwise noted.

Participants
A different group of undergraduate students drawn from New 

York University and the University of Oslo took part in each ex-

Allen et al. (2006) used dual-task methodology to tackle 
this assumption, predicting that if the central executive 
were essential to feature binding, an attention- demanding 
concurrent task should differentially disrupt the binding 
of features, over and above any impact on retention perfor-
mance based on individual features. No evidence of this 
interaction was observed. Woodman, Vecera, and Luck 
(2003) have found evidence for the grouping of features 
in memory on the basis of bottom-up Gestalt principles. 
In line with this, the symmetry advantage in immediate 
visuospatial recall observed by Rossi-Arnaud, Pieroni, 
and Baddeley (2006) did not interact with any of a range 
of concurrent tasks aimed at disrupting various compo-
nents of working memory, suggesting that visual binding 
based on Gestalt principles is also independent of execu-
tive control.

It could be argued that the operation of Gestalt principles 
and the simple binding of features into objects occur at a 
preattentive stage that is simply too peripheral to involve 
working memory. However, it is likely that there are dif-
ferent mechanisms underpinning different types of bind-
ing, with varying involvement of one or more subsystems 
of working memory or long-term memory. Thus, initially 
one may want to distinguish between a set of relatively 
automatic bindings that occur instantly when sufficient at-
tention is given to the processing of the individual features 
or elements and a more active attention-demanding pro-
cess involving effortful binding and maintenance (Allen 
et al., 2006). The form of binding involved in a task may 
vary as a function of a combination of factors, including 
object complexity, configuration, and exposure duration. 
An important challenge, therefore, is to identify and delin-
eate when different forms of binding process are invoked 
(see also Allen, Hitch, & Baddeley, 2009).

It has been known for some time that there are unitization 
effects in visual memory, whereby feature conjunctions 
are remembered better when the features are perceived 
to belong to the same object than when they are not—for 
example, by presenting them at separate spatial locations 
(Asch, Ceraso, & Heimer, 1960). Spatial unitization ef-
fects have consistently been observed in visual working 
memory (see, e.g., Delvenne & Bruyer, 2004; Xu, 2002a, 
2002b). Physical attributes such as salience and grouping 
affect both what comes together as integrated percepts and 
what is temporarily stored as integrated objects in work-
ing memory. In line with this, Holcombe and Cavanagh 
(2001) found that spatially superposed features could be 
bound after very brief exposures, with binding presum-
ably occurring at early stages of perception. In contrast, 
the pairing of spatially separated features required slower 
presentation rates, suggesting that perceiving such pairs 
might require binding at a slow, attentionally limited stage. 
It is possible that feature bindings can develop automati-
cally through perceptual processes only when the features 
are part of a visually unitized object or pattern. Separation 
of features across space or time may rule out automatic, 
perceptually based binding and may shift responsibility 
to an attention-demanding set of processes. We therefore 
carried out a series of experiments to explicitly explore 
this possibility.
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in Experiments 5–7. They involved presenting a set of shapes on 
screen, followed by a brief delay and then a set of colors in the same 
locations. Features were not repeated within a trial for the majority 
of trials. A minority of trials in each condition did involve a repeti-
tion of color or shape, in order to rule out possible confounding re-
sponse strategies (see Allen et al., 2006). These trials were discarded 
from further analysis.

Trials in all the conditions commenced with a fixation cross at 
screen center for 500 msec, followed by a 250-msec blank screen 
delay and then the first of the to-be-remembered stimuli. A  900-msec 
blank screen delay divided the presentation and recognition probe 
phases of each trial.

Memory was measured using single-probe recognition, with all 
binding conditions involving the presentation of a unitized color–
shape probe (e.g., a blue circle). Each condition contained an equal 
number of same and different trials, randomly intermixed. On same 
trials, this color–shape pairing matched one of the originally pre-
sented items, with the participants required to press the “z” key on 
the keyboard if they thought that this feature combination had been 
present. On different trials, a presented color was re-paired with a 
shape from one of the other presented items, with the participants 
required to press the “x” key for a correct response. Accuracy was 
emphasized rather than speed.

The use of a unitized probe in all the separated binding conditions 
was intended to explore the processes by which features are men-

periment for course credit or financial reward. All had normal color 
vision as assessed by the Tabulæ Pseudoisochromaticæ B.-K. color 
blindness test (Boström & Kugelberg, 1981).

Materials, Design, and Procedure
All the stimuli and probe items were simple shapes subtending 

a visual angle of approximately 0.95º, presented on a white back-
ground. There was a pool of eight colors (black, blue, green, gray, 
red, turquoise, violet, and yellow), all selected on the basis of ease 
of discriminability. There was a pool of eight shapes, along with one 
neutral shape. The latter was used in spatially separated, temporally 
separated, and color-only conditions, for the presentation of color. 
In the shape-only and in separated conditions, unfilled 3-point black 
outlines were used for the presentation of shape.

Examples of the unitized and spatially separated stimuli from 
Experiments 1–4 are displayed in Figure 1, using the presentation 
method from Experiments 3 and 4 as an illustrative example. Unit-
ized feature combinations consisted of a color and a shape presented 
together in space, as a single-colored shape. Spatially separate com-
binations comprised a color and a shape presented simultaneously, 
but at vertically adjacent locations separated by a visual angle of 
approximately 0.38º. In the spatially separated feature condition, 
the shape elements were always presented directly above the colors, 
in the same location as the objects in the unitized condition. Tempo-
rally separate conditions are not illustrated but are described in detail 

 
 
 
 (900 msec)

 

 
 
 
 (900 msec)

 

Unitized Binding  

Spatially Separated Binding 

Note: Gray shades denote different colors
 

A

B

Figure 1. Illustration of stimuli and presentation procedure in unitary and spatially sepa-
rated feature conjunction conditions in Experiments 3 and 4.
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Experiment 1: Serial Presentation and  
Spatial Separation of Features

Twenty participants (11 females and 9 males) took 
part in the experiment, which followed a 2  2  3 re-
peated measures design. The three independent variables 
were binding type (unitary vs. spatially separated feature 
combinations), exposure duration (250 vs. 1,000 msec), 
and set size (2, 3, or 4). The binding type and exposure 
duration conditions were performed in counterbalanced 
blocks, each starting with the shortest set size and ending 
with the longest one. Each block contained 112 trials (32 
at set size 2 and 40 each at set sizes 3 and 4), with 8 trials 
in each of the set size 3 and 4 blocks involving a feature 
repetition. Since a feature repetition across only two study 
items makes it impossible to recombine a feature from 
each item into a new lure conjunction, repetition trials 
were randomly distributed throughout set sizes 3 and 4 
only. Each stimulus was presented at screen center for ei-
ther 250 msec or 1,000 msec, depending on the exposure 
duration condition, with a 250-msec blank screen inter-
stimulus interval separating each presentation.

Performance in each condition is reported in terms of 
A . The results, collapsed across set size, are displayed 
in Figure 2. A 2  2  3 repeated measures ANOVA 
revealed a significant effect of binding type [F(1,19)  
5.64, MSe  .02, p  .05, 2

p  .23], with unitary bet-
ter than separated; exposure duration [F(1,19)  10.50, 
MSe  .01, p  .01, 2

p  .36], with longer duration 
enhancing performance; and set size [F(2,38)  117.95, 
MSe  .01, p  .001, 2

p  .86], with level of perfor-
mance decreasing with number of targets. However, none 
of the interactions approached significance [binding 
type  exposure time, F(1,19)  1.82, MSe  .01, p  
.19, 2

p  .09; binding type  set size, F(2,38)  1.85, 
MSe  .003, p  .17, 2

p  .09; exposure time  set size, 
F(2,38)  0.01, MSe  .01; binding type  exposure 
time  set size, F(2,38)  1.10, MSe  .01, p  .34, 

2
p  .06].

tally merged, bound, or combined into single objects and compared 
with the test item. Recognition probes were, therefore, less similar 
to presented stimuli in the separated conditions than in the unitized 
condition. It is possible that this might contribute to overall differ-
ences in accuracy between conditions (although Allen et al., 2009, 
found no decrement in cross-modal binding, relative to unitized 
binding, using the same recognition probe procedure). This probe 
method may also have increased the attention demands of separated 
conditions. Our intention was to examine whether a significant bind-
ing condition  concurrent task interaction was present and, if so, 
to attempt subsequently to rule out such probe-based explanations. 
Evidence of equivalent executive load across binding conditions 
would, therefore, obviate the need to test such possible sources of 
the absent effect.

The demanding concurrent task used in the relevant studies was 
backward counting, performed during study and retention. At the 
beginning of each trial, a three-digit start number was presented for 
2 sec at the center of the screen. The participants were instructed to 
count aloud backward from this number in specified decrements 
(e.g., threes), until the presentation of the test probe (e.g., “Three 
hundred and twenty-one, three hundred and eighteen, three hundred 
and fifteen . . .”). Such tasks have previously been shown to load 
on central executive resources also required in visuospatial encod-
ing tasks (e.g., Allen et al., 2006; Allen et al., 2009; Han & Kim, 
2004). Keypress recognition responses were typically made follow-
ing cessation of the counting task. Baseline measures of counting 
performance were also obtained, through the performance of 10 
trials before and after the main body of the experiment. Counting 
speed was scored as the mean number of counting steps achieved 
on each trial.

In all the experimental conditions not involving backward count-
ing, the participants instead performed a simple concurrent articu-
latory suppression task, to prevent verbal recoding and mnemonic 
support from the phonological loop (see Baddeley, 1986). This in-
volved counting out loud from 1 to 4 repeatedly, at a speed of two 
digits per second, from the onset of each trial, through to the rec-
ognition probe.

EXPERIMENTS 1–4 
Spatial Separation of Features

The first four experiments compared accuracy and fra-
gility of unitary objects with shape–color combinations 
where the features were spatially separated. We expected 
better memory for unitized than for nonunitized objects 
(Delvenne & Bruyer, 2004; Walker & Cuthbert, 1998; 
Xu, 2002a, 2002b; but see also Allen et al., 2009). Ex-
periments 1 and 2 used serial presentation of feature pairs, 
whereas Experiments 3 and 4 involved simultaneous pre-
sentation of entire arrays. In each case, the first experi-
ment in the pair manipulated exposure duration, in order 
to establish appropriate presentation times and, also, to 
assess whether the binding of spatially separate features 
requires relatively longer encoding time. Experiment 1 
also varied the number of items in each sequence, again to 
ascertain the most appropriate set size for subsequent stud-
ies. Experiments 2 and 4 then implemented a concurrent 
task methodology with the logic that, if spatial separation 
prevents the automatic encoding and retention of feature 
connections, disruption of general attentional resources by 
a demanding concurrent task should impair performance 
for spatially separated feature combinations. Alternatively, 
if unitary and spatially separated bindings place an equiva-
lent load on central executive resources, they should be 
similarly affected.

Unitary Spatially Separated
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.90

.85

.80

.75

.70

.65

.60

.55

.50

250 msec

1,000 msec

Figure 2. Accuracy (A ) (and standard errors) in Experiment 1.
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However, the interaction did not approach significance 
[F(1,19)  0.01, MSe  .01, n.s.], indicating that the two 
binding conditions were similarly affected by backward 
counting (Cohen’s d, unitary bindings  1.14; spatially 
separated bindings  0.94).

Baseline and concurrent task backward counting speed 
was analyzed. Data from 4 participants had to be discarded 
because of recording problems. The remaining 16 partici-
pants scored a mean of 2.81 (SE  0.21) counting steps on 
each trial with unitary bindings and a mean of 2.76 (0.21) 
steps with spatially separated bindings, a nonsignificant 
difference [t(15)  0.76, n.s.; effect size  .06]. Back-
ward counting, averaged across binding conditions for a 
mean score of 2.79 (0.21), was slower when performed as 
a concurrent task than the baseline counting score of 3.17 
(0.26) [t(15)  2.61, p  .05, d  0.39].

The disruption of general attentional resources intro-
duced by backward counting did not have a larger effect 
on spatially separated bindings. This might be surprising, 
since the spatially separated condition involves the initial 
presentation of twice as many distinct visual units. Fur-
thermore, the requirement to judge whether a pair of fea-
tures presented as a unitized recognition probe were origi-
nally encountered together requires participants to first 
merge or bind the separated features at encoding. Thus, 
although these results suggest that unitary and spatially 
separated features are equally susceptible to attentional 
interference in working memory, they do not necessarily 
imply common binding mechanisms.

Experiment 3: Simultaneous Presentation  
and Spatial Feature Separation

It is important to rule out the possibility that the absence 
of interactions in Experiment 2 was due to the nature of 
the presentation format. Accordingly, our next experiment 
tested binding memory using simultaneous presentation, a 
method that may place different demands on attention for 
unitized and separated binding (see Shafritz et al., 2002). 
When attention must be split between several competing 
items distributed across space, illusory bindings of features 
from separate items might increase, particularly when the 
features are also separated in space. Alternatively, unitary 
and spatially separated binding processes might share the 
same properties across presentation formats.

Twenty undergraduates (12 females and 8 males) took 
part in this experiment. The experiment was conducted 
according to a 2  2 repeated measures design, manipu-
lating binding type (unitary vs. spatially separated fea-
ture combinations) and exposure duration (1 vs. 3 sec). 
The four conditions were performed in counterbalanced 
blocks, each containing 60 trials, 48 (80%) of which were 
nonrepetition trials and 12 (20%) of which were repetition 
trials. The memory task procedure is illustrated in Fig-
ure 1. Items were presented in a row subtending a visual 
angle of 5.60º in total, with approximately 1.50º between 
each item.

Memory accuracy in each condition (A ) is displayed in 
Figure 4. A 2  2 repeated measures ANOVA revealed a 
significant effect of binding type [F(1,19)  17.90, MSe  

From Figure 2, it is apparent that memory was higher 
for unitary bindings than for spatially separated feature 
conjunctions, possibly reflecting the increased visual 
complexity of the spatially separated feature pairings. 
These features need to be mentally merged across space 
before a comparison can be made with the unitary test 
probe. This is likely to be error prone, causing reduced 
accuracy during recognition. With serial presentation, 
longer presentation also means a longer retention inter-
val, thus allowing more time for short-term forgetting; 
yet both binding conditions benefited to the same extent 
from the extra study time. The absence of any interactions 
between binding condition and other factors suggests that 
the creation and maintenance of spatially separated and 
unitary feature conjunctions might share certain funda-
mental properties of processing.

Experiment 2: Serial Presentation,  
Spatial Feature Separation, and Attentional Load

To address whether the disparity in accuracy between 
binding conditions in Experiment 1 was due to differences 
in demands on attentional resources, the effect of a concur-
rent attentional load of backward counting in threes was 
compared with simple articulatory suppression. Twenty 
participants (17 females and 3 males) took part, using a 
2  2 repeated measures design. Conditions were per-
formed in four counterbalanced blocks, each containing 
60 trials, 48 (80%) of which were nonrepetition trials and 
12 (20%) of which were repetition trials, randomly dis-
tributed throughout the test block. Set size was held con-
stant at three items and exposure duration at 1,000 msec 
per item, on the basis of the performance levels observed 
in Experiment 1.

Accuracy in each condition is reported as A  and is dis-
played in Figure 3. A 2  2 repeated measures ANOVA 
revealed a significant effect of binding type [F(1,19)  
13.83, MSe  .004, p  .01, 2

p  .42] and concurrent 
task [F(1,19)  40.47, MSe  .005, p  .001, 2

p  .68]. 

Unitary Spatially Separated
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Backward counting

Figure 3. Accuracy (A ) (and standard errors) in Experiment 2.
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formed on the full set of 32 participants, again revealing 
effects of binding condition [F(1,31)  28.80, MSe  .01, 
p  .001, 2

p  .48] and concurrent task [F(1,31)  31.28, 
MSe  .01, p  .001, 2

p  .50], but not the interaction 
[F(1,31)  0.71, MSe  .01, n.s.]. Backward counting de-
mands did not significantly vary with binding condition, 
although the effect was somewhat larger on unitary (Co-
hen’s d  0.97) than on spatially separated (0.55) bind-
ings. Therefore, the withdrawal of attentional resources 
had the same effect on the creation and maintenance of 
unitary and separated feature bindings, replicating find-
ings from Experiment 2.

Backward-counting data from 4 participants was dis-
carded because of problems with sound files. The remain-
ing 16 participants scored a mean of 1.97 (SE  0.15) 
counting steps with unitary bindings and a mean of 1.79 
(0.13) for steps with spatially separated bindings, a sig-
nificant difference [t(15)  3.24, p  .01, Cohen’s d effect 
size  0.30]. This would seem to reflect a withdrawal of 
attentional resources from the concurrent task toward the 
memory task in the spatially separated condition. The trend 
toward larger counting effects on unitized than on separated 
recognition memory would appear to indicate a trade-off 
between primary and secondary task performance in this 
experiment, since backward counting had a larger effect 
size on unitized, relative to separated, binding. Finally, 
backward counting averaged across binding conditions 
was slower when performed as a concurrent task [mean 
score  1.88 (0.14)] than as a single task [mean baseline 
score  2.20 (0.17)] [t(15)  3.98, p  .01, d  0.51].

EXPERIMENTS 5–7 
Temporal Separation of Features

Unitary and spatially separated conditions involve si-
multaneous presentation of color and shape. As such, al-
though spatially separated binding may be somewhat less 
accurate than unitized binding, creation and subsequent 

.003, p  .001, 2
p  .49] and a marginal nonsignificant 

effect of exposure duration [F(1,19)  4.06, MSe  .003, 
p  .058, 2

p  .17]. The interaction did not approach sig-
nificance [F(1,19)  0.01, MSe  .002, n.s.]. This experi-
ment therefore replicated the serial presentation findings 
in Experiment 1. Although spatially separated bindings 
were less well retained than unitary bindings, there was 
no interaction between stimulus condition and exposure 
duration on any of the measures. This indicates that pro-
cessing and binding spatially separated features does not 
require a substantial degree of additional encoding time. 
A further experiment, involving a resource-demanding 
concurrent task, was performed to investigate the possi-
ble role of executive processes in binding across locations 
with simultaneous item presentation.

Experiment 4: Simultaneous Presentation, 
Spatial Feature Separation, and Attentional Load

In this experiment, we investigated the effect of execu-
tive load on memory for unitary and spatially separated 
feature conjunctions with simultaneous presentation. In 
order to ensure sensitivity to a possible binding type  task 
interaction, participants were discarded if they achieved a 
score of less than A   .60 in one or more conditions. Data 
are therefore reported from 20 undergraduates (14 females 
and 6 males), with data from 12 additional participants 
excluded. Each experimental block contained 60 trials, 48 
(80%) of which were nonrepetition trials and 12 (20%) of 
which were repetition trials. The presentation procedure 
from Experiment 3 was implemented again, using a 1-sec 
presentation duration.

Accuracy in each condition (A ) is displayed in Figure 5. 
A 2  2 repeated measures ANOVA revealed a significant 
effect of binding type [F(1,19)  9.80, MSe  .01, p  
.01, 2

p  .34], as well as concurrent task [F(1,19)  32.28, 
MSe  .01, p  .001, 2

p  .63]. As in Experiment 2, the 
interaction did not approach significance [F(1,19)  1.64, 
MSe  .01, p  .216, 2

p  .08]. An analysis was also per-
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Figure 4. Accuracy (A ) (and standard errors) in Experiment 3.
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Figure 5. Accuracy (A ) (and standard errors) in Experiment 4.
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Mean accuracy levels (A ) for each stimulus condition 
are displayed in Table 1. A repeated measures ANOVA 
revealed a significant effect of stimulus type [F(4,76)  
42.40, MSe  .01, p  .001, 2

p  .69]. Further compari-
sons revealed that accuracy was higher for color memory 
than for each of the binding conditions (Tukey’s HSD, 
p  .01, in all cases) and was also higher than for shape 
memory (Tukey’s HSD, p  .05). In turn, shape memory 
was significantly more accurate than spatially separated 
(Tukey’s HSD, p  .01) and temporally separated (shape 
first) binding (Tukey’s HSD, p  .05) but did not sig-
nificantly differ from temporally separated (color first) 
binding (Tukey’s HSD, p  .05). There were no differ-
ences between the three binding conditions in this anal-
ysis (Tukey’s HSD, p  .05). This experiment therefore 
revealed equivalent accuracy for associations between 
features when separated either in space or in time, al-
though both of these conditions were less accurate than 
simple feature memory.

We have already demonstrated that the encoding and 
maintenance of a set of visual objects places demands on 
central executive resources. The creation of associations 
between two sets of features, presented separately in time, 
might therefore be particularly dependent on attention. 
The final two experiments directly tested this prediction. 
An absence of an interaction between stimulus type and 
concurrent task would strongly suggest that attention is 
not central to the creation of bound objects in working 
memory, regardless of whether they are derived from uni-
tary perceptual objects or from features encountered sepa-
rately in time or space.

Experiment 6: Effect of Load on  
Binding Temporally Separated Features

The final two experiments compared the effect of 
backward counting for 2 sec on immediate memory for 
temporally separated and unitary feature combinations. 
Eighteen undergraduates (16 females and 2 males) took 
part in the 65-min experiment. Data were discarded from 
11 additional participants who achieved a score of less 
than A   .60 in one or more conditions. The experiment 
implemented a 3  2 repeated measures design, manipu-
lating binding type (temporally separated bindings, early 
unitary bindings, or late unitary bindings) and concurrent 
task (simple articulatory suppression or backward count-
ing). The six conditions were performed in counterbal-
anced blocks, each containing 60 trials, 48 (80%) of which 
were nonrepetition trials and 12 (20%) of which were rep-
etition trials.

maintenance of these representations in working memory 
may involve relatively automatic processes. In contrast, 
by separating individual features in time and presenting 
them sequentially, the binding process may become quali-
tatively different and less perceptual in nature. Binding 
across time makes increased demands on short-term stor-
age and, perhaps, also on the central executive. One set of 
features must be retained in memory while a second set of 
features is processed, with integration only then follow-
ing. Temporally separated feature binding may therefore 
require additional control processes and might be particu-
larly susceptible to decay or interference.

In Experiments 5–7, we examined accuracy in tempo-
rally separated binding, presenting shapes and colors in 
the same locations but separated by a brief delay. In Ex-
periment 5, we compared this condition with memory for 
spatially separated feature binding, as well as memory for 
shapes or colors alone. In Experiments 6 and 7, we then 
explored the effect of executive load on unitary and tem-
porally separated binding through the addition of demand-
ing concurrent tasks. All of these experiments involved 
simultaneous presentation of three objects or features.

Experiment 5: Temporal Versus Spatial 
Separation of Features

Twenty undergraduates (16 females and 4 males) took 
part in each condition of the experiment. The independent 
variable was stimulus type (color only; shape only; spa-
tially separated feature combinations; temporally sepa-
rated feature combinations, color first; and temporally 
separated feature combinations, shape first). Since tem-
porally separated binding requires retention of the first 
feature during processing of the second, it was important 
to compare performance when either shape or color was 
the first dimension to be displayed. The five conditions 
were performed in counterbalanced blocks, each contain-
ing 60 trials, 48 (80%) of which were nonrepetition trials 
and 12 (20%) of which were repetition trials.

As in the previous experiments, each trial began with 
the 2-sec delay, warning cross, and short delay. In tempo-
rally separated conditions, we then presented one of the 
feature dimensions (e.g., color) for 1 sec, followed by a 
 500-msec delay containing a visual pattern mask (consist-
ing of a dense black-and-white abstract pattern with an 
approximately 7º horizontal by 4º vertical visual angle) 
and then the other feature dimension (e.g., shape). Cru-
cially, the two features of a pairing appeared in the same 
spatial location, with the participants required to remem-
ber these pairs. In color-only and shape-only conditions, 
all the stimuli were presented prior to the visual mask. 
In the spatially separated condition, the visual mask was 
preceded by a 1-sec blank screen, with all relevant in-
formation being presented for 1 sec, after the mask. The 
recognition probe followed the standard 900-msec delay. 
Binding conditions used the unitary colored shape probe 
from previous experiments, whereas the color- and shape-
only conditions used a single feature probe (with 50% of 
the trials involving a feature that was not present in the 
display).

Table 1 
Mean Accuracy (A ) and Standard Error in  
Each Stimulus Condition in Experiment 5

 Condition  A  SE  

Temporally separate (color first) .86 .02
Temporally separate (shape first) .75 .03
Spatially separate .83 .02
Color only .98 .01

 Shape only  .93  .01  
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A second ANOVA comparing temporally separated 
with late unitary binding revealed significant effects 
of concurrent task [F(1,17)  95.74, MSe  .004, p  
.001, 2

p  .85] and stimulus condition [F(1,17)  51.45, 
MSe  .01, p  .001, 2

p  .75] and a task  condition 
interaction [F(1,17)  5.26, MSe  .01, p  .05, 2

p  
.24]. The larger effect of backward counting on tempo-
rally separated binding in this analysis presumably reflects 
the longer period of duration of dual-task performance in 
this condition. This was supported by an analysis of early 
and late unitary binding conditions, which also revealed 
significant effects of concurrent task [F(1,17)  50.49, 
MSe  .004, p  .001, 2

p  .75] and stimulus condition 
[F(1,17)  68.80, MSe  .01, p  .001, 2

p  .80] and the 
task  condition interaction [F(1,17)  25.00, MSe  .01, 
p  .001, 2

p  .60]. As in Experiment 4, the same analy-
ses were performed on all the data (including excluded 
participants), revealing the same pattern of findings.

Turning to backward counting, participants scored a 
mean of 2.62 (SE  0.13) counting steps with early uni-
tary bindings, a mean of 2.63 (0.16) for late unitized, and 
a mean of 2.66 (0.12) steps with temporally separated 
bindings. A repeated measures ANOVA revealed no sig-
nificant difference in counting speed between binding 
conditions [F(2,16)  0.21, MSe  4.87  10 03, n.s.]. 
Backward counting, averaged across binding conditions 
for a mean score of 2.63 (0.14), was slower as a concurrent 
task [t(17)  11.17, p  .001, d  1.89], relative to the 
baseline score of 3.83 (0.16).

Memory for binding of temporally separated features 
was not significantly worse than that for visually unit-
ized binding when stimuli were required to be retained 
for equivalent durations (the early unitized binding condi-
tion). This comparison will be discussed further following 
Experiment 7. The observation that memory for unitized 
stimuli was better the more recently they were presented 
(i.e., late vs. early) can be regarded as further evidence for 
the fragility of feature bindings in visual working memory 
(cf. Allen et al., 2006). Importantly, as with spatially sepa-
rated features, the binding of features that shared spatial 
locations but were separated in time was not relatively 
more reliant on executive control than was temporally and 
spatially unitized binding. Although executive processes 
clearly contributed to memory performance, there was no 
evidence that they played a greater role when color had to 
be stored for a short interval before it could be bound with 
shape, relative to when color and shape were presented as 
unitized objects.

Experiment 7: Load and  
Temporal Binding—A Replication

Although the participants in Experiment 6 performed 
above chance in all the conditions, performance levels 
were somewhat low in the temporal binding condition. 
Therefore, a final experiment was conducted, aiming to 
reduce general difficulty levels. This experiment was es-
sentially a replication of Experiment 6, with the following 
changes: Retention interval was reduced to 500 msec; the 
masked delay between feature presentation was removed; 

Temporally separated binding was implemented using 
the same method as that in Experiment 5, although we 
used only the color-first version of the task. This condi-
tion was compared with two versions of unitized bind-
ing. In the early unitary binding condition, three colored 
shapes were presented for 1 sec before a 500-msec mask, 
at the equivalent stage to color presentation in temporally 
separated binding. The mask was followed by the presen-
tation of three black dots, one in each previously occu-
pied location, again for 1 sec. For the late unitary binding 
condition, the unitized binding stimuli and placeholder 
dots switched positions in the presentation sequence. 
These two versions of unitary binding were included to 
control for the fact that, in the temporally separate condi-
tion, one set of features had to be retained for a period of 
time before the other set was presented. It is important to 
distinguish any differential effect of attentional load due 
to binding conditions from that caused by variations in the 
duration of visual storage and processing. If binding of 
temporally separated features is more attention demand-
ing, this condition should show a greater concurrent task 
effect than the early unitized condition (since these tasks 
require encoding and storage for an equivalent duration).

Accuracy (A ) in each condition is displayed in Fig-
ure 6. Concurrent task effect sizes in each condition were 
d  1.84 for early unitary binding, 1.07 for late unitary 
binding, and 1.60 for temporally separated binding. A 
2  2 repeated measures ANOVA comparing temporally 
separated with early unitary binding revealed a signifi-
cant effect of concurrent task [F(1,17)  77.38, MSe  
.01, p  .001, 2

p  .82] but no effect of stimulus condi-
tion [F(1,17)  0.18, MSe  .01, n.s.] and no stimulus 
condition  concurrent task interaction [F(1,17)  0.86, 
MSe  .01, n.s.]. Thus, unitary and temporally separated 
conditions were similarly affected by the withdrawal of at-
tentional resources, when duration of dual-task conditions 
(stimulus encoding and retention  backward counting) 
is matched.
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Figure 6. Accuracy (A ) (and standard errors) in Experiment 6.
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the binding of unitary features and that of temporally sep-
arated features were similarly affected by the withdrawal 
of attentional resources when processing and storage du-
ration was controlled.

The participants achieved a mean backward counting 
score of 2.21 (SE  0.13) counting steps with early uni-
tary bindings, 2.25 (0.12) with late unitary bindings, and 
2.10 (0.11) with temporally separated bindings. A repeated 
measures ANOVA revealed no significant difference in 
counting speed between the three binding conditions 
[F(2,16)  2.13, MSe  5.41  10 02, n.s.]. Backward 
counting, averaged across binding conditions for a mean 
score of 2.23 (0.12), was again slower as a concurrent task 
[t(17)  3.23, p  .01, d  0.37], relative to the baseline 
score of 2.39 (0.13).

In conclusion, changing the procedure used in Ex-
periment 6 had only a marginal effect on overall levels 
of performance and reduced only slightly the number of 
participants excluded for failing to exceed chance perfor-
mance. Although the pattern of results was much the same 
as before, unitized colored shapes were remembered bet-
ter whether presented early or late in the sequence, relative 
to temporally separated presentation of colors and then 
shapes (in contrast to Experiment 6). We assume that the 
changes to the experimental procedure were successful in 
making the experiment more sensitive to our manipula-
tion of binding. Despite this, however, there was again no 
evidence of a relatively higher executive load in the tem-
porally separated binding condition. Counting backward 
disrupted memory for feature combinations equally for 
the temporally separated and visually unitized conditions, 
providing further evidence that although binding features 
across time places extra demands on working memory, it 
does not result in a higher load on the central executive.

DISCUSSION

It is assumed that features are bound into chunks in 
memory when the retrieval of one component is sufficient 
to evoke the remainder. It seems reasonable to assume 
that there are many different types of binding, depend-
ing on what subsystems of working memory and long-
term memory are involved. In order to develop a compre-
hensive theory of binding, it is necessary to identify and 
delineate when feature integration occurs automatically 
and when more resource-demanding binding processes 
are invoked. The degree to which bindings are retained 
automatically or depend on additional central resources 
may be the result of a combination of factors, including 
object complexity and configuration, exposure duration, 
and retention interval.

Luck and Vogel (1997; Vogel et al., 2001) argued that 
simple visual features are automatically bound and re-
tained as integrated objects in working memory, possibly 
through a mechanism such as synchronous neural firing. 
Allen et al. (2006) found that, when attentional resources 
were disrupted using the dual-task methodology, conjunc-
tion memory was no more impaired than memory for sin-
gle features. The memory advantage gained from Gestalt 

and instead of dots, a blank screen was presented before 
or after the unitary bindings. In addition, there were fewer 
trials, and the participants controlled the pace of the ex-
periment by triggering the start of each trial by pressing 
the space bar.

Eighteen undergraduates (14 females and 4 males) took 
part in the 60-min experiment, whereas data from 7 ad-
ditional participants were discarded since they achieved 
a score of less than A   .60 in one or more conditions. 
The six conditions were performed in counterbalanced 
blocks, each containing 48 trials, 36 (75%) of which were 
nonrepetition trials and 12 (25%) of which were repeti-
tion trials.

Accuracy (A ) is displayed in Figure 7. Concurrent 
task effect sizes in each condition were d  1.11 for 
early unitary binding, 0.46 for late unitary binding, and 
1.07 for temporally separated binding. A 2  2 ANOVA 
comparing temporally separated bindings with early unit-
ized bindings revealed significant effects of binding type 
[F(1,17)  4.57, MSe  .01, p  .05, 2

p  .21] and con-
current task [F(1,17)  40.12, MSe  .01, p  .001, 2

p  
.70] but no significant interaction [F(1,17)  0.40, MSe  
.01, n.s.]. Similarly, a comparison of temporally separated 
bindings and late unitized bindings also revealed signifi-
cant effects of binding type [F(1,17)  33.52, MSe  .01, 
p  .001, 2

p  .66] and concurrent task [F(1,17)  56.91, 
MSe  .002, p  .001, 2

p  .77] but no significant task  
condition interaction [F(1,17)  2.48, MSe  .01, p  
.133, 2

p  .13]. As in Experiment 6, a comparison of early 
and late unitary binding conditions revealed significant 
effects of concurrent task [F(1,17)  41.14, MSe  .004, 
p  .001, 2

p  .71] and stimulus condition [F(1,17)  
21.26, MSe  .004, p  .001, 2

p  .56] and a significant 
task  condition interaction [F(1,17)  6.23, MSe  .01, 
p  .05, 2

p  .27]. Finally, analyzing data from all the 
participants (including those excluded from the analyses 
above) produced the same pattern of findings. Overall, 
even when particular care was taken to avoid floor effects, 
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features that were separated in time, would surely lead to 
perceptual chaos. Furthermore, the fact that some partici-
pants had to be excluded because of chance performance 
in one or more condition indicates that performance under 
these conditions is far from automatic. Nevertheless, spa-
tially and temporally separated feature pairings were able 
to be stored in memory and did not show a relatively larger 
effect of concurrent executive load.

It may be that, although the binding of separated fea-
tures does not critically rely on executive attention, it also 
does not emerge automatically through perceptual pro-
cesses in the same manner as unitized binding. Partici-
pants may be able to strategically bind together separated 
features in response to the demands of the task, through 
processes that do not place any additional demands on ex-
ecutive support. Future experimental work could explore 
this possible distinction between automatic, perceptual 
binding and strategic but relatively cost-free binding of 
separated features.

A further explanation might be that a degree of associa-
tion can be created between features that are colocated or 
at least proximal in space, even when they are not visu-
ally unitized. This process could be critically dependent 
on relative feature configuration and would yield a lower 
level of accuracy than would unitized features in subse-
quent recognition, consistent with the reported data. Ef-
fectively, this explanation involves adopting a relatively 
fuzzy account of what constitutes an object, for which, 
at present, there is relatively little evidence. The concept 
of an object would be stretched further by the observa-
tion that concurrent load does not interact with binding, 
even when one feature is presented visually and the other 
auditorily (Allen et al., 2009). Finally, even if one accepts 
this extended concept, we are still left with the question of 
how the binding process operates and the conclusion that 
it does not depend on general attentional capacity.

Another alternative explanation is that the spatially and 
temporally separated conditions do not require any form of 
binding during encoding or maintenance and that each of 
the features are, instead, retained independently in work-
ing memory. According to this argument, the recognition 
test could be performed by deciding whether the features 
of the test probe were spatially or temporally proximal 
during presentation. However, this would still require each 
of the six individual features to be bound to their loca-
tions at encoding. In addition, if distinct unbound features 
are stored as separate objects in working memory and its 
capacity is object limited (e.g., Luck & Vogel, 1997), per-
formance in the separated condition should be much lower 
than that in the unitized condition, since this would mean 
a load of six, as opposed to three, chunks. Instead, we ob-
served that separated binding accuracy was only slightly 
lower than unitized binding performance. Thus, we can 
argue that features within the separated conditions were 
bound together in some form during encoding and main-
tenance. Although the data do not allow a specification 
of the precise nature of this binding and the underlying 
representations, it is emerging that the creation of bind-
ings is relatively cost free in terms of attention even when 

factors such as continuation and symmetry also appears 
to be relatively cost free in terms of attentional resources, 
with demanding concurrent activity again failing to cause 
differential disruption (Rossi-Arnaud et al., 2006; Wood-
man et al., 2003). It seems plausible to assume that these 
binding processes operate at a relatively peripheral per-
ceptual level, before the resultant binding is registered in 
working memory.

Our present study was an attempt to study binding 
under potentially more demanding conditions in which 
the respective color and shape features were separated in 
space and time. During study and a brief retention inter-
val, participants performed a concurrent counting task as-
sumed to tap the central executive, while at the same time 
placing minimal demands on visuospatial processing. We 
observed that this withdrawal of attentional resources 
had no additional effect when to-be-bound features were 
separated, rather than presented as a unitary object. Al-
though Experiments 1 and 3 showed reduced recognition 
accuracy with spatial separation, both with sequential and 
simultaneous presentation modes, Experiments 2 and 4 
indicated that this decline was not due to the disruption of 
general attentional resources. Although temporal separa-
tion of features also reduced recognition accuracy, Ex-
periments 6 and 7 suggested that this reduction, too, was 
not due to added competition for attentional resources. 
Although recognition accuracy varied across experiments 
with manipulation of different elements of the task, no 
significant stimulus condition  concurrent task interac-
tion was observed.

Before discussing these findings further, it is important 
to acknowledge the difficulty of drawing firm conclu-
sions from what are essentially null interaction results. It 
is unlikely, however, that our failure to observe a signifi-
cant interaction between binding condition and concur-
rent task was due to a lack of power. If accuracy levels in 
the separated conditions were relatively more reliant on 
the degree of attentional support available, they should 
show a greater effect of backward counting, or at least a 
trend toward this. However, examination of the concur-
rent task effect sizes in each experiment actually reveals a 
consistent trend toward slightly larger effects on unitized 
than on separated binding conditions. The only evidence 
that emerged for a greater attentional load in the separated 
conditions was a slower backward counting rate in Ex-
periment 4, and this was likely the result of a differential 
trade-off pattern between primary and secondary tasks in 
this study. The consistent absence of a larger task effect on 
separated binding across several experiments means that 
we have little evidence for a particular load on attention 
in these conditions.

Spatially and Temporally Separated Binding
The obvious interpretation of these findings is to sug-

gest that the binding of spatially or temporally separated 
features is automatic. However, a strong form of this claim 
would appear to be less than plausible. A perceptual sys-
tem that always automatically bound colors and shapes 
that were not colocated as part of the same object, or bound 
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episodic buffer might be assumed to be passive. Although 
the precise nature of the binding processes operating in 
the reported experiments remains to be understood, our 
findings nevertheless provide clear and somewhat surpris-
ing evidence that visual features separated over spatial or 
temporal distance can be associated in working memory 
without requiring additional executive control.
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features are not encountered as part of the same spatially 
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et al., 2006).

Binding and the Episodic Buffer
In our own case, this line of research was prompted by 

the concept of an episodic buffer, a multidimensional tem-
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features across perceptual dimensions and between work-
ing and long-term memory. In its original form (Baddeley, 
2000), the system was assumed to depend crucially on the 
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Allen, 2009). This leads to a possible revision of our view 
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