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PREFACE

With the massive developments in molecular biology during the last few decades, we are

witnessing an exponential growth of both the volume and the complexity of biological

data. For example, the Human Genome Project provided the sequence of the 3 billion

DNA bases that constitute the human genome. Consequently, we are provided too with

the sequences of about 100,000 proteins. Therefore, we are entering the postgenomic era:

After having focused so many efforts on the accumulation of data, we now must to focus

as much effort, and even more, on the analysis of the data. Analyzing this huge volume of

data is a challenging task not only because of its complexity and its multiple and numerous

correlated factors but also because of the continuous evolution of our understanding of

the biological mechanisms. Classical approaches of biological data analysis are no longer

efficient and produce only a very limited amount of information, compared to the numerous

and complex biological mechanisms under study. From here comes the necessity to use

computer tools and develop new in silico high-performance approaches to support us in the

analysis of biological data and, hence, to help us in our understanding of the correlations

that exist between, on one hand, structures and functional patterns of biological sequences

and, on the other hand, genetic and biochemical mechanisms. Knowledge discovery and

data mining (KDD) are a response to these new trends.

Knowledge discovery is a field where we combine techniques from algorithmics, soft

computing, machine learning, knowledge management, artificial intelligence, mathemat-

ics, statistics, and databases to deal with the theoretical and practical issues of extracting

knowledge, that is, new concepts or concept relationships, hidden in volumes of raw data.

The knowledge discovery process is made up of three main phases: data preprocessing,

data processing, also called data mining, and data postprocessing. Knowledge discovery

offers the capacity to automate complex search and data analysis tasks. We distinguish two

types of knowledge discovery systems: verification systems and discovery ones. Verification

systems are limited to verifying the user’s hypothesis, while discovery ones autonomously

predict and explain new knowledge. Biological knowledge discovery process should take

into account both the characteristics of the biological data and the general requirements of

the knowledge discovery process.

xiii



xiv PREFACE

Data mining is the main phase in the knowledge discovery process. It consists of extract-

ing nuggets of information, that is, pertinent patterns, pattern correlations, and estimations

or rules, hidden in huge bodies of data. The extracted information will be used in the veri-

fication of the hypothesis or the prediction and explanation of knowledge. Biological data

mining aims at extracting motifs, functional sites, or clustering/classification rules from

biological sequences.

Biological KDD are complementary to laboratory experimentation and help to speed up

and deepen research in modern molecular biology. They promise to bring us new insights

into the growing volumes of biological data.

This book is a survey of the most recent developments on techniques and approaches in

the field of biological KDD. It presents the results of the latest investigations in this field. The

techniques and approaches presented deal with the most important and/or the newest topics

encountered in this field. Some of these techniques and approaches represent improvements

of old ones while others are completely new. Most of the other books on biological KDD

either lack technical depth or focus on specific topics. This book is the first overview on

techniques and approaches in biological KDD with both a broad coverage of this field

and enough depth to be of practical use to professionals. The biological KDD techniques

and approaches presented here combine sound theory with truly practical applications in

molecular biology. This book will be extremely valuable and fruitful for people interested

in the growing field of biological KDD, to discover both the fundamentals behind biological

KDD techniques and approaches, and the applications of these techniques and approaches

in this field. It can also serve as a reference for courses on bioinformatics and biological

KDD. So, this book is designed not only for practitioners and professional researchers in

computer science, life science, and mathematics but also for graduate students and young

researchers looking for promising directions in their work. It will certainly point them to

new techniques and approaches that may be the key to new and important discoveries in

molecular biology.

This book is organized into 11 parts: Biological Data Management, Biological Data

Modeling, Biological Feature Extraction, Biological Feature Selection, Regression Analysis

of Biological Data, Biological Data Clustering, Biological Data Classification, Association

Rules Learning from Biological Data, Text Mining and Application to Biological Data,

High-Performance Computing for Biological Data Mining, and Biological Knowledge

Integration and Visualization. The 48 chapters that make up the 11 parts were carefully

selected to provide a wide scope with minimal overlap between the chapters so as to reduce

duplication. Each contributor was asked that his or her chapter should cover review ma-

terial as well as current developments. In addition, the authors chosen are leaders in their

respective fields.

Mourad Elloumi and Albert Y. Zomaya
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CHAPTER 1

GENOME AND TRANSCRIPTOME
SEQUENCE DATABASES FOR
DISCOVERY, STORAGE, AND
REPRESENTATION OF ALTERNATIVE
SPLICING EVENTS

BAHAR TANERI1,2 and TERRY GAASTERLAND3

1Department of Biological Sciences, Eastern Mediterranean University,

Famagusta, North Cyprus
2Institute for Public Health Genomics, Cluster of Genetics and Cell Biology,

Faculty of Health, Medicine and Life Sciences, Maastricht University, The Netherlands
3Scripps Genome Center, University of California San Diego, San Diego, California

1.1 INTRODUCTION

Transcription is a critical cellular process through which the RNA molecules specify which

proteins are expressed from the genome within a given cell. DNA is transcribed into RNA

and RNA transcripts are then translated into proteins, which carry out numerous functions

within cells. Prior to protein synthesis, RNA transcripts undergo several modifications

including 5′ capping, 3′ polyadenylation, and splicing [1]. Premature messenger RNA (pre-

mRNA) processing determines the mature mRNA’s stability, its localization within the cell,

and its interaction with other molecules [2]. In addition to constitutive splicing, the majority

of eukaryotic genes undergo alternative splicing and therefore code for proteins with diverse

structures and functions.

In this chapter, we describe the process of RNA splicing and focus on RNA alterna-

tive splicing. As described in detail below, splicing removes noncoding introns from the

pre-mRNA and ligates the coding exonic sequences to produce the mRNA transcript. Alter-

native splicing is a cellular process by which several different combinations of exon–intron

architectures are achieved with different mRNA products from the same gene. This pro-

cess generates several mRNAs with different sequences from a single gene by making use

of alternative splice sites of exons and introns. This process is critical in eukaryotic gene

expression and plays a pivotal role in increasing the complexity and coding potential of

genomes. Since alternative splicing presents an enormous source of diversity and greatly

Biological Knowledge Discovery Handbook: Preprocessing, Mining, and Postprocessing of Biological Data,
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elevates the coding capacity of various genomes [3–5], we devote this chapter to this cellular

phenomenon, which is widespread across eukaryotic genomes.

In particular we explain the databases for Alternative Splicing Queries (dbASQ), a com-

putational pipeline we used to generate alternative splicing databases for genome and tran-

scriptome sequences of various organisms. dbASQ enables the use of genome and transcrip-

tome sequence data of any given organism for database development. Alternative splicing

databases generated via dbASQ not only store the sequence data but also facilitate the

detection and visualization of alternative splicing events for each gene in each genome

analyzed. Data mining of the alternative splicing databases, generated using the dbASQ

system, enables further analysis of this cellular process, providing biological answers to

novel scientific questions.

In this chapter we provide a general overview of the widespread cellular phenomenon

alternative splicing. We take a computational approach in answering biological questions

with regard to alternative splicing. In this chapter you will find a general introduction to

splicing and alternative splicing along with their mechanism and regulation. We briefly

discuss the evolution and conservation of alternative splicing. Mainly, we describe the

computational tools used in generating alternative splicing databases. We explain the content

and the utility of alternative splicing databases for five different eukaryotic organisms:

human, mouse, rat, frutifly, and soil worm. We cover genomic and transcriptomic sequence

analyses and data mining from alternative splicing databases in general.

1.2 SPLICING

A typical mammalian gene is a multiexon gene separated by introns. Exons are relatively

short, about 145 nucleotides, and are interrupted by much longer introns of about 3300

nucleotides [6, 7]. In humans, the average number of exons per protein coding gene is

8.8 [7]. Both introns and exons of a protein-coding gene are transcribed into a pre-mRNA

molecule [1]. Approximately 90% of the pre-mRNA molecule is composed of the introns

and these are removed before translation. Before the mRNA molecule transcribed from

the gene can be translated into a protein molecule, there are several processes that need

to take place. While in total an average protein-coding gene in human is about 27,000

bp in the genome and in the pre-mRNA molecule, the processed mRNA contains only

about 1300 coding nucleotides and 1000 nucleotides in the untranslated regions (UTRs)

and polyadenylation (poly A) tail. The removal of introns and ligation of exons are referred

to as the splicing process or the RNA splicing process [1, 7]. Splicing takes place in the

nucleus. Final products of splicing which are the ligated exonic sequences are ready for

translation and are exported out of the nucleus [1].

1.2.1 Mechanism of Splicing

Simply, splicing refers to removal of intervening sequences from the pre-mRNA molecule

and ligation of the exonic sequences. Each single splicing event removes one intron and

ligates two exons. This process takes place via two steps of chemical reactions [1]. As shown

in Figure 1.1, within the intronic sequence there is a particular adenine nucleotide which

attacks the 5′ intronic splice site. A covalent bond is formed between the 5′ splice site of the

intron and the adenine nucleotide releasing the exon upstream of the intron. In the second

chemical reaction, the free 3′-OH group at the 3′ end of the upstream exon ligates with the

5′ end of the downstream exon. In this process, the intronic sequence, which contains an

RNA loop, is released.


