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Abstract

Theoretical concepts of graphs are highly utilized by computer science applications. Especially in re-
search areas of computer science such as data mining, image segmentation, clustering, image capturing
and networking. In this paper, we discussed some properties of the µ−complement of bipolar fuzzy
graphs. Self µ−complement bipolar fuzzy graphs and self weak µ−complement bipolar fuzzy graphs
are defined and a necessary condition for a bipolar fuzzy graph to be self µ−complement is given. We
defined busy vertices and free vertices in bipolar fuzzy graphs and studied their image under an iso-
morphism. Categorical properties of bipolar fuzzy graphs are discussed. Also, we investigated some
properties of isomorphism on bipolar fuzzy graphs.
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1. Introduction

Presently, science and technology is featured with

complex processes and phenomena for which com-

plete information is not always available. For such

cases, mathematical models are developed to han-

dle various types of systems containing elements

of uncertainty. A large number of these models is

based on an extension of the ordinary set theory,

namely, fuzzy sets. Graph theory has numerous

applications to problem in computer science, elec-

trical engineering, system analysis, operations re-

search, economics, networking routing, transporta-

tion, etc. In 1965, Zadeh [28] introduced the notion

of a fuzzy subset of a set as a method for represent-

ing uncertainty. In 1975, Rosenfeld [11] introduced

the notion of fuzzy graphs and proposed another

definitions including paths, cycles, connectedness,

etc. The complement of a fuzzy graph was defined

by Mordeson and Nair [9] and further studied by

Sunitha and Kumar [14]. The concept of weak iso-

morphism, co-weak isomorphism and isomorphism

between fuzzy graphs was introduced by Bhutani
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in [3]. Nagoorgani and Chandrasekaran [10] de-

fined µ−complement of a fuzzy graph. After that,

Samanta and Pal introduced several types of fuzzy

graphs like fuzzy planar graphs [15], fuzzy compe-

tition graph [17, 22], fuzzy tolerance graphs [16],

fuzzy threshold graphs [18].

In 1994, Zhang [31, 32] initiated the concept of

bipolar fuzzy sets as a generalization of fuzzy sets.

Bipolar fuzzy set is an extension of fuzzy set. In this

set, there are two types of membership values one

lies in [−1,0] and other in [0,1], called negative and

positive membership values. The first definition of

bipolar fuzzy graphs was proposed by Akram [1].

In 2011, Akram and Dudek [2] defined regular bipo-

lar fuzzy graphs and introduced the concept of reg-

ular and totally regular bipolar fuzzy graphs. After

that, several researches are doing on these graphs.

Samanta and Pal discussed some properties of bipo-

lar fuzzy graphs in [19–21].

In this paper, we defined µ−complement of

bipolar fuzzy graphs and investigated some proper-

ties of it. Busy vertices and free vertices in bipo-

lar fuzzy graphs are defined. Categorical properties

of bipolar fuzzy graphs are discussed. Lastly, some

properties of isomorphism are studied on bipolar

fuzzy graphs. For other notations, terminologies and

applications not mentioned in the paper, the readers

are referred to [23–25, 29, 30, 32, 33].

2. Preliminaries

The main objective of this paper is to study of bipo-

lar fuzzy graph and this graph is based on the bipolar

fuzzy set defined below.

Let X be a non-empty set. A bipolar fuzzy

set B in X is an object having the form B =
{(x,µP

B (x),µ
N
B (x)) | x ∈ X}, where µP

B : X → [0,1]
and µN

B : X → [−1,0] are mappings. We use the pos-

itive membership degree µP
B (x) to denote the satis-

faction degree of an element x to the property corre-

sponding to a bipolar fuzzy set B, and the negative

membership degree µN
B (x) to denote the satisfaction

degree of an element x to some implicit counter-

property corresponding to a bipolar fuzzy set B. If

µP
B (x) �= 0 and µN

B (x) = 0, it is the situation that x is

regarded as having only positive satisfaction for B.

If µP
B (x) = 0 and µN

B (x) �= 0, it is the situation that x

does not satisfy the property of B but somewhat sat-

isfies the counter property of B. It is possible for an

element x to be such that µP
B (x) �= 0 and µN

B (x) �= 0

when the membership function of the property over-

laps that of its counter property over some portion of

X .

For the sake of simplicity, we shall use the sym-

bol B = (µP
B ,µ

N
B ) for the bipolar fuzzy set B

= {(x,µP
B (x),µ

N
B (x)) | x ∈ X}.

Let X be a non-empty set. Then we call a map-

ping A = (µP
A ,µ

N
A ) : X ×X → [0,1]× [−1,0] a bipo-

lar fuzzy relation on X such that µP
A (x,y)∈ [0,1] and

µN
A (x,y) ∈ [−1,0].

Let A = (µP
A ,µ

N
A ) and B = (µP

B ,µ
N
B ) be two bipo-

lar fuzzy sets on a set X . If A = (µP
A ,µ

N
A ) is a bipolar

fuzzy relation on a set X , then A = (µP
A ,µ

N
A ) is called

a bipolar fuzzy relation on B = (µP
B ,µ

N
B ) if

µP
A (x,y) � min(µP

B (x),µ
P
B (y)) and µN

A (x,y) �

max(µN
B (x),µ

N
B (y)) for all x,y ∈ X . A bipolar fuzzy

relation A on X is called symmetric if µP
A (x,y)

= µP
A (y,x) and µN

A (x,y) = µN
A (y,x) for all x,y ∈ X .

Definition 1. Let V be a nonempty set. A bipo-

lar fuzzy graph is a triple G = (V,A,B), where

A = (µP
A ,µ

N
A ) is a bipolar fuzzy set on V and B

= (µP
B ,µ

N
B ) is a bipolar fuzzy relation on E ⊂V ×V

such that

µP
B (xy) � min(µP

A (x),µ
P
A (y)) and µN

B (xy) �

max(µN
A (x),µ

N
A (y)) for all xy ∈ E, V is called the

set of vertices and E is called the set of edges.

Definition 2. Let G1 = (V1,A1,B1) and G2 =
(V2,A2,B2) be the bipolar fuzzy graphs. A homo-

morphism f from G1 to G2 is a mapping f : V1 →V2

which satisfies the following conditions:

(a) µP
A1
(x1) � µP

A2
( f (x1)),µ

N
A1
(x1) � µN

A2
( f (x1)),

(b) µP
B1
(x1y1) � µP

B2
( f (x1) f (y1)),µ

N
B1
(x1y1) �

µN
B2
( f (x1) f (y1)) for all x1,y1 ∈V1,x1y1 ∈ E1.

Definition 3. Let G1 and G2 be bipolar fuzzy graphs.

An isomorphism f from G1 to G2 is a bijective map-

ping f : V1 → V2 which satisfies the following con-

ditions:

(c) µP
A1
(x1) = µP

A2
( f (x1)),µ

N
A1
(x1) = µN

A2
( f (x1)),

(d) µP
B1
(x1y1) = µP

B2
( f (x1) f (y1)),µ

N
B1
(x1y1) = µN

B2

( f (x1) f (y1)) for all x1,y1 ∈V1,x1y1 ∈ E1.
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Definition 4. Let G1 and G2 be bipolar fuzzy graphs.

Then, a weak isomorphism f from G1 to G2 is a bi-

jective mapping f : V1 → V2 which satisfies the fol-

lowing conditions:

(e) f is homomorphism

( f ) µP
A1
(x1) = µP

A2
( f (x1)),µ

N
A1
(x1) = µN

A2
( f (x1)), for

all x1 ∈V1. Thus a weak isomorphism preserves the

membership values for the nodes but not necessarily

for the arcs.

Definition 5. Let G1 and G2 be the bipolar fuzzy

graphs. A co-weak isomorphism

f from G1 to G2 is a bijective mapping f : V1 → V2

which satisfies

(g) f is homomorphism

(h) µP
B1
(x1y1) = µP

B2
( f (x1) f (y1)),µ

N
B1
(x1y1) =

µN
B2
( f (x1 f (y1)), for all x1,y1 ∈ V1. Thus a co-weak

isomorphism preserves the membership values for

the arcs but not necessarily for the nodes.

The order and size of a graph represent its dimen-

sion. In different graph operations they are generally

changed. Unlike crisp graphs, the order and size of

a fuzzy graph are different. The definition of order

and size of a bipolar fuzzy graph are given below.

Definition 6. The order of a bipolar fuzzy graph

G = (V,A,B) is denoted by |V | (or O(G)), and is

defined by

O(G) = |V |= ∑
x∈V

1+µP
A (x)+µN

A (x)

2
.

The size of a bipolar fuzzy graph G = (V,A,B) is

denoted by |E| (or S(G)), and is defined by

S(G) = |E|= ∑
xy∈E

1+µP
B (xy)+µN

B (xy)

2
.

Definition 7. Let G be a bipolar fuzzy graph.

The neighborhood of vertex x in G is defined by

N(x) = NP(x)∪NN(x), where

NP(x) = {y ∈ V : µBP(xy) � min(µAP(x),µAP(y))}
and NN(x)= {y∈V : µBN (xy)�max(µAN (x),µAN (y))}.

Definition 8. Let G = (V,A,B) be a bipolar fuzzy

graph. The neighborhood degree of a vertex x is de-

fined as deg(x)= (degP(x),degN(x)), where degP(x)

= ∑y∈N(x) µP
A (y) and degN(x) = ∑y∈N(x) µN

A (y). No-

tice that µP
B (xy) > 0, µN

B (xy) < 0 for xy ∈ E, and

µP
B (xy) = µN

B (xy) = 0 for xy �∈ E.

Definition 9. A path in a bipolar fuzzy graph is a se-

quence of distinct vertices v1,v2, · · · ,vn+1 such that

1. µP
B (vi−1vi)> 0 and µN

B (vi−1vi) = 0 for some ver-

tices vi−1,vi.

2. µP
B (vi−1vi) = 0 and µN

B (vi−1vi)< 0 for some ver-

tices vi−1,vi.

3. µP
B (vi−1vi)> 0 and µN

B (vi−1vi)< 0.

A path ρ : v1v2 · · ·vn+1 in G is called a cycle if

v1 = vn+1 and n � 3.

The length of this path is n.

Definition 10. In a bipolar fuzzy graph G we have

µK
BP(uv) = sup{µBP(uv1) ∧ µBP(v1v2) ∧µBP(v2v3),

· · · ,∧µBP(vk−1v) |u,v1,v2, · · · ,vk−1,v ∈V}
µK

BN (uv) = sup{µBN (uv1) ∧µBN (v1v2) ∧µBN (v2v3),
· · · ,∧µBP(vk−1v)|u,v1,v2, · · · ,vk−1,v ∈V}.

Also we have

µ∞
BP(uv) = sup{µK

BP(uv) | k = 1,2,3, · · ·} and

µ∞
BN (uv) = sup{µK

BN (uv) | k = 1,2,3, · · ·}.

Definition 11. In a bipolar fuzzy graph G =
(V,A,B), an arc (u,v) is said to be a strong arc, if

µBP(uv)� µ∞
BP(uv) and µBN (uv)� µ∞

BN (uv).

3. µ−complement and self µ−complement

bipolar fuzzy graphs

In this section, µ−complement of a bipolar fuzzy

graph G is introduced. The µ−complement of a

bipolar fuzzy graph G = (V,A,B) is denoted by

Gµ = (V,Aµ ,Bµ), which is defined below.

Definition 12. Let G = (V,A,B) be a bipolar fuzzy

graph. The µ−complement of G is denoted by

Gµ = (V,Aµ ,Bµ), where Aµ = A, Bµ = (µ
µ

BP ,µ
µ

BN )
and

µ
µ

BP(xy)=

{
µP

A (x)∧µP
A (y)−µBP(xy) if µBP(xy)> 0

0 if µBP(xy) = 0,

µ
µ

BN (xy)=

{
µN

A (x)∨µN
A (y)−µBN (xy) if µBN (xy)< 0

0 if µBN (xy) = 0.

Several properties have been investigated for this

graph.
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Proposition 1. Let G1 and G2 be bipolar fuzzy

graphs. If G1 and G2 are isomorphic, then their

µ−complements, G
µ
1 and G

µ
2 , are also isomorphic.

Proof. Let G1
∼= G2, and f be an isomor-

phism from G1 to G2. Then, µAP
1
(x) = µAP

2

( f (x)), µAN
1
(x) = µAN

2
( f (x)) for all x ∈ V1, µBP

1
(xy)

= µBP
2
( f (x) f (y)), µBN

1
(xy) = µBN

2
( f (x) f (y)) for all

xy ∈ E1. If µBP
1
(xy) > 0, then µBP

2
( f (x) f (y)) >

0, and µ
µ

BP
1

(xy) = µAP
1
(x) ∧ µAP

1
(y) − µBP

1
(xy)

= µAP
2
( f (x)) ∧ µAP

2
( f (y)) − µBP

2
( f (x) f (y)) =

µ
µ

BP
2

( f (x) f (y)).

If µP
B1
(xy) = 0, then µBP

2
( f (x) f (y)) = 0, and µ

µ

BP
1

(xy)

= 0 = µ
µ

BP
2

( f (x) f (y)).

Thus µ
µ

BP
1

(xy) = µ
µ

BP
2

( f (x) f (y)) for all xy ∈ E1. Sim-

ilarly, we can prove that

µ
µ

BN
1

(xy) = µ
µ

BN
2

( f (x) f (y)) for all xy∈ E1. Therefore,

f from G
µ
1 to G

µ
2 is an isomorphism, i.e. G

µ
1
∼= G

µ
2 .

Theorem 2. Let G1 = (V1,A1,B1) and G2 =
(V2,A2,B2) be two bipolar fuzzy graphs. Then,

G
µ
1 = G

µ
2 if and only if every arc (x,y) satisfying

one of the following conditions. (1) µBP
1
(xy) =

µBP
2
(xy), µBN

1
(xy) = µBN

2
(xy), (2) µBP

1
(xy) =

µBP
2
(xy), µBN

2
(xy) = 0, µBN

2
(xy) = µAN (x)∨µAN (y),

(3) µBP
1
(xy) = µBP

2
(xy), µBN

1
(xy) = µAN (x) ∨

µAN (y), µBN
2
(xy) = 0,

(4) µBP
1
(xy) = 0, µBP

2
(xy) = µAP(x) ∧

µAP(y), µBN
1
(xy) = µBN

2
(xy),

(5) µBP
1
(xy) = 0, µBP

2
(xy) = µAP(x) ∧

µAP(y), µBN
1
(xy) = 0, µBN

2
(xy) = µAN (x)∨ µAN (y),

(6) µBP
1
(xy) = µAP(x) ∧ µAP(y), µBP

2
(xy) =

0, µBN
1
(xy) = µBN

2
(xy),

(7) µBP
1
(xy) = µAP(x) ∧ µAP(y), µBP

2
(xy) =

0, µBN
1
(xy) = µAN (x)∨µAN (y), µBN

2
(xy) = 0.

Theorem 3. Let G1 = (V1,A1,B1) and G2 =
(V2,A2,B2) be two bipolar fuzzy graphs such that

V1 ∩V2 = φ . Then, (G1 +G2)
µ ∼= G

µ
1 ∪G

µ
2 .

Proof. Let I : V1∪V2 �→V1∪V2 be the identity map.

We prove that for all x,y ∈V

(µAP
1
+ µAP

2
)µ(x) = µ

µ

AP
1

(x) ∪ µ
µ

AP
2

(x), (µAN
1
+

µAN
2
)µ(x) = µ

µ

AN
1

(x)∪ µ
µ

AN
2

(x) and (µBP
1
+ µBP

2
)µ(xy)

= µ
µ

BP
1

∪ µ
µ

BP
2

(xy), (µBN
1
+ µBN

2
)µ(xy) = µ

µ

BN
1

∪

µ
µ

BN
2

(xy).

For all x,y ∈V we have

(µAP
1
+µAP

2
)µ(x) =

{
µAP

1
(x) if x ∈V1

µAP
2
(x) if x ∈V2

=

{
µ

µ

AP
1

(x) if x ∈V1

µ
µ

AN
1

(x) if x ∈V2

= (µ
µ

AP
1

∪µ
µ

AP
2

)(x),

(µAN
1
+µAN

2
)µ(x) =

{
µAN

1
(x) if x ∈V1

µAN
2
(x) if x ∈V2

=

{
µ

µ

AN
1

(x) if x ∈V1

µ
µ

AN
1

(x) if x ∈V2

= (µ
µ

AN
1

∪µ
µ

AN
2

)(x).

Moreover,

(µBP
1
+ µBP

2
)µ(xy) = (µAP

1
+ µAP

2
)(x) ∧ (µAP

1
+

µAP
2
)(y)− (µBP

1
+µBP

2
)(xy)

=

⎧
⎪⎨
⎪⎩

µAP
1
(x)∧µAP

1
(y)−µBP

1
(xy) if xy ∈ E1

µAP
2
(x)∧µAP

2
(y)−µBP

2
(xy) if xy ∈ E2

µAP
1
(x)∧µAP

2
(y)−µAP

1
(x)∧µAP

2
(y) if xy ∈ E ′

=

⎧
⎪⎨
⎪⎩

µ
µ

BP
1

(xy) if xy ∈ E1

µ
µ

BP
2

(xy) if xy ∈ E2

0 if xy ∈ E ′

= (µ
µ

BP
1

∪µ
µ

BP
2

)(xy),

(µBN
1
+ µBN

2
)µ(xy) = (µAN

1
+ µAN

2
)(x) ∨(µAN

1
+

µAN
2
)(y)− (µBN

1
+µBN

2
)(xy)

=

⎧
⎪⎨
⎪⎩

µAN
1
(x)∨µAN

1
(y)−µBN

1
(xy) if xy ∈ E1

µAN
2
(x)∨µAN

2
(y)−µBN

2
(xy) if xy ∈ E2

µAN
1
(x)∨µAN

1
(y)−µAN

1
(x)∨µAN

1
(y) if xy ∈ E ′

=

⎧
⎪⎨
⎪⎩

µ
µ

BN
1

(xy) if xy ∈ E1

µ
µ

BN
2

(xy) if xy ∈ E2

0 if xy ∈ E ′

= (µ
µ

BN
1

∪µ
µ

BN
2

)(xy).
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Theorem 4. Let G1 = (V1,A1,B1) and G2 =
(V2,A2,B2) be two bipolar fuzzy graphs such that

V1 ∩V2 = φ . Then, (G1 ∪G2)
µ ∼= G

µ
1 ∪G

µ
2 .

Proof. We shall prove that the identity map is the

required isomorphism. If x ∈V1

(µAP
1
∪ µAP

2
)µ(x) = (µAP

1
∪ µAP

2
)(x) = µAP

1
(x) = µ

µ

AP
1

= (µ
µ

AP
1

∪µ
µ

AP
2

)(x),

(µAN
1
∪ µAN

2
)µ(x) = (µAN

1
∪ µAN

2
)(x) = µAN

1
(x) = µ

µ

AN
1

= (µ
µ

AN
1

∪µ
µ

AN
2

)(x).

If x ∈V2, then

(µAP
1
∪ µAP

2
)µ(x) = (µAP

1
∪ µAP

2
)(x) = µAP

2
(x) = µ

µ

AP
2

= (µ
µ

AP
1

∪µ
µ

AP
2

)(x),

(µAN
1
∪ µAN

2
)µ(x) = (µAN

1
∪ µAN

2
)(x) = µAN

2
(x) = µ

µ

AN
2

= (µ
µ

AN
1

∪µ
µ

AN
2

)(x).

If xy ∈ E1, then

(µBP
1
∪µBP

2
)µ(xy) = µAP

1
(x)∧µAP

1
(y)−µBP

1
(xy)

= µ
µ

BP
1

(xy) = (µ
µ

BP
1

∪µ
µ

BP
2

)(xy)

= (µ
µ

BP
1

∪µ
µ

BP
2

)(xy).

(µBN
1
∪µBN

2
)µ(xy) = µAN

1
(x)∨µAN

1
(y)−µBN

1
(xy)

= µ
µ

BN
1

(xy) = (µ
µ

BN
1

∪µ
µ

BN
2

)(xy)

= (µ
µ

BN
1

∪µ
µ

BN
2

)(xy).

If xy ∈ E2, then

(µBP
1
∪µBP

2
)µ(xy) = µAP

2
(x)∧µAP

2
(y)−µBP

2
(xy)

= µ
µ

BP
2

(xy) = (µ
µ

BP
1

∪µ
µ

BP
2

)(xy)

= (µ
µ

BP
1

∪µ
µ

BP
2

)(xy)

(µBN
1
∪µBN

2
)µ(xy) = µAN

2
(x)∨µAN

2
(y)−µBN

2
(xy)

= µ
µ

BN
2

(xy) = (µ
µ

BN
1

∪µ
µ

BN
2

)(xy)

= (µ
µ

BN
1

∪µ
µ

BN
2

)(xy).

4. Busy vertices and free vertices in bipolar

fuzzy graphs

In this section, we defined two special types of ver-

tices called busy and free vertices of a bipolar fuzzy

graphs.

Definition 13. The busy value of a node v of a bipo-

lar fuzzy graph G = (V,A,B) is defined to be D(v) =
(DP(v),DN(v)) where DP(v) = ∑

i

µAP(v)∧ µAP(vi)

and DN(v) =∑
i

µAN (v)∨µAN (vi) where vi are neigh-

bors of v and the busy value of a bipolar fuzzy graph

G is defined to be the sum of the busy values of all

vertices of G, i.e. D(G) =∑
i

D(vi) where vi are ver-

tices of G.

Example 1. Let us consider a bipolar fuzzy graph

G = (V,A,B) such that V = {v1,v2,v3,v4}, and the

set of edges {v1v2,v2v3,v1v4,v1v3,v2v4}. The mem-

bership values of vertices and edges are given by the

following table.

v1 v2 v3 v4

µAP 0.6 0.8 0.5 0.7

µAN −0.3 −0.4 −0.6 −0.5

v1v2 v2v3 v1v4 v1v3 v2v4

µBP 0.5 0.1 0.4 0.3 0.7

µBN −0.2 −0.3 −0.3 −0.2 −0.4
By routine computations, we have

DP(v1) = 1.7, DP(v2) = 1.8, DP(v3) = 1, DP(v4) =
1.3,

DN(v1) = −0.9, DN(v2) = −1.1, DN(v3) = −0.7,

DN(v4) =−0.7.

So, D(v1) = (1.7,−0.9), D(v2) = (1.8,−1.1),
D(v3) = (1,−0.7), D(v4) = (1.3,−0.7).

Definition 14. A vertex v in a bipolar fuzzy graph

G = (V,A,B) is said to be a busy vertex if µP
A (v) �

degP(v) and µN
A (v)� degN(v), otherwise it is called

a free vertex.

Definition 15. An edge uv of a bipolar fuzzy graph

G = (V,A,B) is said to be an effective edge if

µBP(uv) = µAP(u)∧µAP(v) and µBN (uv) = µAN (u)∨
µAN (v).

Definition 16. A vertex v of a bipolar fuzzy graph

G = (V,A,B) is said to be

(i) a partial free vertex if it is a free vertex in both

G and Gµ .

(ii) a fully free node if it is a free vertex in G, but it

is a busy vertex in Gµ .

(iii) a partial busy vertex if it is a busy vertex in both

G and Gµ .
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(iv) a fully busy vertex if it is a busy vertex in G,

but it is a free vertex in Gµ .

Lemma 5. Let G1
∼= G2 and h be an isomorphism

from G1 = (V1,A1,B1) to G2 = (V2,A2,B2). Then

deg(x) = deg(h(x)) for all x ∈V .

Proof. Since G1
∼= G2, we have

µP
A1
(x1) = µP

A2
(h(x1)), µN

A1
(x1) = µN

A2
(h(x1)) for all

x1 ∈V1.

Hence

degP(x) = ∑
y∈V1

µP
A1
(y) = ∑

y∈V1

µP
A2
(h(y)) =

degP(h(x)),
degN(x) = ∑

y∈V1

µN
A1
(y) = ∑y∈V1

µN
A2
(h(y)) =

degN(h(x)).
Also, we know that deg(x) = (degP(x),degN(x)) for

all x ∈V .

Thus, deg(x) = deg(h(x)) for all x ∈V .

Theorem 6. If G1
∼= G2 and if v is a busy vertex in

G1, then it is a busy vertex in G2 also.

Proof. Let g : V1 →V2 be an isomorphism from G1

to G2. Then

µAP
1
(x) = µAP

2
(g(x)), µAN

1
(x) = µAN

2
(g(x)) for all

x ∈V1 and

µBP
1
(xy) = µBP

2
(g(x)g(y)), µBN

1
(xy) = µBN

2
(g(x)g(y))

for all xy ∈ E1.

Also g preserves the degree of vertices, by Lemma

5, i.e. degP(x) = degP(g(x)),
degN(x) = degN(g(x)) for all x ∈V .

If x is a busy vertex in G1, then µAP
1
(x) � degP(x)

and µAN
1
(x)� degN(x). Then

µAP
2
(g(x)) � degP(g(x)) and µAN

2
(g(x)) �

degN(g(x)). Hence, g(x) is a busy vertex in G2.

Theorem 7. Let a bipolar fuzzy graph G1 be weak

isomorphism to G2. If u ∈V1 is a busy vertex in G1,

then its image under a weak isomorphism in G2 is

also busy.

Proof. Let g : V1 → V2 be a weak isomorphism

between G1 and G2. Then for all x,y ∈V1

µP
A1
(x) = µP

A2
(g(x)), µN

A1
(x) = µP

A2
(g(x)) (1)

and µP
B1
(xy) � µP

B2
(h(x)h(y)), µN

B1
(xy) �

µN
B2
(g(x)g(y)) (2)

Let u ∈V1 be a busy vertex. Then µAP
1
(u)� degP(u),

µAN
1
(u)� degN(u) (3)

From (1) and (3) we have µAP
2
(g(u)) = µAP

1
(u) �

degP(u) = ∑v∈V1
µAP

1
(v) = ∑v∈V1

µAP
2
(g(v)) =

degP(g(u)). Hence µAP
2
(g(u)) � degP(g(u)). Also

µAN
2
(g(u)) = µAN

1
(u) � degN(u) = ∑v∈V1

µAN
1
(v)

= ∑v∈V1
µAN

2
(g(v)) = degN(g(u)). Therefore,

µAN
2
(g(u))� degN(g(u)).

Hence, g(u) is a busy vertex in G2.

5. Categorical properties of bipolar fuzzy

graphs

Many real-world problems can be very effectively

described by a graph (e.g. a network), a fuzzy graph,

or a bipolar fuzzy graph, but efficient methods to

solve such problems often rely on our understand-

ing of the structure of these graphs.

There have been some deeper and untraditional

approaches to graph theory (see [4, 5] and related

references) which are benefit for our understand-

ing of the structure (including limit structure) of

graphs and may allure capable pure mathematician

in other areas. Research also indicates that category

theory may provide a realistic platform on which

inter-imitations and inter-inspirations between some

fields of mathematics come true [7]. We will show

the categorical goodness of bipolar fuzzy graphs.

Definition 17. For a given set V , define an equiva-

lence relation ∼ on V ×V −{(x,x) | x ∈ V} as fol-

lows:

(x1,y1)∼ (x2,y2)⇔{x1,y1}= {x2,y2}.

The quotient set obtained in this way is denoted as

Ṽ 2, and the equivalent class that contains the ele-

ment (x,y) is denoted as [(x,y)], xy, or yx. Note that,

(x1,y1) is an ordered pair and {x1,y1} is an edge.

Theorem 8. The category bipolar fuzzy graph

of bipolar fuzzy graphs and homomorphisms be-

tween them is isomorphic-closed, complete, and co-

complete.

Proof. Proposition 5.11 of [1] implies that bipolar

fuzzy graph is an isomorphic-closed category. Next
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we prove that bipolar fuzzy graph is both complete

and co-complete.

Step 1. Bipolar fuzzy graph has equalizers. Let

G1 = (V1,A1,B1) (respectively G2 = (V2,A2,B2) be

a bipolar fuzzy graph, then G1,G2 ∈ object(Bipolar

fuzzy graph). Assume that V1

f

⇒V2 are bipolar fuzzy

graph-morphism from G1 to G2. Let E = {x ∈ V1 |
f (x) = g(x)}, and e : E → V1 be an inclusion map-

ping. We will show that E
e
→V1 is an equalizer of f

and g.

Firstly, let A = A1

∣∣∣
E

and B = B1

∣∣∣
Ẽ2

. Then, G =

(V,A,B) is a bipolar fuzzy graph on E. As e : E →V1

is an inclusion, we have

µAP
1
(e(x)) = µAP

1
(x) = µAP(x), µAN

1
(e(x)) = µAN

1
(x)

= µAN (x), µBP
1
(e(x)e(y)) = µBP

1
(xy), µBN

1
(e(x)e(y))

= µBN
1
(xy) = µBN (xy) for each xy ∈ E. Therefore,

e ∈ Morphism (Bipolar fuzzy graph). Obviously,

from GE ′ to G1 which satisfies f ◦ e′ = g◦ e′, where

GE ′ = (C,D) is a bipolar fuzzy graph of (E ′, Ẽ ′2).
Define e : E ′ → E by e(x) = e′(x) (∀ x ∈ E ′). As

f ◦ e′ = g ◦ e′, we have f (e′(x)) = g(e′(x)) (∀ x ∈
E ′), thus e is well-defined. For each x ∈ E ′, we

have e ◦ e(x) = e(e′(x)) = e′(x), thus e′ = e ◦ e. As

e′ ∈ Morphism(Bipolar fuzzy graph), we have

µP
C (x)� µAP

1
(e′(x)) = µAP(e′(x)) = µAP(e(x)),

µN
C (x)� µAN

1
(e′(x)) = µAN (e′(x)) = µAN (e(x)),

µP
D(xy) � µBP

1
(e′(x)e′(y)) = µBP(e′(x)e′(y)) =

µBP(e(x)e(y)),
µN

D (xy) � µBN
1
(e′(x)e′(y)) = µBN (e′(x)e′(y)) =

µBN (e(x)e(y))

for each x,y ∈ E ′, which implies e ∈ Morphism

(Bipolar fuzzy graph). Clearly, such a bipolar fuzzy

graph-morphism e is unique.

Suppose that e′ : E ′ → E is a bipolar fuzzy graph-

morphism from GE ′ to G1 satisfying e′ = e ◦ e′,

then e ◦ e = e ◦ e′, thus we have e′(x) = e ◦ e′(x) =
e ◦ e(x) = e(x) (∀ x ∈ E ′) since e is an inclusion,

which implies e′ = e.

Step 2. Bipolar fuzzy graph has products (this, to-

gether with Theorem 12.3 in [6] and step 1, implies

that Bipolar fuzzy graph is complete). Assume that

Gi =(Vi,Ai,Bi) is a bipolar fuzzy graph of the under-

lying graphs G∗
i =(Vi,Ei) (∀ i∈ I), then Gi ∈ ob ject

(Bipolar fuzzy graph) (∀ i ∈ I).

Let V = ∏
i∈I

vi, π j : V → Vj be the projec-

tion (∀ j ∈ I), and define bipolar fuzzy sets

A = (µAP ,µAN ) and B = (µBP ,µBN ) on V and

Ṽ 2 respectively by µAP((xi)i∈I) =
∧

i∈I

µAP
i
(xi),

µAN ((xi)i∈I) =
∨

i∈I

µAN
i
(xi), µBP((xi)i∈I(yi)i∈I) =

∧

i∈I

µBP
i
(xiyi), µBN ((xi)i∈I(yi)i∈I) =

∨

i∈I

µBN
i
(xiyi) for

any (xi)i∈I,(yi)i∈I ∈ ∏
i∈I

vi. Denote G = (A,B), we

will show that (G,(πi)i∈I) is the product of (Gi)i∈I .

Firstly, as Gi = (Vi,Ai,Bi) is a bipolar fuzzy graph

of the underlying graph G∗
i = (Vi,Ei) (∀ i ∈ I),

µBP((xi)i∈I(yi)i∈I) =
∧

i∈I

µBP
i
(xiyi)�

∧

i∈I

(µAP
i
(xi),µAP

i
(yi))

=
(∧

i∈I

µAP
i
(xi)

)
∧
(∧

i∈I

µAP
i
(yi)

)
= µAP((xi)i∈I) ∧

µAP((yi)i∈I).
Analogously, µBN ((xi)i∈I(yi)i∈I) � µAN ((xi)i∈I) ∨
µAN ((yi)i∈I).
Therefore, G ∈ ob ject (Bipolar fuzzy graph).

Secondly, as π j : V → Vj is a projection (∀ j ∈ I),
we have

µAP((xi)i∈I) =
∧

i∈I

µAP
i
(xi) =

∧

i∈I

µAP
i
(πi((xi)i∈I)) �

µAP
j
(π j((xi)i∈I)),

µBP((xi)i∈I(yi)i∈I) =
∧

i∈I

µBP
i
(xiyi) =

∧
i∈I µBP

i

(πi((xi)i∈I)πi((yi)i∈I))
� µBP

j
(π j((xi)i∈I)π j((yi)i∈I)).

Analogously,

µAN ((xi)i∈I)� µAN
j
(π j((xi)i∈I)), µBN ((xi)i∈I(yi)i∈I)�

µBN
j
(π j((xi)i∈I)π j((yi)i∈I)).

Therefore, π j ∈ Morphism (Bipolar fuzzy graph)

(∀ j ∈ I).
Finally, suppose that H = (V,C,D) is a bipolar fuzzy

graph of H∗ = (X ,R) and f j : X → Vj is a bipo-

lar fuzzy graph-morphism from H to G j (∀ j ∈

I). For each x ∈ X , let f̂ (x) ∈ V with π j( f̂ (x))

= f j(x) (∀ j ∈ I). Then f̂ : X → V is a mapping.

Since X
f j

−→ Vj is a bipolar fuzzy graph-morphism

(∀ j ∈ I), µP
C (x) �

∧
i∈I µAP

i
( fi(x)) = µAP( fi(x)i∈I)

= µAP( f̂ (x)), µP
D(xy) �

∧
i∈I µBP

i
( fi(x) fi(y)) =
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µBP( fi(x)i∈I fi(y)i∈I) = µBP( f̂ (x) f̂ (y)). Anal-

ogously, µN
C (x) � µAN ( f̂ (x)) and µN

D (xy) �

µBN ( f̂ (x) f̂ (y)). Therefore, f n is a bipolar fuzzy

graph-morphism with π j ◦ f̂ = f j (∀ j ∈ I). Such a

bipolar fuzzy graph-morphism f̂ is unique. In fact,

if f : X →V is a bipolar fuzzy graph-morphism sat-

isfying π j ◦ f = f j (∀ i ∈ I), then π j ◦ f = π j ◦ f̂ . As

π j is a projection (∀ j ∈ I), we have f = f̂ .

Step 3. Bipolar fuzzy graph has co-equalizers. Let

G1 = (V1,A1,B1) (respectively, G2 = (V2,A2,B2) be

a bipolar fuzzy graph, then G1,G2 ∈ ob ject (Bipo-

lar fuzzy graph). Assume that V1

f

⇒g V2 are bipolar

fuzzy graph-morphisms from G1 to G2, ∼ is the

smallest equivalence relation on V2 such that f (s)∼
g(s) for all s ∈ V1. Let Q = V2/ ∼= {[x] | x ∈ V2},

and q : V2 → Q be the mapping defined by q(x) = [x]

for each x ∈ V2. We will show that V2
q
→ Q is a

co-equalizer of f and g.

Firstly, define bipolar fuzzy sets A = (µAP ,µAN )

and B = (µBP ,µBN ) on Q and Q̃2 respectively by

µAP([x]) =
∨

z∈[x] µAP
2
(z), µAN ([x]) =

∧
z∈[x] µAN

2
(z),

µBP([x][y]) =
∨

z∈[x],k∈[y] µBP
2
(zk), µBN ([x][y]) =∧

z∈[x],k∈[y] µBN
2
(zk). Since G1 = (V1,A1,B1) and

G2 = (V2,A2,B2) are bipolar fuzzy graphs,

we have µBP([x][y]) � min(µAP([x]),µAP([y])),
µBN ([x][y]) � max(µAN ([x]),µAN ([y])), which im-

plies G = (V,A,B) is a bipolar fuzzy graph on Q. As

µAP
2
(x)�

∨
z∈[x] µAP

2
(z) = µAP([x]) = µAP(q(x)),

µAN
2
(x) �

∧
z∈[x] µAN

2
(z) = µAN ([x]) = µAN (q(x)),

µBP
2
(xy) �

∨

z∈[x],k∈[y]

µBP
2
(zk) = µBP([x][y]) =

µBP(q(x)q(y)),

µBN
2
(xy) �

∧

z∈[x],k∈[y]

µBN
2
(zk) = µBN ([x][y]) =

µBN (q(x)q(y))
for each x,y ∈ V2, q ∈ Morphism (Bipolar fuzzy

graph). By definition of ∼, q( f (s)) = [ f (s)] =
[g(s)] = q(g(s)) (∀ s ∈V1), i.e. q◦ f = q◦g.

Secondly, let q′ : V2 → Q′ be a bipolar fuzzy

graph-morphism from G2 to GQ′ which satisfies

q′ ◦ f = q′ ◦ g, where GQ′ = (V,C,D) is a bipo-

lar fuzzy graph of (Q′, Q̃′2). For each [x] ∈ Q, let

q([x]) = q′(x). Then we define, a mapping q : Q →
Q′. In fact, as R = {(x,y) ∈ V 2

2 | q′(x) = q′(y)} is

an equivalence relation on V2 and q′ ◦ f = q′ ◦g, we

have ( f (x),g(x)) ∈ R, thus ∼⊆ R. For any x,y ∈ V2

satisfying (x,y)∈∼, we have [x] = [y] and (x,y)∈ R,

thus q([x]) = q′(x) = q′(y) = q([y]). As q ◦ q(x)
= q([x]) = q′(x) (∀ x ∈V2), q◦q = q′.

As q′ ∈ Morphism (Bipolar fuzzy graph), we

have µAP([x]) =
∨

z∈[x] µAP
2
(z) �

∨
z∈[x] µ

P
C (q

′(z))

=
∨

z∈[x] µ
P
C (q([z])) = µP

C (q([z])), µAN ([x]) =∧
z∈[x] µAN

2
(z)�

∨
z∈[x] µN

C (q′(z)) =
∧

z∈[x] µ
N
C (q([z]))

= µN
C (q([z])), µBP([x][y]) =

∨

z∈[x],k∈[y]

µBP
2
(zk) �

∨

z∈[x],k∈[y]

µP
D(q

′(z)q′(k))

=
∨

z∈[x],k∈[y]

µP
D(q([z])q([k])) =

µP
D(q([x])q([y])),

µBN ([x][y]) =
∧

z∈[x],k∈[y]

µBN
2
(zk)�

∧

z∈[x],k∈[y]

µN
D (q

′(z)q′(k))

=
∧

z∈[x],k∈[y]

µN
D (q([z])q([k])) =

µN
D (q([x])q([y]))

for each [x], [y] ∈ Q, which implies q ∈ Morphism

(Bipolar fuzzy graph). Clearly, such a bipolar

fuzzy graph-morphism q is unique. Suppose that

q′ : Q → Q′ is a bipolar fuzzy graph-morphism from

G to GQ′ satisfying q′ ◦ q = q′, then q′ ◦ q = q ◦ q,

thus

q′([x]) = q′ ◦q(x) = q◦q(x) = q([x]) (∀ [x] ∈ Q) by

definition of q, which implies q′ = q.

Step 4. Bipolar fuzzy graph has co-products (this,

together with Theorem 12.3 in [6] and step 3, im-

plies that bipolar fuzzy graph is complete). As-

sume that Gi = (Ai,Bi) is a bipolar fuzzy graph of

the underlying graph G∗
i = (Vi,Ei) (∀ i ∈ I), then

Gi ∈ ob ject (Bipolar fuzzy graph) (∀ i ∈ I).

Let V =
⊕

i∈I

Vi =
⋃

i∈I

(Vi ×{i}), q j : Vj →V is a map-

ping satisfying q j(x j) = (x j, j) for all x j ∈Vj (∀ j ∈
I), and defined bipolar fuzzy sets A = (µAP ,µAN )

and B = (µBP ,µBN ) on V and Ṽ 2 respectively

by µAP(xi, i) = µAP
i
(xi), µAN (xi, i) = µAN

i
(xi),

µBP((xi, i)(y j, j)) =

{
µBP

i
(xi,y j), if i = j,

0 if i �= j,
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µBN ((xi, i)(y j, j)) =

{
µBN

i
(xi,y j), if i = j,

0 if i �= j,
for

each (xi, i), (y j, j) ∈ V . Denote G = (V,A,B),
we will show that ((qi)i∈I,G) is the co-product of

(Gi)i∈I .

Firstly, as Gi = (Vi,Ai,Bi) is a bipolar fuzzy

graph of the underlying graph G∗
i =(Vi,Ei) (∀ i∈ I),

G = (V,A,B) ∈ ob ject(Bipolar fuzzy graph).

Secondly, by definition of q j (∀ j ∈ I),
we have µAP

j
(x j) = µAP(x j, j) = µAP(q j(x j))

, µAN
j
(x j) = µAN (x j, j) = µAN (q j(x j)),

µBP
j
(x jy j) = µBP((x j, j)(y j, j)) = µBP(q j(x j)q j(y j)),

µBN
j
(x jy j)= µBN ((x j, j)(y j, j))= µBN (q j(x j)q j(y j)).

Therefore, q j ∈ Morphism (Bipolar fuzzy graph)

(∀ j ∈ I).
Finally, suppose that H = (V,C,D) is a bipo-

lar fuzzy graph of H∗ = (X ,R) and g j : Vj → X

is a bipolar fuzzy graph-morphism from G j to

H (∀ j ∈ I). Define ĝ : V → X by ĝ(xi, i) = gi(xi)
for each (xi, i) ∈V . Obviously, ĝ◦q j = g j (∀ j ∈ I).

Since Vj

g j
→ X is a bipolar fuzzy graph-morphism

(∀ j ∈ I), we have µAP(x j, j) = µAP
j
(x j) �

µP
C (g j(x j)) = µP

C (ĝ(x j, j)), µBP((x j, j)(y j, j)) =
µBP

j
(x jy j)� µP

D((g j(x j)g j(y j) = µP
D(ĝ(x j, j)ĝ(y j, j)).

Analogously, µAN (x j, j)� µN
C (ĝ(x j, j)),

µBN ((x j, j)(y j, j)) � µN
D (ĝ(x j, j)ĝ(y j, j)). There-

fore ĝ is a bipolar fuzzy graph-morphism with

ĝ ◦ q j = g j (∀ j ∈ I). Such a bipolar fuzzy graph-

morphism ĝ is also unique. In fact, if g : V → X

is a bipolar fuzzy graph-morphism satisfying g ◦ q j

= g j (∀ j ∈ I), then g ◦ q j = ĝ ◦ q j. By definition

of q j (∀ j ∈ I), we have g = ĝ.

6. Properties of isomorphism on bipolar fuzzy

graphs

Theorem 9. For any two isomorphic bipolar fuzzy

graphs, the order and size are same.

Proof. If h is an isomorphism between the bipolar

fuzzy graphs G1 and G2 with the underlying sets V1

and V2 respectively, then

µAP
1
(vi) = µAP

2
(h(vi)) and µAN

1
(vi) = µAN

2
(h(vi)),

f or all vi ∈V .

µBP
1
(viv j) = µBP

2
(h(vi)h(v j)) and µBN

1
(viv j) =

µBN
2
(h(vi)h(v j)), f or all vi,v j ∈V .

We know that

O(G1) = ∑
vi∈V

1+µAP
1
(vi)+µAN

1
(vi)

2

= ∑
vi∈V

1+µAP
2
(h(vi))+µAN

2
(h(vi))

2
= O(G2)

S(G1) = ∑
vi,v j∈V

1+µBP
1
(viv j)+µBN

1
(viv j)

2
=

∑vi,v j∈V

1+µ
BP

2
(h(vi)h(v j))+µ

BN
2
(h(vi)h(v j))

2
= S(G2)

Suppose the isomorphism between the bipolar

fuzzy graphs G1 = (V1,A1,B1) and G2 = (V2,A2,B2)
be weak. Then their order are same. But, if the bipo-

lar fuzzy graphs are of same order need not to be

weak isomorphism, which is justified in the follow-

ing example.

Remark 1. If the bipolar fuzzy graphs be co-weak

isomorphism then, their size are same. But, if the

bipolar fuzzy graphs are of same size need not to be

co-weak isomorphic.

Theorem 10. If G1 and G2 be isomorphic bipolar

fuzzy graphs then, the degrees of their vertices are

preserved

Proof. Let h : V1 →V2 be an isomorphism from G1

to G2. By the definition of isomorphism,

µAP
1
(x) = µAP

2
(h(x)), µAN

1
(x) = µAN

2
(h(x)) for all x ∈

V1

degP(x)= ∑
y∈V1

µAP
1
(y) = ∑

y∈V1

µAP
2
(h(y)) = degP(h(x))

degN(x)= ∑
y∈V1

µAN
1
(y) = ∑

y∈V1

µAN
2
(h(y)) = degN(h(x)).

But, the converse of the above theorem is not

necessarily true, which is justified in the following

example.

Let us consider the two bipolar fuzzy graphs

G1 = (A1,B1) and G2 = (A2,B2) which preserve the

degree of vertices, but G1 and G2 are not isomorphic.

By routine computations, we have

deg(v1) = deg(u1) = (0.5,−1.1),
deg(v2) = deg(u2) = (0.5,−1),
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deg(v3) = deg(u3) = (0.4,−1.3). It is clear that G1

and G1 are not isomorphic.

7. Application of related theorems

A bipolar fuzzy set is an extension of Zadeh’s fuzzy

set theory whose range of membership degree is

[0,1]. In a bipolar fuzzy set, the membership de-

gree 0 of an element means that the element is ir-

relevant to the corresponding property, the member-

ship degree (0,1] of an element indicates that the el-

ement somewhat satisfies the property, and the mem-

bership degree [1,0) of an element indicates that

the element somewhat satisfies the implicit counter-

property. The bipolar fuzzy graph is a generalized

structure of a fuzzy graph which gives more pre-

cision, flexibility, and compatibility with a system

when compared with the fuzzy graphs. The natu-

ral extension of the research work on bipolar fuzzy

graph is µ−complement and self µ−complement

bipolar fuzzy graphs. These results can be applied in

database theory, neural networks, geographical in-

formation system roughness in graphs, roughness in

hypergraphs, soft graphs, and soft hypergraphs.

Fuzzy cognitive maps (FCMs) are used in sci-

ence, engineering, and the social sciences to repre-

sent the causal structure of a body of knowledge (be

it empirical knowledge, traditional knowledge, or a

personal view); for some examples. An FCM of the

type that we shall consider in this paper is described

by a set of factors and causal relationships between

pairs of factors. A factor can have a direct posi-

tive or direct negative impact (or both) on another

factor or on itself. In addition, a numerical weight

is assigned to each direct impact; these weights are

usually taken to be in the interval [0, 1]. Graph-

theoretic tools are used to analyze FCMs. In partic-

ular, algorithms for computing a transitive closure

of the FCM, from which all, not just direct, impacts

together with their weights can be read. Two models

can be constructed in the probabilistic model, the ab-

solute value of the weight of an impact is interpreted

as the probability that the impact occurs, while in the

fuzzy model, it is interpreted as the degree of truth.

In both cases, the FCM is represented as a bipolar

weighted directed graph; the definition of the transi-

tive closure, however, depends on the model.

Here busy vertices and free vertices in bipolar

fuzzy graphs are introduced to improve the solu-

tion of the problems. The problem of the proba-

bilistic transitive closure of a bipolar weighted di-

graph is a bipolar version of the network reliabil-

ity problem called s, t-connectedness (for all pairs

of vertices s and t). Some of these results men-

tioned in the paper will help the reduction-recovery

algorithm, complete state enumeration, the basic

inclusion-exclusion algorithm, and the boolean al-

gebra approach. This adaptation is far from trivial,

as care must be taken to generate not only directed

paths, but rather all minimal directed walks, and to

distinguish between positive and negative minimal

directed walks.

8. Conclusion

The vertices are the web pages available at the web-

site and a directed edge from page A to page B

exists if and only if A contains a link to B. The

bipolar fuzzy models give more precision, flexibil-

ity and compatibility to the system as compared to

the classical and fuzzy models. We have introduced

some properties of bipolar fuzzy graphs in this pa-

per. The concept of bipolar fuzzy graphs can be

applied in various areas of engineering, computer

science: database theory, expert systems, neural

networks, artificial intelligence, signal processing,

robotics, computer networks, and medical diagnosis.

In our future work, we will focus on isomorphism

properties on highly irregular bipolar fuzzy graphs

and define new operations on it. Also, we will study

the degree of a vertex in bipolar fuzzy graphs which

are obtained from two given bipolar fuzzy graphs G1

and G2 using the operations cartesian product, com-

position, tensor and normal product.

9. References

1. M. Akram, “Bipolar fuzzy graphs”, Information Sci-
ences, 181 5548-5564 (2011).

2. M.Akram and W.A.Dudek, “Regular bipolar fuzzy
graphs”, Neural Computing and Applications, 21,
197–205 (2012).

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

817



Bipolar fuzzy graphs with Categorical properties

3. K. R. Bhutani, “On Automorphism of fuzzy graphs”,
Pattern Recognition Lett., 9, 159-162 (1989).

4. R. Diestel, “Locally finite graphs with ends: A topo-
logical approach”, J, Basic theory, Discrete Mathe-
matics, 311, 1423-1447 (2011).

5. F. Harary, “Graph Theory”, third ed., Addison-Wesley,
Reading, MA (1972).

6. J. J. Hopfield, “Neurons with graded response have
collective computational properties like two-state neu-
rons,” Proc. Natl. Acad. Sci., 81, 3088–3092 (1984).

7. P. Komjath, J. A. Larson and N. Sauer, “The quasis
order of graphs on an ordinal”, Discrete Mathematics,
311, 1451–1460 (2011).

8. J. Lu, S. G. Li, X. F. Yang and W. Q. Fu, “Categorical
properties of M-indiscernibility spaces”, Theoretical
Computer Science, 412, 5902–5908 (2011).

9. J. N. Mordeson and P. S. Nair, “Fuzzy Graphs
and Fuzzy Hypergraphs”, Physica-Verly, Heidelberg
(2000).

10. A. Nagoorgani, and V. T. Chandrasekaran, “Free
noodes and busy nodes of a fuzzy graph”, East Asian
Math. J., 22 (20), 163-170 (2006).

11. A. Rosenfeld, Fuzzy graphs, in: L.A. Zadeh, K.S. Fu,
M. Shimura (Eds.), “Fuzzy Sets and Their Applica-
tions”, Academic Press, New York, 77–95 (1975).

12. H. Rashmanlou, S. Samanta, M. Pal and R. A. Bor-
zooei, “A study on bipolar fuzzy graphs”, Journal of
Intelligent and Fuzzy Systems, DOI 10.3233/IFS–
141333 (2014).

13. R. B. Richter, “Graph-like spaces: an introduction”,
Discrete Mathematics, 311, 1390-1396 (2011).

14. M. S. Sunitha and A. Vijayakumar, “Complement of
fuzzy graphs”, Indian J. Pure and Appl. Math., 33,
1451–1464 (2002).

15. S. Samanta and M. Pal, “Fuzzy planar graphs”,
IEEE Transaction on Fuzzy Systems, DOI
10.1109/TFUZZ.2014.2387875 (2015).

16. S. Samanta and M.Pal, “Fuzzy tolerance graphs”, In-
ternational Journal of Latest Trends in Mathematics,
1 (2), 57–67 (2011).

17. S. Samanta and M. Pal, “Fuzzy k-competition graphs
and p-competition fuzzy graphs”, Fuzzy Inf. Eng., 5
(2), 191–204 (2013).

18. S. Samanta and M. Pal, “Fuzzy threshold graphs”,
CIIT International Journal of Fuzzy Systems, 3 (12),
360–364 (2011).

19. S. Samanta and M. Pal, “Bipolar fuzzy hypergraphs”,
International Journal of Fuzzy Logic Systems, 2 (1),
17–28 (2012).

20. S. Samanta and M. Pal, “Irregular bipolar fuzzy
graphs”, Inernational Journal of Applications of
Fuzzy Sets, 2, 91–102 (2012).

21. S. Samanta and M. Pal, “Some more results on bipo-
lar fuzzy sets and bipolar fuzzy intersection graphs”,
The Journal of Fuzzy Mathematics, 22 (2), 253–262
(2014).

22. S. Samanta, M. Akram and M. Pal, “m-step fuzzy
competition graphs”, Journal of Applied Mathematics
and Computing, 47, 461-472 (2015).

23. S. Samanta, T. Pramanik and M. Pal, “Fuzzy colour-
ing of fuzzy graphs”, Afrika Matematika, DOI
10.1007/s13370-015-0317-8 (2015).

24. A. Shannon, K. T. Atanassov, “A first step to a the-
ory of the intuitionistic fuzzy graphs”, in: D. Lakov
(Ed), Proceeding of FUBEST, Sofia, Sept, 28–30, 59–
61 (1994).

25. A. Shannon and K. T. Atanassov, “Intuitionistic fuzzy
graphs from α−,β−, and (α,b)−Levels”, Notes on
Intuitionistic Fuzzy Sets 1 (1) 32–35 (1995).

26. A.A. Talebi and H. Rashmanlou, “Isomorphismon on
interval-valued fuzzy graphs”, Annals of Fuzzy Math-
ematics and Informatics, 6 (1, 47–58 (2013).

27. D. W. Tank and J. J. Hopfield, “Simple ‘neural’ op-
timization networks: An A/D converter, signal deci-
sion circuit, and a linear programming circuit,” IEEE
Trans. on Circuits and Systems, 33, 533–541 (1986).

28. L.A. Zadeh, “Fuzzy Sets”, Information and Control,
8, 338–353 (1965).

29. L.A. Zadeh, “Similarity relations and fuzzy order-
ings”, Information Sciences, 3 (2), 177–200 (1971).

30. L.A. Zadeh, “Toward a generalized theory of uncer-
tainty (GTU) an outline”, Information Sciences, 172,
1–40 (2005).

31. W.R. Zhang, “Bipolar fuzzy sets and relations: a
computational framework for cognitive modeling and
multi agent decision analysis”, Proceedings of IEEE
Conf., 305–309 (1994).

32. W. R. Zhang, “Bipolar fuzzy sets”, Proceedings of
FUZZY-IEEE, 835–840,(1998).

33. J. Zhang and X. Yang, “Some properties of fuzzy rea-
sonong in propositional fuzzy logic systems”, Infor-
mation Sciences, 180, 4661–4671 (2010).

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

818


