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Bistatic Synthetic Aperture Target Detection and
Imaging With an AUV

Joseph R. Edwards, Henrik Schmidt, and Kevin D. LePage

Abstract—The acoustic detection and classification of com-
pletely and partially buried objects in the multipath environment
of the coastal ocean presents a major challenge to the mine coun-
termeasures (MCM) community. However, the rapidly emerging
autonomous underwater vehicle (AUV) technology provides
the opportunity of exploring entirely new sonar concepts based
on mono-, bi- or multi-static configurations. For example, the
medium frequency regime (1–10 kHz) with its bottom penetration
advantage may be explored using large synthetic apertures,
where acoustic information is accumulated over a series of
sonar pings. The performance of such approaches is highly
dependent on accurate platform navigation and timing, which
poses a significant challenge to AUV developers, particularly
because the navigation procedures are themselves dependent on
the complicated multipath acoustic environment. Data from the
GOATS’98 experiment have been analyzed to investigate the
feasibility of combining seabed scattering data from consecutive
pings of a fixed parametric source to form a bistatic synthetic
aperture for target localization and imaging with an AUV based
receiving platform. The paper describes different levels of bistatic
processing including both incoherent and coherent beamforming
and very large aperture interferometric approaches, and the
associated performance tradeoffs are discussed.

Index Terms—Autonomous underwater vehicles, bistatic, buried
targets, mine countermeasures, synthetic aperture sonar.

I. INTRODUCTION

A high coverage rate is desirable for operational mine
countermeasures (MCM) detection and classification. In

shallow and very shallow water (VSW), mines can be either
proud, buried, or partially buried, depending on the environ-
mental conditions. Classical MCM sonar systems operate at
a high frequency, typically kHz, to provide a resolution
adequate for the acoustic imaging that is the basis for target
classification. Except for a few pathological cases, the environ-
mental acoustics does not allow these sonars to detect targets
completely buried in the seabed at standoff ranges beyond
critical, which for typical seabeds amounts to a few times the
sonar altitude. This in turn severely limits the coverage rate of
such systems against buried mines.

The generic ocean array technology sonar (GOATS) con-
cept uses a fleet of small autonomous underwater vehicles
(AUVs) cooperating in a volumetric mapping of the acoustic
scattering from proud or buried targets. It is specifically aimed
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Fig. 1. GOATS concept for concurrent detection and classification of seabed
targets using a network of AUVs for forming a multistatic synthetic aperture.
The master vehicle is insonifying the seabed from off-shore, connected with the
receiver vehicle network using a high-bandwidth communication and navigation
network. The multistatic synthetic aperture processing is applied for detection
while the mapping of the 3-D scattered field is used for classification.

at expanding the coverage rate for shallow and VSW MCM by
performing concurrent detection and classification of proud and
buried targets, exploring the unique three-dimensional (3-D)
spatial and temporal features of low- to mid-frequency target
scattering. A potential application of GOATS is illustrated in
Fig. 1. One AUV insonifies the VSW seabed from off-shore
with a powerful mid-frequency source such as a parametric
sonar. The scattered field is measured by a formation of small
AUVs equipped with acoustic arrays. The data are preprocessed
and transmitted via a high-bandwidth communication capa-
bility to the master vehicle where the data from the multiple
receiver platforms are combined to create a seabed image, as
well as a 3-D map of the target scattering, which then forms the
basis for both detection and classification.

There are several fundamental scientific and applied
technology issues that must be resolved before the MCM
performance of the GOATS concept can be evaluated. Among
these unresolved issues are characterization of the mid-fre-
quency (1–10 kHz) insonification regime, extension of sonar
processing techniques to bi-static and multi-static scenarios,
and optimization of information processing for the robust
detection and classification of man-made objects. The use of
the mid-frequency regime is of necessity for adequate bottom
penetration [1], but it also provides additional information
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Fig. 2. GOATS’98 experimental geometry. A TOPAS parametric source is
mounted on a tower which may be relocated along a horizontal rail to change
angles of incidence on the seabed targets. A fixed 128-element horizontal
hydrophone array was suspended 5 m over the targets for fixed bistatic
measurements, while an AUV equipped with a receiving array and acquisition
system was used as a moving receiver platform, creating synthetic apertures at
different offsets from the target field.

for classification by exciting frequency-dependent responses
of the target. Bi- and multi-static scenarios complicate the
data processing significantly, but they also increase the survey
coverage rate and provide additional target information by
measuring aspect-dependent responses of the target. Both of
these results can be regarded as forms of data diversity, which
may be used as an aid in cases where traditional high-frequency
monostatic imaging fails. In sonar applications, there has been
relatively little study of alternative techniques for buried target
classification, although some laboratory-based studies have
shown promise [2]–[4]. Data diversity techniques have been
effectively employed in the buried landmine case [5], [6],
where, as in the underwater case, the imaging wavelength is on
the order of the target size.

This paper details some early findings from this research
project, based on data acquired with an AUV-borne acoustic
acquisition system in the GOATS’98 experiment. This experi-
ment was carried out at Marciana Marina, Elba Island, in May
1998 to investigate various aspects of the GOATS concept,
including fundamental seabed penetration physics, use of
seismic sources, and navigation and control performance for
AUVs in VSW.

II. GOATS’98 BISTATIC IMAGING EXPERIMENT

During the bistatic imaging phase of the GOATS’98 exper-
iment, a stationary source was used to insonify a patch on the
seafloor that contained a known target field (Fig. 2). The source
used was a topographic parametric sonar (TOPAS), which pro-
vides a highly directive beam on a given patch of the seafloor.

Fig. 3. Layout of the target field for GOATS’98. Five targets were deployed,
three empty spherical shells, half-buried (S3), flush-buried (S2), and completely
buried (S1), respectively. In addition, two water-filled cylindrical shells were
flush buried, at aspects of 90(C1), and 45 (C2), respectively. The targets
were deployed such that they could be insonified at angles above and below the
critical grazing angle of approximately 24[7]. Here the horizontal line array
is shown in a quasi-monostatic configuration.

A receiver array mounted on an AUV was used to sample the
scattered field. The experiment was performed in an area close
to shore with a water depth of 14 m and a sandy seabed. The
sound velocity profile of the water column was a nearly uni-
form 1520 m/s.

A. Source

The TOPAS sonar is a parametric source with a secondary
frequency band of 2–16 kHz. The source level in the secondary
frequency band is 201 dre Pa m. This relatively low
frequency band was chosen for improved seabed penetration,
which in turn enhances the buried target detection capability.
Although reduction in frequency obviously increases penetra-
tion at super-critical angles, the more interesting regime for
rapid mapping is subcritical insonification, which has been
shown to provide significant evanescent wave field penetration
in this frequency range [7]. The source transmitted a series of
pings at a repetition period of 300 ms, with each ping being a
broad-band Ricker wavelet with a center frequency of 8 kHz.

As illustrated in Fig. 2, the parametric projector was
mounted on a 10-m-tall tower that could be repositioned along
a 20-m-long rail on the seabed to allow target insonification
at grazing angles below as well as above the critical angle of
approximately 24 for penetration into the seabed [7]. During
the experiment, both sub- and super-critical insonification an-
gles were tested, but the current work concerns only subcritical
grazing angles.

B. Target Field

Five targets of various geometry and burial conditions were
deployed in a relatively smooth portion of sandy seabed, in an
area 10–20 m from the end of the TOPAS rail, as shown in
Fig. 3. The targets included three air-filled spherical steel shells
with a diameter of 1 m and a wall thickness of 3 cm. One was
half-buried (S3), one flush-buried (S2), and one was buried 0.9



692 IEEE JOURNAL OF OCEANIC ENGINEERING, VOL. 26, NO. 4, OCTOBER 2001

Fig. 4. Odyssey II AUV equipped with an 8-element array in a “swordfish”
configuration. The element spacing is 10 cm. A dedicated acquisition system
is mounted in the center bay of the vehicle, with data stored on disk for
post-processing.

Fig. 5. AUV track over the target field.

m below the surface (S1) at its center. In addition, two steel
cylinders were flush-buried at aspect angles of 90(C1) and 45
(C2), respectively. The 2-m-long and 50-cm-diameter cylinders
were both water-filled and had a shell thickness of 6 mm.

C. Autonomous Underwater Vehicle

The AUV used as a receiver platform was an Odyssey II AUV
equipped with a linear acoustic array in a “swordfish” config-
uration, as can be seen in Fig. 4. The array consisted of eight
omnidirectional hydrophones linearly spaced with m,
which corresponds to the sampling at 7.5 kHz. The apparent
undersampling is mitigated by the fact that the array is not re-
quired to steer over the full 180 degree half-space.

The AUV was programmed to perform a “lawn-mower”
survey over the target field, with the actual AUV track indicated
by the the lines crossing the target field in Fig. 5. The AUV was
navigated using an 8–12-kHz-long baseline (LBL) acoustic
navigation system to travel between way-points alternating
between the two sides of the target field. It used the LBL
to update its position and adjust the trajectory every 10 s.
The numbers on the AUV track indicate the vehicle position

when the LBL navigation cycle was initiated. The navigation
cycle was interleaved with the TOPAS transmissions to avoid
mutual interference. To synchronize the transmissions with the
navigation cycle, the LBL interrogation pulse was detected by
the TOPAS receiver electronics, triggering a 7-s ping sequence
after a 3-s delay. Thus, only 7 s of data were available for SAS
processing in each navigation cycle, corresponding to a 7-m
synthetic aperture.

III. T HEORY

In a littoral environment, the returns from a given source in-
clude the direct return and several types of correlated multi-
path returns. Highly correlated multipath returns can be used co-
herently to improve detection and classification capability. The
sea surface, however, cannot generally be assumed to be stable
enough for consistent highly correlated multipath returns. A fur-
ther consequence of working in shallow water is increased rever-
beration noise. The low frequencies required for seabed penetra-
tion serve to increase the reverberation time. This effect limits
the pulse repetition rate of the sonar to a lower rate than would
otherwise be possible at such short range.

A. Signal Characterization

In this study, a simple linear system model is used to repre-
sent the signal path. Thus, the received signal is modeled in the
time domain as a convolution of the input signal with a series
of filters, including the medium impulse response, the target re-
sponse, and the transmitter and receiver beampatterns. In the
monostatic case, an echo return can then be written as [8]

(1)

where is the source signal, is the impulse response
of the time-invariant medium, is the impulse response
of scatterer , is the level of the projector beampattern
in the direction of scatterer, and is the level of the
receiver beampattern in the direction of scatterer.

In the GOATS’98 scenario, the receiver is not at the source
position, and the bistatic response of the target must therefore
be considered. Analysis of the resulting signal return is greatly
complicated by this fact. The source angle remains the same,
but there is now a receiver angle that is not in the same plane
as the receiver in general. With these considerations, the linear
system model of the received signal then becomes

(2)

where the superscripts and correspond to the receiver
and the source, respectively.

For imaging purposes, the echo return will be assumed to be
the result of a simple environmental model that includes only a
direct and a surface-reflected return from each scatterer. Within
this model, several assumptions will be applied, as listed below.
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• Only the scatterers in the main lobe of the projector con-
tribute, i.e., .

• The scatterers do not fluctuate with time, due to the sta-
tionary projector.

• The sea surface behaves as a pressure-release plane
boundary.

• The bistatic scattering strengths of the direct and surface-
reflected returns are approximately equal for each scat-
terer.

These assumptions can be used to recast the echo return
model into the following form:

(3)

where is the scattering strength of scatterer, and
indicate the time delays of the direct and surface-reflected re-
turns, and the projector to target scatterer, target scatterer to re-
ceiver, target scatterer to sea surface, and sea surface to receiver
straight line distances are indicated by , , ,

and , respectively.
From this point, the generation of the image data is straight-

forward. Given the receiver position, the receiver is focused
on a patch centered on the desired scatterer. The receiver
beampattern is then approximately unity in the region of the
scatterer. The scattering coefficient is then extracted by a
matched filtering process, using the environmental model to
form the matching filter. This extraction is implemented as
an inner product between the measured signal and the return
replica :

(4)

Finally, if the array aperture spans an angular region over
which the bistatic scattering strength is nearly constant, the re-
sult is equivalent to the canonical monostatic image, except that
the image is evaluated at some fixed bistatic angle.

B. Vehicle Navigation

Navigation of the AUVs is perhaps the most critical limiting
factor for precise imaging in the GOATS scenario. There are two
methods of navigation used by the AUV, which can be classified
by scale. Theglobal navigation is performed by AUVs using a
variety of systems, such as inertial navigation systems (INS),
Doppler-Velocity Logs (DVL), or an acoustic system such as
the LBL system used in GOATS’98, all in combination with
GPS while surfaced. Thelocal navigation is accomplished by
a self-navigation process based on the acoustic data, and both
methods come into play in the processing decision.

The global fix navigation is the more straightforward con-
sideration of the two. Between the 7-s acoustic acquisition pe-
riods, the LBL network provides a global position estimate with
estimated error bounds. However, the current technology, and
likely the technology for some time to come, does not allow a

global position estimate accuracy on the order of the acoustic
wavelength needed for acoustic array processing. Consequently,
the use of LBL navigation is limited to anchoring the image in
space, and coherent processing based on global navigation alone
is not considered here.

The local navigation, often termed “micro-navigation,” pro-
vides a much finer position estimate. However, the micro-nav-
igation provides only relative positions, and as such the posi-
tional uncertainty increases with time. It is clear that the error
will, at some point, reach a level such that coherent processing
can no longer be implemented in a robust manner. In this case, it
makes sense to micro-navigate until the error reaches the order
of the LBL network, thus maximizing the amount of acoustic
data, and then initiate an LBL cycle. The full micro-navigated
array can then be segmented into coherent parts.

Sonar self-navigation techniques generally rely on the coher-
ence (or lack thereof) of the return from the insonified patch, and
fall into two categories:target-based andreverberation-based
navigation. Target-based navigation relies on the availability of
a strong, well-placed target (or targets) and large, high-resolu-
tion apertures. Neither of these requirements are in place for
general AUV applications.

Reverberation-based navigation instead relies on having
a large number of independent scatterers of roughly equal
magnitude to generate a signal return that is nearly uncorrelated
in space. The self-navigation technique used in the current
work is based on the displaced phase center antenna (DPCA)
approach commonly used for monostatic synthetic aperture
sonar (SAS). This method has been shown to compensate for
positional errors and array calibration errors simultaneously
[9].

1) The DPCA Method:In the traditional DPCA approach,
the displaced phase centers of the quasimonostatic array are lo-
cated midway between the source and receiver. Each displaced
phase center behaves as a single purely monostatic source/re-
ceiver element. If the platform, which includes source and re-
ceiver in the monostatic case, moves less than 1/2 of the physical
receiver aperture length between ping receptions, then there will
be overlap between the received signals. This region of overlap
is then used to determine the trajectory of the vehicle to sub-
wavelength accuracy.

For general bistatic sonar, the displaced phase center ap-
proach is invalid, because the displaced phase center cannot
be considered a single purely monostatic source/receiver
element. The representation of the displaced phase centers
as monostatic elements arises from Crispin’s monostatic to
bistatic equivalence theorem (MBET) approximation, which
states [10] that the bistatic scattering cross sectionis the
monostatic scattering cross section evaluated at half the
bistatic look angle , i.e.,

(5)

This theorem is valid for simple objects with a bistatic look
angle less than 10, which may be violated by general
bistatic sonar.

However, with restricted source motion, the technique is
easily extended. With the stationary source in the GOATS’98
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experiment, theactual receiver positions can be used in the
place of the displaced phase centers. An overlap in the phys-
ical receiver aperture corresponds to an overlap in the data.
The platform velocity can then be as high as a full physical
receiver aperture length between ping receptions. With this
modification, the along-track motion estimate is the same as
in the monostatic case. Cross-track motions will vary from
the monostatic case, as they will generally be functions of the
bistatic reflection and the receiver angle.

2) Along-Track Micro-Navigation:The simplest micro-
navigation method is the estimation of platform velocity. Its
original formulation was for the purpose of estimation of ship
speed [11]. The nominal platform velocity and the pulse
repetition period are chosen such that there is significant
overlap of the physical receiver aperture between consecutive
receptions. Then the sensors at which there is a maximum
correlation between the reverberation returns indicate the
platform velocity. For a linear array, we can write

(6)

where corresponds to the distance along the physical array
between the sensors with maximum correlation across the con-
secutive pings. This estimate can be considered a 1-D naviga-
tion, as it estimates only the along-track translation of the sonar
platform.

3) Cross-Track Micro-Navigation:Cross-track micro-navi-
gation encompasses the remaining two dimensions of platform
motion, including translation and rotation in both planes. Most
common micro-navigation methods in SAS imaging restrict the
motion estimate to the slant-range plane, referring to the pro-
jected translations and rotations as sway and yaw, respectively.
Theoretical studies have have shown that effective 2-D micro-
navigation with the DPCA method requires phase difference es-
timation within a small fraction of the characteristic wavelength
[12]. In particular, the fact that the yaw estimate is dependent
on the individual sway estimates causes a high error variance,
and a bias in the resulting micro-navigation. Despite this high
sensitivity, the 2-D micro-navigation technique has been proven
effective in at-sea experiments with towfish [13].

Sway estimation can normally be extracted from the velocity
estimate with minimal computational cost. In the monostatic
case, it is simply the time lag of the maximum correlation co-
efficient between consecutive pings multiplied by the medium
wave speed. The hardware at the time of the GOATS’98 exper-
iment did not provide a reliable source trigger synchronization
with the data acquisition system, so the sway estimate was not
possible.

C. The Bistatic Effect

Classical imaging is optimized for detection, and it averages
out any frequency or angular diversity in the data [8]. Monos-
tatic SAS will generally provide a better imaging performance,
but this property is not useful in cases where the image resolu-
tion is insufficient for classification. Detection without classi-
fication results in unacceptably high false alarm rates in sonar
mine hunting applications.

Fig. 6. Scattered field of the flush-buried cylinder measured by the HLA.
The backscattered signal is 10–15 d� less than that scattered near 90.
The distinctive shape of the scattered field can also be used as a clue for
classification.

The bistatic nature of the GOATS geometry is in some ways
inconsistent with the concept of imaging. Bistatic measurements
are spread over a range of bistatic angles, and as such the re-
moval of the propagation effects leaves a scattering strength that
is a function of receiver position, i.e., the image is created using
an inconsistent basis. However, it is precisely this property that
may give the bi- and multi-static configurations their potential
for concurrent detection and classification. The SAS platform
motion techniques remain very important to preserve coherence
of the bistatic data, but alternative processing techniques are re-
quired to preserve the data diversity that is critical for classifi-
cation.

Spectral and angular diversity for classification purposes have
not yet been fully exploited, but the preliminary analysis pro-
vides evidence that each of these and their combination can pro-
vide important classification clues. For example, a fixed hori-
zonal line array (HLA) was also used in the GOATS’98 ex-
periment to measure the scattered field from the targets. The
strongly aspect-dependent field of the cylinder C2 under sub-
critical insonification, as measured by the HLA, is shown in
Fig. 6. Such aspect-dependence provides a basis for interest in
bistatic classification.

D. Coherent and Incoherent SAS

For the maximization of the signal-to-noise ratio (SNR) and
resolution of the synthetic aperture, coherent processing is obvi-
ously desirable. Incoherent signal processing is generally only
used when environmental parameters disallow confidence in co-
herent processing. In the GOATS scenario, there are several rea-
sons that a reduction in SNR and resolution may be accepted in
favor of an incoherent approach. However, coherent processing
should be used as much as possible while maintaining a robust
and computationally efficient system. Accuracy, simplicity and
robustness must all be considered in the AUV application. With
these in mind, some of the significant factors contributing to the
coherent vs. incoherent processing decision are outlined in this
section.
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Fig. 7. Relationship between the surface reflected return and the direct return
from S3, pass 23–27. The pass limits correspond to the numbers in Fig. 5.
The upper frame is the correlation coefficient, the center frame is the decibel
difference in the peak amplitudes, and the lower frame is the lag (in samples)
between the returns.

In considering buried or elastic targets (or in this case both),
there will be returns that are delayed or advanced relative to
the assumed straight ray propagation through a water medium.
These returns will tend to sum out as noise in near-field pro-
cessing. However, they also contain information about a relevant
target, so eliminating them through beamforming will result in
a loss of information useful for both detection and classifica-
tion. This information loss could be inconsequential if the target
is easily detectable, or it could be extremely significant, as in
cases where the direct return either does not exist or is masked
by a stronger scatterer. Incorporating an unknown seabed and
unknown elastic returns coherently would require iterating over
possible medium properties, as in matched field processing [14],
or over the depth dimension, as in seismic migration [15]. An in-
coherent approach may allow robust imaging over the medium
with small changes in the propagation paths, caused either by
elastic delays or medium sound velocity changes. Coherent pro-
cessing begins to degrade detection capability of delayed returns
once the aperture reaches a length at which range information
cannot be ignored. As such, a likely choice would be to limit the
coherent processing to plane-wave beamforming.

Several other sources of received signal incoherence have not
been investigated in this work. Temporal and spatial nonstation-
arity effects are neglected, as the VSW waveguide is assumed
to be well mixed and the ranges involved are very short, on
the order of 10 m. The loss of coherence due to the cumula-
tive micro-navigation error is not quantitatively considered due
to hardware limitations at the time of the experiment, although
it may be of significant magnitude.

IV. GOATS’98 SYNTHETIC APERTUREPROCESSING

A. Surface Reflection Coherence

In a multipath environment, it is often possible to use known
coherent returns as an imaging aid. In the GOATS’98 scenario,
multipath arrivals resulting from the sea surface reflection are
known to exist, but the extent to which they are coherent with
the direct arrivals is unknown. The most simplistic model of the
sea surface is as a flat pressure-release boundary that reflects

(a)

(b)

Fig. 8. (a) Maximum correlation coefficient between the patch returns
measured by sensors on the physical aperture, pass 23–27. The blank sections
are during the LBL cycle. (b) The corresponding vehicle velocity estimate.

the incident wave 180out of phase. However, waves and other
disturbances at the ocean surface will cause a degradation in the
coherence and arrival time of the surface-reflected returns. It is
therefore useful to investigate the coherence of the surface-re-
flected returns to determine whether they can be used in a co-
herent or incoherent processor. Otherwise, these returns become
strictly noise.

Fig. 7 illustrates the stability of the surface-reflected return
from the half-buried sphere during one full pass of the AUV,
which includes 115 pings over 50 s. The upper frame a shows
the correlation coefficient between the direct and the surface-re-
flected returns. The correlation is consistently around0.7, a
fairly high magnitude, and the sign is as expected for a pres-
sure-release boundary. The center frame shows the peak sound
pressure difference between the two returns. The two are con-
sistently within 3 of each other, which indicates that the as-
sumptions made about the bistatic return will be valid. It is not
surprising that the bistatic angle between the returns does not
have a significant impact on the reflection coefficient for the
spherical target. The lower frame shows the time difference be-
tween the two returns (in samples). This difference appears to
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Fig. 9. Schematic diagram of the image generation algorithm. The aligned
synthetic aperture datas(t; ~x ) are split into spatial blocks. The data in each
block are then coherently focused on the current pixel(i; j). The output of
the coherent processor,s(t; ~x ), is the collection of the steered time series,
one for each coherent block. This output is then passed to an incoherent
matched filtering process. The matched filter,R (�t; ~x ), is the expected
direct reflection plus surface bounce from the current pixel. The output of the
incoherent processor is the image intensity at the given pixel,K .

be fairly smooth, in spite of the fact that the time of arrival of
the surface reflection is very sensitive to several uncertain pa-
rameters, such as the proximity of the AUV, source and target,
the uncertainty in the receiver position, and the bistatic nature
of the problem. The oscillation of the times of arrival corre-
sponds to a peak to peak wave height of only 35 cm, but this is
enough to preclude coherent inclusion of the surface-reflected
return without more advanced processing techniques than are
presented here.

B. Patch Coherence and Vehicle Navigation

The coherence of the insonified patch returns can be seen as
a measurement of the radiated power spectrum at a given angle
[16]. The angle of arrival can affect the ability of the AUV to
navigate based on the patch returns. For example, if the patch is
at end-fire, the signals arriving on the AUV array will be nearly
perfectly correlated. The AUV maintains a receiving angle with
the patch within a range of to avoid this problem. The
maximum correlation coefficient between patch returns on the
physical aperture is shown in the upper frame of Fig. 8, for the
same pass as in the above section. The patch correlation coeffi-
cients show that the returns are correlated significantly over 2 to
3 sensor spacings, corresponding to a seabed correlation length
of approximately 40 cm [17].

The lower frame shows the vehicle velocity estimate for the
same pass of the target field, calculated with (6). The nominal
AUV velocity is 1 m/s, and it can be seen that the velocity esti-
mate indicates that the vehicle was slowing from a higher speed
down to the nominal velocity. This was in fact the case, as this
pass is the first pass of the run, and the AUV was slowing from
its approach speed down to its mapping speed.

C. Target Detection and Imaging

The data were first aligned using a linear motion assumption,
i.e., using the 1-D micro-navigation technique described above.
This process resulted in a straight linear synthetic array. Due to

Fig. 10. Extremes of the imaging process, file 25. The SAS extends from the
origin to x � 6:7 m along thex axis. (a) Fully incoherent image. (b) Fully
incoherent image with the half-buried sphere time-gated out. (c) Fully coherent
image. (d) Fully coherent image with the half-buried sphere time-gated out.

hardware limitations in the GOATS’98 experiment, the time of
the source trigger then had to be determined by a least squares
fit of the hyperbolic return times of a known strong scatterer in
the data.

Once the synthetic aperture data is assimilated and aligned,
the imaging process is an inversion to calculate the reflection
coefficient at a given pixel . The general form of the algo-
rithm that is used for the GOATS’98 data is shown schemati-
cally in Fig. 9. The aligned synthetic aperture data at all sensor
positions are divided spatially into blocks that are passed
into a coherent processor or beamformer. The coherent pro-
cessor effectively reduces the number of elements to be passed
through the incoherent processor by replacing each block with a
single beamformed response at each block phase center, which
are located at points . The squared amplitude of the output
of the coherent processor is then passed through an incoherent
matched filter, where the matched filter for receiver elementis
denoted as and is derived from the signal model in (3),
i.e.,

(7)

where the time delays and ranges are calculated for each posi-
tion . The result of the imaging algorithm will in general be
an average of the reflection coefficient over the range of bistatic
angles included in the synthetic aperture. For a consistent basis
of comparison, all images shown are from a single 7-s data file,
which includes 23 pings. The file corresponds to the line from
’25’ to ’26’ in Fig. 5. The insonification grazing angle is subcrit-
ical (18.7 ) and the receiver grazing angle is supercritical (35).

1) Incoherent and Coherent SAS Imaging:One extreme
of the imaging algorithm is to bypass the coherent processing
block altogether and incoherently sum all of the channels in the
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synthetic aperture. The image value at pixelcan be expressed
in this case as

(8)

where is the number of elements in the SAS, is the signal
replica for element , and is the measured echo return at
element . In this case, a signal replica is produced for each el-
ement and the matched filter outputs are summed incoherently.

The use of the surface-reflected multipath return in the inco-
herent processing generates image side-lobes ofd , which
can allow a strong scatterer to mask other targets. Due to the cir-
cular ambiguity of each sensor, a very long aperture is needed to
localize a target. This method was applied to the 7-m synthetic
aperture, and the resulting image can be seen in upper left of
Fig. 10.

In this figure, it can be seen that the half-buried sphere is
clearly detected. However, the sphere image has two significant
side-lobes in range, one of which masks the image of the flush-
buried sphere, S2. This is a major limitation of the incoherent
matched filter approach. The simplest, although not necessarily
the most robust, way around this is to simply remove bright
scatterers from the data. The upper right image is created by
time-gating to remove the returns from S3. Once S3 is removed
from the data, S2 can be seen in the image much more clearly
than it can be seen in the physical aperture data, although it
appears to be located further from the receiver than expected.

The lower images show the other extreme in the imaging al-
gorithm, which is to use all of the information possible for co-
herent imaging. In this case, the image value at pixelis given
by

(9)

where is the signal replica at the SAS phase center,is the
total number of elements in the SAS, and is the time delay
of the return on element from pixel relative to the return at
the phase center. In this case, echoes are delayed by the proper
amount to focus on the given pixel, and then the inner product is
taken with a single incoherent matched filter at the SAS phase
center to extract the image value. The coherent processing is
performed in time domain due to the broadband nature of the
signal.

The synthesized array then is focused in range and azimuth,
so the accuracy of the data alignment becomes more important.
The inclusion of range information causes returns that do not
fit the standard imaging model to destructively interfere, as is
illustrated in the images. The return from the buried target, S2,
appears to be a mode of the sphere, which is delayed and there-
fore not properly focused in the image. The direct return is not
apparent, and in fact may not exist due to the evanescent in-
sonification. Although the target can still be seen in the image,
the detection capability is slightly degraded by focused coherent
processing. While fully coherent processing would seem to be
the optimal way to extract the most information from the SAS,

Fig. 11. Balancing coherent and incoherent processing, run 25. The SAS
extends from the origin tox � 6:7 m along thex axis. (a) Plane wave
beamforming on the physical apertures. (b) The same as (a), with S3 time-gated
out. (c) Plane wave beamforming on 5-ping apertures. (d) The same as (c),
with S3 time-gated out.

it is more sensitive to geometrical or data alignment uncertain-
ties than is incoherent processing.

2) Coherent–Incoherent SAS Compromise:In the case of
the GOATS’98 dataset, there is no way to know the cumula-
tive navigation error along the synthetic aperture, due to the
hardware limitations mentioned previously. In future work, the
navigation error will be quantifiable, and it will be possible to
balance the micro-navigation error with the length of coherent
aperture. Here, the length of the synthetic aperture segment for
coherent processing is chosen based on other concerns. With
the mixed processing, the image value at pixelis given by

(10)

where is the number of coherent processing blocks and
is the number of elements in block. The elements within the
coherent block are delayed and summed to focus on the given
pixel, and then the inner product is taken with a matched filter
evaluated at the phase center of the block. This process is re-
peated for the blocks, and the results are summed incoher-
ently. The block length can be decided based on the desired bal-
ance between coherent and incoherent processing.

The most obvious balance to be applied is to coherently
process the receptions along the physical aperture, since the
relative sensor position error is small and known. The physical
aperture can be steered toward each pixel, then the steered
physical aperture returns can be summed incoherently with
the multipath arrival. This process minimizes the effect of the
micro-navigation error. The images created with this method
are shown in the upper half of Fig. 11. These images show that
the angular resolution is significantly improved, and the buried
target is slightly more readily detectable.

Although the cross-track motion in the current data set is un-
known, the micro-navigation proved to be fairly accurate based
on the coherent imaging results. Because of the apparent ac-
curacy in the synthesized array positions, it is not necessary to
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limit the coherent processing to only the physical array. Another
reasonable balance can be met by choosing the aperture length
such that it is maximized within the constraint that plane-wave
beamforming can be applied. The maximum length of the array
with this criterion is about 2.4 m or a 5-ping aperture. Using
exclusively plane wave processing reduces the computation re-
quirement and eliminates the problem of defocusing returns that
arrive later or earlier than expected. This choice of aperture re-
sults in the images shown in the lower half of the figure. In this
case, both of the insonified targets can be seen. The incoherent
matched-filtering side-lobes remain a problem, but this method
appears to be optimal for creating an accurate image.

V. CONCLUSION

Bistatic imaging for detection and localization of buried and
elastic targets with the use of an AUV platform has been in-
vestigated. First, the data coherence and ability of the AUV to
self-navigate were demonstrated, highlighting the abilities and
limitations of the current technology. The self-navigation capa-
bility and data coherence establish the AUV as a viable bistatic
imaging platform. Several image generation methods were em-
ployed and evaluated on their merits with the view of robust and
computationally efficient applications to the AUV. The primary
competing criteria for synthetic aperture length were found to
be resolution and focusing. The aperture should be as long as
possible to maximize resolution, but focusing effects accentuate
mismatch on returns from elastic and buried targets. It was found
that a balance of maximizing the length of the array while main-
taining plane wave processing provided the best imaging results
and minimized information loss.
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