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Abstract—We describe and experimentally demonstrate auto-
mated identification of optical modulation formats exclusively from
physical-layer signal characteristics. The system identifies the data
encoding as on–off keyed versus binary or quadrature phase-shift
keyed, as well as auxiliary modulation profiles. The symbol clock
rate and optimal dispersion compensation are also determined.
We have validated this system with over 1500 test cases. These are
enabling functionalities for a universal optical receiver and for a
cognitive optical network architecture that optimizes utilization of
available optical bandwidth. We demonstrate the capabilities of the
system using a wavelength division multiplexed signal consisting of
19 channels, with multiple modulation formats and widely varying
dispersions, signal strengths, and optical signal-to-noise ratios.

Index Terms—Coherent communications, fiber optics commu-
nications, optical modulation.

I. INTRODUCTION

T
HE recent development of optical communications re-

ceiver technologies based on coherent detection, com-

bined with high speed digitization and digital signal processing

(DSP) [1], [2], promises to revolutionize the field of optical com-

munications. The approach enables the application of DSP tech-

niques for optimization of the signal channel, including optimal

matched filtering, compensation of linear signal impairments

(chromatic and polarization mode dispersion), and potentially

compensation of certain nonlinear impairments [3]–[6]. The

technology also enables development of a universal optical re-

ceiver capable of demodulating a wide variety of optical data

signals in the digital domain using a single set of optical and

digitization hardware [7].

This latter capability is analogous to that of receivers

for software-defined radio systems [8]. Similarly, it enables
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cognitive optical networking (CON) architectures [9], analo-

gous to cognitive RF networks [10], using on-the-fly alloca-

tion of data rates and modulation formats [11] negotiated be-

tween transmitter and receiver to optimize bandwidth utiliza-

tion [12]–[14]. A key requirement for CONs is the ability to

identify the data modulation format and any important transmis-

sion impairments directly from the received signals [8], [15]. At

a network node, this capability serves the critical function of

cueing optimal demodulation algorithms, and also serves as a

line monitoring function for management of channel and band-

width allocations within the optical domain [16].

In this paper, we describe and experimentally demon-

strate blind identification of the modulation format for wave-

length division multiplexed (WDM) signals across the C-band

(1530–1560 nm). For each channel, the detected signal is ana-

lyzed to determine the symbol rate and to identify the optimal

dispersion compensation. The modulation format is then identi-

fied from among fifteen possible combinations of data encoding,

auxiliary modulation, and alternative implementation methods.

We have verified that the format identification (FID) algorithms

are tolerant to a wide range of optical signal-to-noise ratios

(OSNRs from 9 to >30 db·0.1 nm) and are principally limited

by the analog bandwidth of the digitizer.

We note that the requirements for blind identification of mod-

ulation format are somewhat different from the requirements for

a coherent receiver optimized for demodulating a specific for-

mat. As the clock rate is unknown a priori, oversampling is

required to ensure that the signal samples satisfy the Nyquist

criterion with respect to the maximum baud rate, whereas syn-

chronous sampling of a single time per symbol is sufficient

for demodulation of the signal data. Similarly, general purpose

determination of the chromatic dispersion (CD) from the re-

ceived signal will require being able to examine a broad range

of values that may be different from case to case (e.g., in ex-

amining multiple channels within a WDM system), whereas an

optimized receiver will, in normal operation, be set to com-

pensate a single fixed dispersion value corresponding to the

impairment of the individual channel. Likewise, blind determi-

nation of the clock rate may require analyzing over a broad fre-

quency range (approximately a decade in this work), as opposed

to the narrow-band clock recovery typical for a commercial

receiver.

It is common in studies of communications systems to use

many acronyms, and this work is no exception. For the conve-

nience of the reader, we have included an acronym table and

their meanings at the end of the paper.

0733-8724 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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Fig. 1. Format identification system block diagram. IN–optical input, EDFA–erbium doped fiber amplifier, PF–programmable optical filter, OCM–optical channel
monitor, LO–local oscillator, HYB–90◦ optical hybrid, PD–photodiodes, ADC–analog to digital converters, DSP–digital signal processing.

II. MODULATION FORMAT IDENTIFICATION SYSTEM

Fig. 1 illustrates the FID system hardware in block diagram

form. The hardware is polarization diverse, but in this paper we

are only reporting results from single polarization signals. A

computer manages the process and automates the processing of

a set of channels. An input optical signal is preamplified and,

with the programmable optical filter (PF) fully open, its spec-

trum is captured using an optical channel monitor (OCM). All

channels reported by the OCM are then successively identified.

For each channel, the PF is programmed with a user-defined

passband (10 GHz–1 THz) centered on the identified channel.

For the results presented here, a bandwidth of 40 GHz was

used, consistent with a 50 GHz channel spacing. The signal

is amplified to a preset power and fed into a coherent optical

detection subsystem (Optametra OM4106) with a tunable local

oscillator (LO). The LO is tuned to match the channel frequency

(±2 GHz). The resulting in-phase and quadrature photocurrents

for each polarization are digitized using a real-time digital oscil-

loscope (Tektronix DPO72004, 50 GSample/s, 20 GHz effective

analog bandwidth). The identification algorithm can determine

the format of a channel with as few as 40,000 points, corre-

sponding to a capture time of <1 µs. The digitized time series

are I/Q demodulated in software [1], [17] and passed to the

identification algorithm.

The data encoding format is determined as either on-off

keyed (OOK), binary phase-shift keyed (BPSK), or quadrature

phase-shift keyed (QPSK). For formats without auxiliary ampli-

tude modulation (AAM), the algorithm can distinguish between

a primary or alternative implementation, viz., standard non-

return-to-zero (NRZ) versus optical duobinary (ODB), BPSK

implemented using a Mach–Zehnder modulator (MZM) versus

a phase modulator (PM), and QPSK implemented using a dual-

parallel Mach–Zehnder (DPMZ) versus a MZM followed by a

PM (MZPM). AAM is determined from among the principal

implementations based on MZMs: 33%, 50% or 67% duty cy-

cle return-to-zero pulses (RZ33, RZ50, RZ67). The algorithm

is capable of distinguishing the combinations of encoding and

auxiliary modulation as listed in Table I. Although not all are

in common use, these constitute a wide variety of legacy mod-

ulation formats that have been implemented commercially. Ad-

vanced modulation formats, such as polarization multiplexed

or quadrature amplitude modulation formats are not considered

in this work due to limited access to appropriate transmitters.

TABLE I

OPTICAL MODULATION FORMATS

Aux. Mod.
Data Encoding

OOK BPSK QPSK

None
Primary OOK NRZ BPSK MZ QPSK DPMZ
Alternate OOK ODB BPSK PM QPSK MZPM

RZ
33% OOK RZ33 BPSK RZ33 QPSK RZ33
50% OOK RZ50 BPSK RZ50 QPSK RZ50
67% OOK RZ67 BPSK RZ67 QPSK RZ67

Potential extensions of the algorithms to accommodate such

formats will be discussed in Section IV.

The FID algorithm first accounts for imperfections in the ac-

quisition system. Delay differences between the photodiodes

and digitizers of the four channels are compensated by interpo-

lating to a common time base. Amplitude, phase, and polariza-

tion errors in the optical hybrid are accounted for by multiplying

the time series by a calibration matrix generated during manu-

facture. Fig. 2 shows a flowchart of the FID stages that determine

the required dispersion compensation, clock rate, principal mod-

ulation format, and for PSK cases, whether the modulation is

implemented with a MZM or a PM. The steps outlined in Fig. 2

will now be discussed in detail.

CD compensation and clock recovery are nested processes.

The range of CD compensation values are defined as an array by

the user. For our tests we used values in the range of −4500 to

+4500 ps/nm corresponding to the CD that we could generate

with our laboratory equipment. The step size used within this

range varied depending on the clock rate that was being searched

as follows: 500 ps/nm for <5.63 GHz, 200 ps/nm for 5.63–

12.66 GHz, 100 ps/nm for 12.66–18.98 GHz, and 50 ps/nm for

>18.98 GHz. The grid step was chosen to correspond to an ac-

curacy (for ±1 grid step) such that negligible dispersion penalty

would result for the corresponding dispersion compensation.

The dispersion parameter γ is defined

γ = β2LB2 =
λ

2

2πc
∆(DL)B2 (1)

where β2 is group velocity dispersion, L is the length, and B is

the bandwidth. We take ∆(DL) to be the dispersion step size.

For the selected step sizes γ < 0.05 at the upper limit of each

band. From Ref. [18] this would correspond to a maximum

power penalty of <0.5 dB. The selection of these clock fre-

quencies is discussed in the next paragraph. A finer grid spacing
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Fig. 2. Flowchart illustrating the steps for determining the required chromatic dispersion compensation, clock rate, modulation format, and, for PSK signals,
implementation.

Fig. 3. Stokes vectors of symbol-centered data are shown as red arrows in (a). In (b) and (c) normalized Stokes vectors of symbol-centered data are shown as red
circles on the surface of a unit sphere. The normalized vector sum of the Stokes vectors (average SOP) is represented as a blue arrow. The blue arrow indicates the
received average SOP before (b) and after (c) rotating the SOP to lie along the x-axis.

will increase the accuracy of the CD algorithm at the expense

of computation time. For each CD compensation value, a cor-

responding finite impulse response filter is applied to the time

series, and then a clock search is performed.

Clock recovery occurs by searching for the peak frequency

in six frequency bands: 2.5–3.75, 3.75–5.63, 5.63–8.44,. . .,
18.98–23 GHz. To eliminate the second and higher harmon-

ics, the upper limit of each frequency band is equal to 1.5× the

lower limit. The upper limit of 23 GHz is consistent with the

analog bandwidth of our digitizers. To eliminate harmonics of

the clock rate, the data is low-pass-filtered to pass each band.

Because for many common formats, including most formats

without AAM, no clock signal is present in the received power

or field signal, a quartic nonlinearity is applied and an FFT is

performed. A coarse estimate of the clock frequency is made

by picking the peak frequency within each clock band. This

initial estimate is limited to the FFT resolution. For a sample

rate Fs = 50 GSamples/s, and record length N = 40,000 sam-

ples, the FFT resolution is Fs/N = 1.25 MHz. The accuracy

of the clock estimation is improved to within ±20 kHz by a

combination of spectral interpolation and parabolic fitting [19].

The magnitude of the peak frequency within each band is then

stored as a figure of merit (FOM). A matrix of FOMs is gen-

erated over clock bands and CD compensation values. Certain

OOK formats (e.g., NRZ, ODB) may exhibit local maxima near,

but offset from, the optimal dispersion compensation value, so

a smoothing function is applied to the curve of the clock power

as a function of dispersion compensation to eliminate them.

The maximum of the smoothed FOM matrix indicates the re-

quired CD compensation and the clock rate. The compensation

is applied, and the data is retimed to the symbol clock.

To recover the state of polarization (SOP), the symbol-

centered data is transformed into a Stokes vector representation.

The vector sum of the Stokes vectors then indicates the SOP of

the received signal. From this calculated SOP, a rotation matrix

is generated and applied to rotate the SOP to lie along the x-

axis. Fig. 3 illustrates this process for a 10 GBaud NRZ signal. In

Fig. 3(a), the Stokes vectors have been normalized to the largest

magnitude. The vectors representing binary value 1 clearly in-

dicate the as-received SOP, while vectors representing binary

value 0 are randomly oriented around the origin. In Figs. 3(b)–

(c), the normalized Stokes vectors of symbol-centered data are

shown as red circles on the surface of the Poincaré sphere, and

the normalized vector sum of the Stokes vectors (average SOP)

is shown as a blue arrow. Fig. 3(b) shows the as-received SOP

while (c) shows the average SOP after rotating it to lie along the

x-axis. The same procedure is used for PSK signals. For PSK

signals the SOP is more clear because the power is constant and

the average SOP is slowly varying on the time scales we are

observing.

With the polarization aligned, identification of the principal

modulation format can proceed. To distinguish between OOK

and PSK signals we look at the ratio σ(|E|)/µ(|E|), where

σ indicates the standard deviation, µ indicates the mean, and

|E| is the magnitude of the complex electric field. Since the

histogram of |E| is bimodal for OOK signals, we expect that
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(a)

(b)

Fig. 4. Histogram of |E | for (a) OOK and PSK (b) signals.

this ratio ≈1. For PSK signals, the histogram of |E| has a single

mode. Therefore, we expect this ratio ≪1 for PSK signals. The

FID algorithm uses 0.5 as the decision limit for distinguishing

between these two formats. This decision is illustrated in Fig. 4.

It is important to note that at this point, we have not accounted

for the carrier-LO offset frequency fCO . Therefore, the recov-

ered constellation will rotate at fCO . This frequency can be used

to distinguish between BPSK and QPSK signals by consider-

ing differences in constellation symmetry between BPSK and

QPSK signals. A BPSK signal has two clusters of constellation

points opposite one another on the complex plane, that rotate at

fCO . When the complex values corresponding to these points

are squared the result is one cluster of points which rotates at

2fCO , and the Fourier transform has a peak at 2fCO . For a

QPSK signal, the square results in two clusters of points that

average to zero. Therefore, the Fourier transform of E2 does not

have a prominent peak for QPSK signals. When either a BPSK

or QPSK signal is raised to the fourth power, E4 , the result is

a single cluster rotating at 4fCO , and the Fourier transform has

a prominent peak at that frequency. This difference can be seen

in Figs. 5(a) and (b). We can distinguish between a BPSK and

QPSK signal by

α = max
[

FFT(E2)
]2

/max
[

FFT(E4)
]

(2)

where α ≈ 1 for BPSK signals and α ≪ 1 for QPSK signals.

After the BPSK/QPSK decision is made, the data is adjusted to

remove the carrier-LO offset.

AAMs are often applied to the data pulse profile to improve

the overall signal transport characteristics, particularly in long-

haul (>600 km) and ultra-long-haul (>1,000 km) systems. The

FID algorithm is designed to distinguish the presence or absence

of AAM. Furthermore, other information relevant to the physical

signal can be determined, such as the method of implementation

(a)

(b)

Fig. 5. Using the carrier offset frequency to determine whether a signal is
(a) BPSK or (b) QPSK.

for signals without AAM, and the pulse profile for signals with

AAM.

In practice, AAM is implemented in a variety of ways. We

have focused on data that is modulated using three methods that

are readily implemented using standard lithium niobate MZMs.

The ideal implementations yield pulses with 33%, 50%, and

67% duty cycle, and so are referred to in Table I as RZ33, RZ50

and RZ67. To identify the type of RZ modulation, we examine

the interpolated time series covering symbol-to-symbol transi-

tions, from the center of one symbol to the center of the next.

Transitions between symbols of the same value, are identified,

binned, and averaged. For BPSK signals this yields usable mean

time series for the 1–1 transitions and for the 0–0 transitions; for

QPSK signals there are four such averaged time series, while

only the 1–1 transition profile is relevant for OOK signals. The

resultant time series is Fourier transformed, and the bandwidth

of the result compared with the bandwidth expected for each

of the three ideal pulse profiles convolved with the digitizer

bandwidth. This method reliably identifies the RZ pulse pro-

file at symbol rates up to ≈20 GHz, limited by the effective

oscilloscope bandwidth of 20 GHz.

For signals with no AAM, ancillary information can be de-

termined either from the symbol histograms or from the tran-

sitions. For OOK signals, standard NRZ is distinguished from

ODB by calculating the mean field amplitude at symbol center:

For NRZ, the mean will be ≈0.5, while for ODB, the +1 and −1

symbols cancel yielding a mean of ≈0. The two standard meth-

ods for implementing BPSK modulation can be distinguished

via the average electric field at the mid-transition point be-

tween different symbols (i.e., 1–0 and 0–1): For an MZM-based

implementation, the power passes through a null, while for a

PM-based method, the power is constant. The two are thus dis-

tinguished by whether the normalized 〈Etransition〉 > 0.05 (PM)

or 〈Etransition〉 < 0.05 (MZM). QPSK signals are most com-

monly generated by optical vector modulation using a DPMZ,
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although alternatives using a MZPM, or a PM driven with a

multilevel signal can be envisioned. The DPMZ method is dis-

tinguished from alternatives according to the average power in

transitions between symbols that are adjacent in the constella-

tion.

III. EXPERIMENT RESULTS AND DISCUSSION

In order to determine the limitations of our approach, we have

experimentally tested FID for all formats in Table I. For each

format, a single-channel signal was generated at clock rates of

5, 10, 15, 20 and 23 Gbaud, with OSNRs of 9, 12, 15, 20 and

30 dB·0.1 nm, and applied dispersions ranging from −4100 to

+1500 ps/nm. Altogether, we examined a set of 1487 test cases.

Thirty-one cases were discarded due to obvious configuration

errors. Because the power in the clock tone is used to determine

the CD, and symbol-centered data is used for determining the

format, a clock identification failure is the most consequential

error for our algorithm. The clock rate was correctly determined

in all but four cases, all of which were at 23 GBd. We note

that this is in the rolloff region of the analog bandwidth and

near the Nyquist limit of our digitizers. There were 16 cases

where the clock rate was correctly identified but the CD was

not identified to within 2 points of the CD search grid: 10 cases

were at clock rates ≥20 GHz which we attribute to limited digi-

tizer bandwidth; and 6 cases were at OSNRs of 9–12 db·0.1 nm

which we attribute to poor OSNR. The modulation format was

correctly identified in all but 24 cases: 9 and 3 cases were at 23

and 20 GBd respectively which we attribute to limited digitizer

bandwith; 6, 4, and 2 cases were at 9, 12, and 15 dB·0.1 nm

OSNR. From these results we conclude that digitizer bandwidth

is the principle limitation of the technique with respect to over-

sampling, bandwidth, and impairments. Auxiliary modulation

profiles are accurately identified up to limitations imposed by the

digitizer bandwidth; the RZ duty cycle is difficult to distinguish

at baud rates >20 GHz. We first present some general results

from this data set, and we then present results from a WDM

experiment.

Fig. 6(a) illustrates the dependence of the clock error on the

baud rate and on the number of analyzed points in the time series.

Each point plots the mean absolute error, 〈|R − R0 |〉, where R is

the calculated baud rate, and R0 is the actual baud rate, averaged

over all formats and all OSNR values at the corresponding baud

rate. Only those data sets that we collected with no dispersion

were used for this calculation. Two important conclusions can

be drawn from this plot: 1) short time series introduce a floor on

the clock rate accuracy; 2) clock error increases with increasing

baud rate.

It should be noted with respect to Fig. 6(a) that the standard

time series length used for analysis in FID (40 000) yields a

floor of ≈11 kHz. This is ≈ 100× higher accuracy than the

simple Fourier transform limit, validating the usefulness of the

two-stage refinement, and is more than adequate for accurate

symbol timing and alignment. However, if higher precision is

desired, Fig. 6(a) shows that it can be obtained by using a longer

time series. In the test data, no floor is observed for time series

of ≥128,000 points.

(a)

(b)

Fig. 6. (a) The mean clock error versus record length. (b) The normalized
clock error versus OSNR.

We note that the increasing error with increasing baud rate

is not due to the clock recovery algorithm, but rather reflects a

frequency offset between the master clock used for the test data

signals (an Anritsu frequency synthesizer) and the reference

clock of the digitizer (i.e., the Tektronix 72004 oscilloscope).

The limiting slope of the curves corresponds to a relative pre-

cision of 0.6 ppm, within what may be expected for laboratory

test and measurement instrumentation.

The dependence of clock error on OSNR is shown in Fig. 6(b).

To factor out the increase of error with baud rate noted above, we

plot the mean normalized error 〈(R − R0)/R0〉. For Fig. 6(b),

the maximum number of collected time series points (500 000)

has been analyzed. We used the full record length to ensure that

the limited precision of short time series will not dominate any

effects due to OSNR. Fig. 6(b) shows that the calculated clock

rate is not strongly dependent on the OSNR, even over the wide

range of OSNRs tested. For all tested OSNRs, the magnitude of

the mean normalized error is ≈0.6 ppm, corresponding to the

slope for the 500 000 point curve in Fig. 6(a). The positive sign

of this error indicates a small frequency offset for the reference

oscillator of the Tektronix oscilloscope with respect to that

for the pattern generator, with the former being faster than the

latter. As might be expected, there is a general decrease in the

statistical clock error, as indicated by the length of the error

bars, with improving OSNR. At high OSNR, the results indicate

that the overall statistical error in the clock determination can

be as low as 0.1 ppm—1 kHz for a 10 GBaud signal—for

a time series of 10 µs. We note that this corresponds to an

improvement of ≈100× compared with the Fourier transform

limit, as described above.
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Fig. 7. Experimental results showing the constellation of a 21.509 GBaud
QPSK signal (43.018 Gb/s) with −4100 ps/nm dispersion (a) before and
(b) after digital CD compensation.

Fig. 8. 10 MHz resolution optical spectrum of test WDM signal plan. This
plan includes OOK, BPSK and QPSK signals with data rates ranging from 4.25
to 42.67 Gb/s, dispersion ranging from −2600 to +800 ps/nm and OSNRs of
13 to >30 dB·0.1 nm.

To demonstrate the CD compensation algorithm, the signal of

a commercially available 40 Gb/s QPSK transmitter was routed

through dispersion compensating fiber (DCF), yielding a net

dispersion of −4100 ps/nm. The system correctly identified the

modulation format as QPSK implemented with a DPMZ, the

clock rate as 21.509 GHz, and the required dispersion compen-

sation as +4100 ps/nm. Fig. 7 shows the constellation of the

received signal before (a) and after (b) the digital dispersion

compensation is applied. It is evident from the well-corrected

constellation that both the clock rate and the dispersion are

correctly identified. The principal distinguishing characteristic

of a QPSK DPMZ signal—a 4-spot constellation with direct

transitions between all symbol pairs—is likewise evident.

To illustrate the flexibility of the FID system in a WDM envi-

ronment, it was tested against a signal consisting of 19 channels

with a variety of formats selected from Table I. To model the

characteristics of a mixed-signal, optically-routed network, the

modulation clock rates were chosen to cover a 10-fold range of

data rates, and a variety of dispersions were applied to impair

the signals. Fig. 8 illustrates the spectrum of the channel plan.

Four channels (1, 3, 14, 19) were modulated with a BPSK RZ33

transmitter at 10.709 Gb/s; these were passed through DCF with

a net dispersion of −2500 to −2800 ps/nm, depending on wave-

length. Three channels (2, 15, 18) were modulated with an OOK

RZ67 transmitter at 10.709 Gb/s and were passed through DCF

TABLE II

FORMAT IDENTIFICATION RESULTS

# λ Rate Format Comp.
(nm) (GHz) (ps/nm)

1 1531.132 10.709 BPSK RZ33 2500
2 1531.524 10.709 OOK RZ67 1350
3 1531.909 10.709 BPSK RZ33 2500
4 1538.177 9.953 OOK NRZ − 400
5 1540.567 21.328 OOK NRZ − 800
6 1541.363 4.250 OOK NRZ 950
7 1542.952 4.250 OOK NRZ 950
8 1544.541 4.250 OOK NRZ 950
9 1546.121 4.250 OOK NRZ 950
10 1547.733 21.328 QPSK DPMZ − 50
11 1548.525 21.328 OOK NRZ − 850
12 1552.508 21.328 QPSK DPMZ − 50
13 1554.103 21.328 QPSK DPMZ 0
14 1554.539 10.709 BPSK RZ33 2700
15 1555.345 10.709 OOK RZ67 1500
16 1555.752 21.328 QPSK DPMZ − 50
17 1556.527 21.328 OOK NRZ − 850
18 1557.363 10.709 OOK RZ67 1500
19 1558.582 10.709 BPSK RZ33 2750

with a net dispersion of −1300 to −1500 ps/nm. Eight channels

were encoded with OOK NRZ signals at data rates of 9.953

(4), 21.328 (5, 11, 17), and 4.25 (6–9) Gb/s. Channels 10, 12,

13, and 16 were modulated with a QPSK DPMZ transmitter

at 21.328 Gbaud. Channels 5, 11, and 17 were passed through

47 km of single mode fiber (SMF) yielding dispersion in the

range of 750 to 825 ps/nm. Note that the DCF and SMF both

have dispersion slope—negative in the case of the former, and

positive for the latter—so that the exact dispersion is wavelength

dependent. The quoted ranges correspond to the nominal spec-

ifications for the fiber types used, for the wavelength range of

1530–1560 nm. No dispersion was applied to channels 4, 6–

9, 10, 12, 13, and 16. For accuracy, the CD search grid used

50 ps/nm spacing irrespective of clock rate. While most chan-

nels were selected to be on 100 GHz ITU grid wavelengths to

match available WDM multiplexers, channels 1–3 and channels

15 and 16 were on a 50 GHz channel grid to show system flexi-

bility with respect to wavelength plan and also the capability of

resolving channels that are not isolated in wavelength. OSNR

values range from 13 to >30 dB·0.1 nm.

The results of processing the WDM channels are given in

Table II. The baud rate is accurately identified for all chan-

nels to within 1 MHz. The optical modulation formats are

likewise correctly identified. With two exceptions, the disper-

sion compensation is correctly identified to within ±50 ps/nm.

Channel 4 is identified as requiring −400 ps/nm of compensa-

tion, a result of its transmitter using a directly modulated laser.

Channels 6–9 are identified as requiring dispersion compen-

sation of −950 ps/nm. This result was caused by chirp from

an unbalanced modulator in the transmitter. Note that in both

cases, the system reports the effective dispersion compensation

required to maximize the eye opening of these channels.

IV. DISCUSSION

We have described an algorithm and experimentally demon-

strated a system for identifying the optical modulation format,
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clock rate, and CD of a received optical signal with no a pri-

ori knowledge. We extensively validated this system with test

cases comprising 14 modulation formats, OSNRs of 9 to 30

db·0.1 nm, and dispersions of −4100 to +1500 ps/nm. We have

also demonstrated the flexibility of our system with respect to

wavelength, modulation format, and data rate using both self-

built and commercially available transmitters in a WDM sys-

tem. The data rate, modulation format, and required dispersion

compensation returned by our system provides the necessary

information to configure a universal optical receiver with data

demodulation algorithms for optimal filtering and dispersion

compensation. It further demonstrates on-the-fly receiver recon-

figuration to accommodate architecture changes such as rerout-

ing signals in a mesh network, or reconfiguring transmitters to

optimize network bandwidth utilization will be possible.

The technology concept demonstrated herein enables a CON

architecture in which automatic reconfiguration of receivers

is cued according to the identified signal formats and trans-

port channel conditions. However, modulation format tech-

nology has advanced rapidly in recent years, so that imple-

mentation of a CON architecture using on-the-fly receiver

reconfiguration will require extension of our approach to ac-

commodate these advances, including polarization multiplexed

modulation schemes [20], quadrature amplitude modulation for-

mats [21], and potentially subcarrier multiplexing or super-

channel schemes [22]. We have performed limited testing of

polarization multiplexed signals using commercial transmitters

with BPSK-MZ and QPSK-DPMZ formats (identical formats

on each polarization tributary) with the FID algorithm, and con-

firmed that the signals were accurately identified. For these

two test cases the format was correctly identified without po-

larization demultiplexing. These tests are not included in our

results as the range of test parameters for these transmitters was

very limited, compared to the extensive parameter space ex-

amined for the formats presented. General techniques for han-

dling advanced modulation formats are under development. For

polarization demultiplexing our approach is similar to that of

Szafraniec [23]. To identify quadrature amplitude modulation

formats we are evaluating techniques to perform constellation

identification via pattern matching after symbol timing recov-

ery. These new techniques are still in early development and

will be discussed in future work.

ACRONYMS

AAM auxiliary amplitude modulation

ADC analog-to-digital converter

BPSK binary phase-shift keying

CD chromatic dispersion

CON cognitive optical network

DCF dispersion compensating fiber

DPMZ dual-parallel Mach-Zehnder modulator

DSP digital signal processing

FFT fast-Fourier transform

FID format identification algorithm

FOM figure-of-merit

LO local oscillator

MZM Mach–Zehnder modulator

MZPM Mach–Zehnder followed by a phase modulator

NRZ non return-to-zero

OCM optical channel monitor

ODB Optical-duo-binary

OOK on-off keying

OSNR optical signal-to-noise ratio

PF programmable optical filter

PM phase modulator

PSK phase-shift keying

QPSK quarternary phase-shift keying

SOP state of polarization

WDM wavelength-division multiplexing
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