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#### Abstract

Block-cyclic order elimination algorithms for LU and QR factorization and solve routines are described for distributed memory architectures with processing nodes configured as two-dimensional arrays of arbitrary shape. The cyclic order elimination together with a consecutive data allocation yields good load-balance for both the factorization and solution phases for the solution of dense systems of equations by LU and QR decomposition. Blocking may offer a substantial performance enhancement on architectures for which the level-2 or level-3 BLAS are ideal for operations local to a node. High rank updates local to a node may have a performance that is a factor of four or more higher than a rank-1 update.

We show that in many parallel implementations, the $O\left(N^{2}\right)$ work in the factorization may be of the same significance as the $O\left(N^{3}\right)$ work, even for large matrices. The $O\left(N^{2}\right)$ work is poorly load-balanced in two-dimensional nodal arrays, which we show are optimal with respect to communication for consecutive data allocation, block-cyclic order elimination, and a simple, but fairly general, communications model.

In our Connection Machine system CM-200 implementation, the peak performance for LU factorization is about 9.4 Gflops/s in 64 -bit precision and $16 \mathrm{Gflops} / \mathrm{s}$ in 32 -bit precision. Blocking offers an overall performance enhancement of about a factor of two. The broadcast and reduce operations fully utilize the bandwidth available in the Boolean cube network interconnecting the nodes along each axis of the two-dimensional nodal array embedded in the cube network.


## 1 Introduction

The main contributions of this paper are: 1) empirical evidence that a block-cyclic order elimination can be used effectively on distributed memory architectures to achieve loadbalance as an alternative to block-cyclic data allocation, 2) a discussion of the issues that arise when the block-cyclic orderings of rows and columns are different, which is the typical case when the number of processing nodes is not a square, and 3) a proof that within a wide class of regular data layouts, two-dimensional nodal arrays with consecutive (block) data allocation and cyclic elimination order are optimal for elimination based dense linear algebra routines. This last result applies to communication systems in which the communication time is a function only of the number of elements entering or leaving a node. The effectiveness of the block-cyclic order elimination demonstrates the utility of

[^0]equivalencing block-distributed and block-cyclic distributed arrays in Fortran D [7] and Vienna Fortran [31].

The programs described in this article were written for an implementation of the Connection Machine Scientific Software Library [29], CMSSL, on the Connection Machine system CM-200 [27]. This system is a distributed memory computer with up to 2048 nodes. Each node has hardware support for floating-point addition and multiplication in 32-bit and 64 -bit precision. Each node has up to 4 Mbytes of local memory, a single 32 -bit wide data path between the floating-point processor and the local memory, and separate communication circuitry. Data paths internal to the floating-point unit are 64 -bits wide. The processing units are interconnected as an 11-dimensional Boolean cube, with a pair of channels between adjacent nodes. Data may be exchanged on all $22(11 \times 2)$ channels of every node concurrently. This property is exploited for data copying (spread) and data summation (reduction) in the algorithms described below.

We consider LU factorization, QR factorization (with and without partial pivoting), and solution routines for both LU factorization (triangular system solvers) and QR factorization. Our triangular solver encompasses both the routine _TRSV in the level-2 BLAS [6] (Basic Linear Algebra Subroutines) and the routine _TRSM in the level-3 BLAS [4, 5]. It is easy to show that a cyclic data allocation with consecutive order elimination, or a consecutive allocation and a cyclic order elimination, yields a factor of three higher processor utilization on two-dimensional nodal arrays, than consecutive allocation and consecutive elimination order [17]. Coleman [22, 23] reports some results from an implementation of triangular system solvers using consecutive order elimination and cyclic data allocation on multiprocessors with up to 128 nodes. Van de Geijn [30] uses consecutive order elimination and cyclic data allocation for an implementation of LU factorization and triangular system solvers. Since the Connection Machine system compilers by default use consecutive data allocation, we use a cyclic order elimination. We use a similar implementation strategy for routines for reduction of a symmetric or Hermitian matrix to real tridiagonal form (EISPACK _TRED and _HTRID [26], LAPACK _SYTRD and _HETRD [1]). Details concerning these routines will appear elsewhere.

We use blocking of row and column operations to increase the efficiency of operations in each node. The level-2 BLAS is used in each node to achieve maximum performance. The difference in peak performance between a rank-1 update and a higher rank update is about a factor of four on a Connection Machine system CM-200 node. The difference in peak performance is mostly determined by the difference in need for memory bandwidth between a rank-1 and a high rank update. In our CMSSL implementation of the BLAS local to each Connection Machine system CM-200 node [20], LBLAS, each node achieves a peak performance of about $9.3 \mathrm{Mflops} / \mathrm{s}$ in 64 -bit precision on matrix multiplication (high rank updates). Our implementation of LU factorization of matrices distributed over all nodes achieves a peak performance, including communication, of $4.6 \mathrm{Mflops} / \mathrm{s}$ per node in 64-bit precision. As a comparison, our CMSSL implementation of dense matrix multiplication with operands distributed across all nodes achieves a peak performance of 4.8 Gflops/s in 64-bit precision [24].

This article provides sufficient insight into the details of the algorithms to account for
the difference in performance between local matrix multiplication and global factorization and solve routines for dense matrices. We also describe how the performance scales with problem and machine size. In Section 2 we review the merits of higher level local BLAS for a class of common processor architectures. Section 3 discusses the performance of the level-1 and level-2 LBLAS used in CMSSL. Section 4 describes the layouts of data arrays created by the Connection Machine Run-Time System. Section 5 explains how we use block-cyclic ordering of the elimination steps to keep the work load-balanced across all nodes. Section 6 discusses the performance characteristics of the different parts of the algorithms. Finally, we show in Section 7 that a two-dimensional consecutive data layout is optimal for elimination algorithms using a cyclic order elimination and communication systems where the times for data copying and reduction are determined by the number of data items leaving or entering a node.

## 2 Blocking for improved performance of local BLAS

Memory bandwidth is the most critical resource in high performance architectures. Therefore, proper attention must be given to the primitives used in constructing linear algebra libraries. Nearly all floating-point computation in linear algebra occurs as multiply-add pairs. This fact is evident in the BLAS used to perform many operations in the solution of linear systems of equations, eigenanalysis, optimization, and the solution of partial differential equations. The first BLAS were vector routines (like DSCAL and DDOT) [21]. But, these routines require large memory bandwidth for peak floating-point performance, and algorithm designers turned to higher level BLAS, such as level-2 BLAS for matrix-vector operations, and level-3 BLAS for matrix-matrix operations. Next, we give a few examples to illustrate this fact.

Today, most high performance floating-point processors have the ability to perform concurrently one multiplication and one addition. The data for these operations is nearly always read from registers, and the results are written to registers. The peak performance can only be achieved when multiplication and addition can be performed concurrently, and the data they require can flow in and out of registers fast enough. The memory bandwidth required to match the computational bandwidth depends on the computation being performed.

For example, the DSCAL operation which multiplies a vector by a scalar with all operands in 64-bit precision, reads one scalar into a register, and then, for each component of the result, reads one element of the argument vector, multiplies it by the constant, and writes one result to memory. Thus, each multiplication requires 8 bytes to be loaded into a register and 8 bytes to be stored from a register, or 16 bytes of memory bandwidth per floatingpoint operation. As a contrast, the DDOT routine, which computes the inner product of 2 vectors in 64 -bit precision, reads two 8 byte quantities for each multiply-add it performs, then stores one 8 byte result at the end. Thus, 16 bytes of memory bandwidth is required per 2 floating-point operations, or 8 bytes per floating-point operation. Similarly, it is easy to show that the rank-1 update routine DGER requires a memory bandwidth of 8

| Operation | Mem. bandw. <br> Bytes/flop |
| :--- | :---: |
| DSCAL | 16 |
| DAXPY | 12 |
| DDOT | 8 |
| DGER | 8 |
| DGEMV | 4 |
| DGEMM | $8 / \mathrm{b}$ |

Table 1: Memory bandwidth requirement for full utilization of a floating-point unit with one adder and one multiplier.
bytes per floating-point operation.
Matrix-vector multiplication, performed by the routine DGEMV, can be organized such that the vector is read into registers, and the matrix-vector multiplication computed through the accumulation of scaled vectors as $y \leftarrow \alpha x+y$. With $\alpha$ and $y$ allocated to registers, and $x$ representing a column of the matrix read from memory, 8 bytes of memory bandwidth is required for every pair of floating-point operations in 64 -bit precision.

A level-3 BLAS routine such as DGEMM, allows for a further reduction in memory bandwidth requirement. It performs the operation $C \leftarrow A \times B$, which may be performed as a sequence of operations on $b$ by $b$ sub-blocks. If the blocks fit into the registers, then $2 b^{3}$ floating-point operations may be computed using $3 b^{2}$ input elements ( $b^{2}$ elements per operand), producing $b^{2}$ results. If all contributions to a block of $C$ are accumulated in registers, then it suffices to load $2 b^{2}$ inputs for each set of $2 b^{3}$ floating-point operations. All stores are delayed until all computations for a $b \times b$ block of $C$ are completed. Therefore, $16 b^{2} / 2 b^{3}$ bytes of memory bandwidth are required per floating-point operation in 64 -bit precision, or $8 / b$ bytes/flop. A high rank update of a matrix is equivalent to matrix multiplication.

Table 1 summarizes the memory bandwidth requirements for a subset of the BLAS. The significance of the difference in memory bandwidth requirement of the different routines depend upon the available memory bandwidth. For example, a computer with three 8 bytes wide data paths between each processor and the memory, i.e., a 12 bytes/flop computer such as the Cray-YMP, can perform DAXPY operations at peak rates. A 2 bytes/flop computer, such as an Intel i860 [10] and a Connection Machine system CM-200 node, may not have enough registers to achieve peak rates even for level-3 BLAS local to each node, such as for instance for the DGEMM routine. As a rule of thumb, the less memory bandwidth is available, the more blocking is desirable, but more blocking is only useful if there is a sufficient number of registers.

This simplified performance picture is in reality often complicated by pipeline delays and looping overheads. For short vectors and small register sets minimizing these quantities may be as important for performance as minimizing the demand for memory bandwidth.


Figure 1: The execution rates in Mflops/s of the DAXPY, DDOT, and DGEMV LBLAS on each Connection Machine system CM-200 node.

## 3 Local BLAS on the Connection Machine system CM-200

In the following we refer to the BLAS local to each node as LBLAS to distinguish it from BLAS for data arrays distributed over several nodes, DBLAS. Each node of the Connection Machine system CM-200 is a 2 bytes/flop computer, based on the memory bandwidth. There is a single 32 -bit wide data path between each floating-point processor and its local memory. The data paths internal to a processor are 8 bytes wide (i.e., internally each floating-point processor is a 4 bytes/flop computer). Each floating-point processor has 32 floating-point registers, and operates at 10 MHz . There is a one cycle delay for loading data from memory, and a three cycle arithmetic pipeline delay. Each vector operation incurs an overhead of at least 6 cycles. Moreover, the memory is organized into pages, and a page fault incurs a delay of one cycle. Stores are relatively more expensive and require close to two cycles. The floating-point processor can achieve close to peak performance in 32-bit precision for level-2 LBLAS with the operands local to a node, and at least half of the peak performance in 64 -bit precision. The floating-point processor does not have enough registers to achieve its full peak rate on level-3 LBLAS. Table 2 gives the actual performance for the SAXPY, DAXPY, SDOT, and DDOT routines as function of the vector length for each Connection Machine system CM-200 node. Tables 3 and 4 give the performance for SGEMV and DGEMV as a function of matrix size.

Figure 1 shows the performance for the DAXPY and DDOT routines on each Connection Machine system CM-200 node as a function of the vector length. The figure also shows the performance of the routine DGEMV as a function of the number of columns for 64 matrix rows. The peak measured performance for the _AXPY routine is about $60 \%$ of the peak

| V-length | SAXPY | DAXPY | SDOT | DDOT |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 0.21 | 0.16 | 0.21 | 0.16 |
| 2 | 0.41 | 0.29 | 0.35 | 0.35 |
| 3 | 0.58 | 0.42 | 0.52 | 0.51 |
| 4 | 0.80 | 0.54 | 0.68 | 0.66 |
| 5 | 0.97 | 0.65 | 0.83 | 0.79 |
| 8 | 1.40 | 0.95 | 1.27 | 1.15 |
| 10 | 1.65 | 1.13 | 1.53 | 1.36 |
| 15 | 2.15 | 1.41 | 2.13 | 1.79 |
| 20 | 2.55 | 1.61 | 2.65 | 2.13 |
| 30 | 3.11 | 1.87 | 3.03 | 2.21 |
| 40 | 3.07 | 1.89 | 3.71 | 2.70 |
| 50 | 3.37 | 2.02 | 4.23 | 2.96 |
| 60 | 3.53 | 2.09 | 4.41 | 3.02 |
| 70 | 3.56 | 2.11 | 4.75 | 3.19 |
| 80 | 3.71 | 2.18 | 5.06 | 3.33 |
| 100 | 3.77 | 2.22 | 5.32 | 3.45 |
| 120 | 3.93 | 2.28 | 5.51 | 3.53 |
| 140 | 4.00 | 2.31 | 5.86 | 3.68 |
| 256 | 4.20 | 2.39 | 6.52 | 3.92 |
| 512 | 4.32 | 2.43 | 6.97 | 4.07 |
| 1024 | 4.42 | 2.46 | 7.24 | 4.15 |
| 2048 | 4.46 | 2.48 | 7.38 | 4.20 |
| 4096 | 4.49 | 2.49 | 7.45 | 4.22 |
| 8192 | 4.50 | 2.49 | 7.49 | 4.24 |

Table 2: Level-1 LBLAS execution rates in Mflops/s on each Connection Machine system CM-200 floating-point processor.

| SGEMV |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of Rows | Number of columns |  |  |  |  |  |  |  |  |  |  |
|  | 2 | 3 | 4 | 5 | 8 | 16 | 32 | 64 | 128 | 512 | 2048 |
| 2 | 0.62 | 0.98 | 1.23 | 1.46 | 2.46 | 4.03 | 5.93 | 7.38 | 8.62 | 9.90 | 10.30 |
| 3 | 0.99 | 1.39 | 1.74 | 2.05 | 3.38 | 6.03 | 8.21 | 9.80 | 10.8 | 11.9 | 12.20 |
| 4 | 1.35 | 1.88 | 2.33 | 2.73 | 4.40 | 6.72 | 8.87 | 10.70 | 12.00 | 13.10 | 13.50 |
| 5 | 1.62 | 2.24 | 2.77 | 3.24 | 5.11 | 8.43 | 10.6 | 12.20 | 13.20 | 14.10 | 14.40 |
| 8 | 2.33 | 3.19 | 3.91 | 4.52 | 6.80 | 9.47 | 11.90 | 13.70 | 14.70 | 15.70 | 15.90 |
| 16 | 3.68 | 4.91 | 5.90 | 6.71 | 9.27 | 12.10 | 14.40 | 15.80 | 16.70 | 17.40 | 17.50 |
| 32 | 4.29 | 5.96 | 6.39 | 7.56 | 10.20 | 12.90 | 14.90 | 16.10 | 16.80 | 17.40 | 17.50 |
| 64 | 5.13 | 6.85 | 7.61 | 8.71 | 11.50 | 14.00 | 15.80 | 16.80 | 17.40 | 17.90 | - |
| 128 | 5.51 | 7.09 | 8.01 | 8.94 | 11.90 | 14.40 | 16.00 | 17.00 | 17.50 | 17.90 | - |
| 512 | 5.80 | 7.30 | 8.32 | 9.15 | 12.10 | 14.40 | 15.90 | 16.80 | 17.30 | - | - |
| 2048 | 5.92 | 7.40 | 8.45 | 9.25 | 12.10 | 14.30 | 15.70 | - | - | - | - |

Table 3: Execution rate in Mflops/s for matrix-vector multiplication on each Connection Machine system CM-200 floating-point processor.

| DGEMV |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of | Number of columns |  |  |  |  |  |  |  |  |  |  |
| Rows | 2 | 3 | 4 | 5 | 8 | 16 | 32 | 64 | 128 | 512 | 2048 |
| 2 | 0.64 | 0.89 | 1.10 | 1.29 | 2.03 | 3.04 | 3.93 | 4.67 | 5.17 | 5.62 | 5.74 |
| 3 | 0.91 | 1.25 | 1.53 | 1.78 | 2.71 | 4.20 | 5.15 | 5.80 | 6.21 | 6.56 | 6.66 |
| 4 | 1.13 | 1.54 | 1.88 | 2.17 | 3.22 | 4.44 | 5.51 | 6.26 | 6.72 | 7.12 | 7.23 |
| 5 | 1.33 | 1.80 | 2.18 | 2.51 | 3.64 | 5.23 | 6.21 | 6.84 | 7.22 | 7.54 | 7.63 |
| 8 | 1.80 | 2.39 | 2.87 | 3.26 | 4.47 | 5.82 | 6.85 | 7.51 | 7.90 | 8.11 | 8.22 |
| 16 | 2.54 | 3.29 | 3.79 | 4.25 | 5.58 | 6.89 | 7.80 | 8.35 | 8.65 | 8.90 | 8.97 |
| 32 | 2.79 | 3.60 | 4.11 | 4.69 | 5.92 | 7.14 | 7.95 | 8.44 | 8.70 | 8.92 | - |
| 64 | 3.19 | 4.10 | 4.60 | 5.12 | 6.37 | 7.52 | 8.26 | 8.69 | 8.93 | 9.11 | - |
| 128 | 3.33 | 4.20 | 4.74 | 5.22 | 6.49 | 7.60 | 8.30 | 8.70 | 8.92 | - | - |
| 512 | 3.45 | 4.33 | 4.86 | 5.30 | 6.53 | 7.57 | 8.22 | 8.60 | - | - | - |
| 2048 | 3.49 | 4.89 | 4.91 | 5.34 | 6.57 | 7.60 | - | - | - | - | - |

Table 4: Execution rate in Mflops/s for matrix-vector multiplication on each Connection Machine system CM-200 floating-point processor.
performance of the _DOT routine. In 32-bit precision the performance is comparable up to a vector length of about 30 , while for 64 -bit precision the difference is measurable even for short vectors. Note that the _AXPY routine requires twice the memory bandwidth of the _DOT routine. The performance of the _GEMV routine is about twice that of the _DOT routine. This behavior is expected, since the memory bandwidth requirement of the _GEMV routine is about half of that of the _DOT routine.

Our implementation of the rank-1 update makes use of _AXPY operations, while the higher rank updates are based on matrix-vector or vector-matrix multiplication, depending upon the shape of the operands [20].

Given the performance characteristics of the LBLAS on the Connection Machine system CM-200, it is desirable to base linear algebra algorithms on the level-2 LBLAS. The potential performance gain from blocking the operations on $b$ rows and columns is illustrated in Table 5. The Table shows the speedup of rank- $b$ updates relative to a rank-1 update of a $32 \times 32$ matrix and a $512 \times 512$ matrix local to a Connection Machine system CM-200 node.

Blocking yields a larger relative performance gain for small matrices than for big matrices. For large submatrices per node a performance gain by a factor in excess of 3.5 is possible through the use of high rank updates. About $90 \%$ of this gain is achieved for a blocking factor of 16 . For relatively small submatrices per node a performance gain in excess of a factor of 4.5 is possible through the use of high rank updates. About $85 \%$ of this gain is achieved by the use of a blocking factor of 16 .

| Rank | Matrix shape |  |
| ---: | :---: | :---: |
|  | $32 \times 32$ | $512 \times 512$ |
| 1 | 1.00 | 1.00 |
| 2 | 1.49 | 1.42 |
| 4 | 2.20 | 2.00 |
| 8 | 3.17 | 2.69 |
| 16 | 3.82 | 3.12 |
| 32 | 4.25 | 3.38 |
| 64 | 4.51 | 3.54 |

Table 5: Speedup of rank-b updates over rank-1 updates for each Connection Machine system CM-200 node.

## 4 Standard data layouts

The routines described in this article are designed to operate in-place on arrays passed to the routines from high level language programs. The data motion requirements and the performance depend strongly upon the data allocation of the operands. The default allocation of data arrays to nodes determined by the Connection Machine Run-Time System is based entirely on the shape of the data arrays. Each array is by default distributed evenly over all nodes, i.e., the Connection Machine systems support a global address space. In the default array allocation mode, the nodes are configured for each array, such that the number of axes in the data array and in the nodal array is the same. The ordering of the axes is also the same. When there are more matrix elements than nodes, consecutive elements along each data array axis (a block) are assigned to a node. The ratios of the lengths of the axes of the nodal array are approximately equal to the ratios between the lengths of the axes of the data array [28]. In such a configuration the lengths of the local segments of all axes are approximately the same, and the communication needs minimized when references along the different axes are equally frequent. The default array layout is known as a canonical layout. In Section 7 we show that the canonical layout is optimum for LU and QR factorization for a simple, but realistic communications model. In [24] we show that the canonical layout is also optimal for matrix multiplication.

The canonical layout can be altered through compiler directives. An axis can be forced to be local to a node by the directive SERIAL, if there is sufficient local memory. The length of the local segment of an axis can also be changed by assigning weights to the axes. High weights are used for axes with frequent communication, and low weights for axes with infrequent communication. A relatively high weight for an axis increases the length of the local segment of that axis, at the expense of the lengths of the segments of the other axes. The total size of the subarray is independent of the assignment of weights. Only the shape of the subarray changes. The shape of the nodal array is important, since it affects the performance of global operations such as data copying, data summation, and pivot selection. The nodal array shape is also important for the performance of the LBLAS,
since it affects the shape of the subarrays assigned to each node, and hence vector lengths and the relative importance of loop overhead.

In many computations more than one array is involved, and the relative layouts of the arrays may be important. For instance, in solving a liner system of equations there are two arrays involved when the computed solutions overwrite the right-hand sides. The required communication in the triangular systems solver depends in a significant way on how the triangular factors and the right-hand sides are allocated to the nodes. With the original matrix factored in-place, the triangular factors are stored in a two-dimensional data array, for which the default nodal array shape is a two-dimensional array. For a single right-hand side, the default nodal array shape is a one-dimensional array. Even if there are many right-hand sides, there is no guarantee that the shapes of the nodal arrays are the same for the data array to be factored and the data array of right-hand sides. The ALIGN compiler directive may be used to assure that different data arrays are assigned to nodes using the same nodal array shape for the allocation.

The consecutive allocation scheme [17] selects elements to be assigned to the same node. Compiler directives, such as axis weights, SERIAL and ALIGN, address the issue of choosing the nodal array shape. Another data layout issue is the assignment of data sets to nodes, where a set is made up of consecutive elements along each data array axis. The network topology and the data reference pattern are two important characteristics in this assignment. The nodes of the Connection Machine system CM-200 are interconnected as a Boolean cube with up to 11 dimensions. A Boolean cube network of $n$ dimensions has $2^{n}$ nodes.

The nodes of a Boolean cube can be given addresses such that adjacent nodes differ in precisely one bit in their binary encoding. Assigning subarrays to nodes using the standard binary encoding of the subarray index along an axis, does not preserve adjacency along an axis. For instance, 3 and 4 differ in all three bits in the encoding of the addresses of 8 nodes, and are at a distance of three apart. In general, $2^{n-1}-1$ and $2^{n-1}$ differ in $n$ bits in their binary encoding, and are at a distance of $n$. The number of bits in which two indices differ translates directly into distance in a Boolean cube architecture.

Binary-reflected Gray codes [25] generate embeddings of arrays into Boolean cube networks that preserve adjacency [17]. Gray codes have the property that the encoding of successive integers differ in precisely one bit. In a Boolean cube network successive indices are assigned to adjacent nodes. The binary-reflected Gray code is efficient, both in preserving adjacency and in node utilization, when the length of the axes of the data array is a power of two [11]. For arbitrary data array axes' lengths, the Gray code may be combined with other techniques to generate efficient embeddings [3, 12].

The binary-reflected Gray code embedding is the default embedding on the Connection Machine system CM-200, and is enforced by the compiler directive NEWS for each axis. The standard binary encoding of each axis is obtained through the compiler directive SEND. The performance of global operations, such as pivot selection and broadcast required in the factorization and solve routines, is insensitive to the data distribution along each axis. Our factorization and solver routines also require permutations for rectangu-
lar nodal arrays. These permutations may exhibit some sensitivity to whether arrays are allocated in NEWS or SEND order.

## 5 Cyclic order factorization and triangular system solution

We consider the solution of a system of equations $A X=Y$ through factorization and forward and backward substitution. We consider both single and multiple right-hand sides. We present algorithms for load-balanced factorization and triangular systems solution on data arrays allocated to nodes by a consecutive data allocation scheme. The matrix is factored in-place, and the solutions overwrite the right-hand sides.

### 5.1 Factorization

### 5.1.1 Balanced work load

For an $N$ by $N$ matrix assigned to a $p \times q$ nodal array, each node is assigned a submatrix of shape $\frac{N}{p}$ by $\frac{N}{q}$. With the consecutive allocation scheme, the submatrix on node $(i, j)$, $1 \leq i \leq p, 1 \leq j \leq q$ consists of elements $(a, b)$ with $(i-1) * \frac{N}{p}<a \leq i * \frac{N}{p}$ and $(j-1) * \frac{N}{q}<b \leq j * \frac{N}{q}$.
An LU factorization algorithm steps through the rows of a matrix, subtracting a multiple of a row, the pivot row, from all rows not yet selected as pivot rows. If the matrix is allocated to the nodes with a consecutive allocation scheme, and the pivot rows are selected in order, then after $\frac{N}{p}$ rows have been chosen, the first row of nodes will no longer have any work to do. One method for avoiding this imbalance is to redistribute the rows and columns of the matrix periodically, as the work load becomes unbalanced. This approach leads to substantial communications overhead. The characteristics of QR decomposition is similar, though instead of subtracting the pivot row from rows not yet selected as pivots, a normalized linear combination of those rows is subtracted from each of them.

A more elegant technique is to use a cyclic data allocation scheme $[8,17,22,23,30]$. In a cyclic data allocation scheme the first row of the matrix is placed on the first row of nodes, the second row of the matrix on the second row of nodes, and so on until one matrix row has been assigned to each of the $p$ rows of nodes. Then, the $(p+1)^{s t}$ matrix row is assigned to the first row of nodes, etc. With this method, matrix rows are consumed evenly from the different rows of nodes during elimination, so that no row of nodes ever has more than one more active matrix row than any other row of nodes. Columns are treated similarly.

The space (rows and columns) and time (pivot selection) dimensions are interchangeable $[13,14,15,16]$. Hence, instead of distributing rows and columns cyclically over the twodimensional nodal array, pivot rows and columns can be selected cyclically to achieve the
desired load-balance. We have chosen this approach for our implementation. To allow for the use of level-2 LBLAS, blocking of rows and columns on each node is used. In LU factorization a blocking of the operations on $b$ rows and columns means that $b$ rows are eliminated at a time from all the other rows.

In summary, we factor a matrix in-place using a block-cyclic elimination order for both rows and columns. For block size $b$ we first eliminate rows $1, \ldots, b$, then rows $(p+$ $1), \ldots,(p+b)$, etc. We are eliminating $b$ matrix rows at a time from each row of nodes. A block-cyclic elimination order was recommended in [15] for load-balanced solution of banded systems.

Below we give an example of a block-cyclic ordered elimination for a square array of nodes, and a block size of 2 . Pivot rows and columns are indicated by numbers, eliminated elements by periods, and all other elements are shown as an asterisk.

Example I: $N=16, p=q=4, b=2$





As can be seen from Example I, the result of the factorization is not two block triangular matrices, but block-cyclic triangles. A block-cyclic triangle can be permuted to a block triangular matrix, as discussed in Section 5.2. However, it is not necessary to carry out this permutation for the solution of the block-cyclic triangular system of equations. Indeed, it is desirable to use the block-cyclic triangle for the forward and backsubstitutions, since the substitution process is load-balanced for the block-cyclic triangles. Using block triangular matrices stored in a square data array $(A)$ allocated to nodes with a consecutive data allocation scheme would result in poor load-balance. Before discussing block-cyclic triangular solvers, and the relationship between pivoting strategies and the block-cyclic elimination order, we consider rectangular nodal arrays.

### 5.1.2 Rectangular arrays of processing nodes

Rectangular nodal arrays result in different row and column orderings, since the length of the cycle for the cyclic elimination order is different for rows and columns. Let $\hat{P}_{1}$ give the relationship between consecutive order and block-cyclic order elimination for rows, and $\hat{P}_{2}$ give the relationship between consecutive order and block-cyclic order elimination for columns. Then, $\hat{P}_{1}(i)=j$ means that the $i^{\text {th }}$ row to be eliminated is row $j$. Specificly, for a matrix allocated to the $p$ by $q$ nodal array with the consecutive (block) allocation scheme, as described in Section 5.1, the block-cyclic ordered elimination with a block size
$b=1$ yields

$$
\begin{aligned}
& \hat{P}_{1}=1, \frac{N}{p}+1,2 \frac{N}{p}+1, \ldots \\
& \hat{P}_{2}=1, \frac{N}{q}+1,2 \frac{N}{q}+1, \ldots
\end{aligned}
$$

Thus, $\hat{P}_{1} \neq \hat{P}_{2}$ if $p \neq q$. Clearly, if the number of nodes in the entire machine is not a square (as is the case for a 2048 node Connection Machine system CM-200, and the Intel Delta [30]), and all nodes are used, then $p \neq q$ and $\hat{P}_{1} \neq \hat{P}_{2}$. How to choose $p$ and $q$ for optimum performance under the constraint $p q=$ const is discussed in Section 7.

Note that even though $\hat{P}_{1} \neq \hat{P}_{2}$ naturally occurs when $p \neq q$, choosing a different blocking factor for rows and columns yields the same result.

### 5.2 Solving block-cyclic triangular systems

In an algorithm eliminating rows and columns consecutively, transformations are applied to an original matrix $A$, until it has been reduced to an upper triangular matrix $T$. In block cyclic-ordered elimination, $A$ is reduced to a block-cyclic triangular matrix $V=P_{1} T P_{2}^{-1}$, where $T$ is upper triangular. Block-cyclic triangles are just as easy to invert as standard block triangles, but they are load-balanced across the nodes of a distributed memory machine. The block-cyclic triangle $V$ for the example above (step 8, Example I), and the corresponding permutation matrix $P_{1}$, are shown below. Example II shows a block-cyclic triangle for a rectangular nodal array $\left(P_{1} \neq P_{2}\right)$.

Example I: $N=16, p=q=4, b=2$

$$
P_{1}=\left[\begin{array}{llllllllllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

The permutation matrix $P_{2}$ is constructed analogously.

Example II: $N=16, p=2, q=4, b=2$

In our block-cyclic triangular solver, the solution matrix $X$ overwrites the right-hand sides $Y$. The solver requires that the set of right-hand sides $Y$ and the matrix $A$ are aligned. The alignment of $Y$ and $A$ ensures that the shape of the nodal array is the same for $A$ and $Y$. For a single right-hand side, the alignment implies that the components of $Y$ are allocated to the first column of the nodal array using the consecutive allocation scheme. With several right-hand sides, the alignment implies that the consecutive allocation scheme is used to allocate right-hand sides and columns of the matrix $A$ to the same number of node columns, with each right-hand side being allocated to a single node column. The alignment of $A$ and $Y$ can be accomplished without data motion by using the compiler directive ALIGN. Alignment at run-time in general will require data motion. It can be performed by the Connection Machine router. Our library routine validates that the arrays are aligned, and if the arrays are not prealigned, performs the alignment through a call to the router.

Our column-oriented algorithm for solving block-cyclic upper triangular systems of the form

$$
P_{1} T P_{2}^{-1} X=Y
$$

starts with the last block column of $P_{1} T P_{2}^{-1}$ and progresses towards its first block column, in a way similar to a standard column oriented upper triangular system solver. A multiple of each block column of $P_{1} T P_{2}^{-1}$ is subtracted from $Y$ in each backward elimination step. The multiple of block column $k$, which is subtracted from $Y$ at the $k^{t h}$ stage of this process is the $k^{\text {th }}$ block component (row) of the solution vector $X$. If the $k^{\text {th }}$ block column consists of columns $\hat{P}_{2}(j), \hat{P}_{2}(j+1), \ldots, \hat{P}_{2}(j+b-1)$, then the last $b$ elements of each column in this block column are in rows $\hat{P}_{1}(j), \hat{P}_{1}(j+1), \ldots, \hat{P}_{1}(j+b-1)$. If $X$ overwrites $Y$,


Figure 2: Block-cyclic triangular backsubstitution. In-place ordering ( $Y$ ) and correct ordering $(X)$ of solutions.
then it is natural to record the multiplier of the $k^{\text {th }}$ block column in components (rows) $\hat{P}_{1}(j), \hat{P}_{1}(j+1), \ldots, \hat{P}_{1}(j+b-1)$ of $Y$. But, these components (rows) of the result belong in components (rows) $\hat{P}_{2}(j), \hat{P}_{2}(j+1), \ldots, \hat{P}_{2}(j+b-1)$ of $Y$. Hence, after completing the iterative process of block column subtractions, the permutation $P_{2} P_{1}^{-1}$ (a generalized shuffle [19]), must be applied to $Y$ to obtain $X$.

The ordering of $Y$ after the in-place substitution process, and the correct ordering of the solution are illustrated in Figure 2 for an $8 \times 8$ matrix mapped to a $2 \times 4$ nodal array. The numbers indicate the pivoting order for the factorization, and the placement of the solution components after the in-place backsubstitution, and after the postpermutation. In the example, the destination address in the postpermutation is obtained as by a right cyclic shift of the row index in the solution matrix. For instance, with indices labeled from 0 , the content in location 1 of Y is send to location 4, the content of location 4 to location 2 , and the content of location 2 to location 1.

Briefly put, the natural process for solving block-cyclic triangular systems evaluates $W=$ $\left(P_{1} T P_{1}^{-1}\right)^{-1} Y$. But, $X=\left(P_{1} T P_{2}^{-1}\right)^{-1} Y=\left(P_{2} P_{1}^{-1}\right)\left(P_{1} T P_{1}^{-1}\right)^{-1} Y=\left(P_{2} P_{1}^{-1}\right) W$. Thus, the solutions $X$, aligned with $A$ and overwriting the aligned matrix $Y$, are obtained through a postpermutation $P_{2} P_{1}^{-1}$ applied to the result of the in-place block-cyclic triangular solver.

Note that in applying a block-cyclic elimination order to data allocated by a consecutive allocation scheme, the computations are load-balanced both for factorization and triangular system solution without permuting the matrix $A$, or the block-cyclic triangles. Whenever, $P_{1} \neq P_{2}$, for instance for rectangular nodal arrays, a shuffle permutation of the solution matrix is required. But, for few right-hand sides, the amount of data permuted is considerably less than if the input matrix and the right-hand side matrix had been
permuted from consecutive to cyclic allocation, and the solution matrix permuted from cyclic to consecutive allocation.

### 5.3 LU factorization and block-cyclic triangular system solution with partial pivoting

We have now presented all the elements of our algorithm for solving dense systems of equations with partial pivoting for a consecutive data allocation. The complete algorithm is as follows:

- Factor the matrix $A$ in-place using a block-cyclic elimination order. Exchange each selected pivot row with the appropriate row defined by the block-cyclic elimination order. Record the pivot selection.
- Align the right-hand side matrix $Y$ with the matrix $A$ (the array storing the blockcyclic triangles). $Y$ and $A$ can be aligned at compile time through the use of the compiler directive ALIGN.
- Perform a forward block-cyclic triangular system solve in-place using the recorded pivoting information.
- Perform a backward block-cyclic triangular system solve in-place.
- Whenever the row and column permutation matrices $P_{1}$ and $P_{2}$ are different, as in the case of rectangular nodal arrays, perform a postpermutation (generalized shuffle) of the solution matrix (or prepermutation (generalized shuffle) of the matrix $A$ as explained in the next subsection).
- Align the solutions with $Y$, assuming that the solutions overwrites the right-hand sides.

No permutation of the matrix $A$, or the block-cyclic triangular factors, is made for loadbalance. A permutation of the solution matrix is only required when $P_{1} \neq P_{2}$, as in the case of rectangular nodal arrays. For few right-hand sides, the size of the solution matrix is insignificant compared to the matrix $A$, and the time for permutation of the result of little influence on the performance. For a large number of right-hand sides, a prepermutation of the matrix $A$, as explained in the next section, may yield better performance. In our implementation, the permutation of the result, when required, is performed by the Connection Machine system router. Optimal algorithms [19] are known for the generalized shuffle permutations required in pre or postpermutation when $N / \max (p, q)$ is a multiple of the block size. However, no implementation of such algorithms is currently available on the Connection Machine systems.

Note that if the data arrays $A$ and $Y$ are not aligned at compile time, then the last two steps could be combined into a single routing operation. Note further, that if there are
more right-hand sides than columns of $A$, then it may be preferable to align $A$ with $Y$, if the optimal nodal array shapes for factorization and solution phases are different, or if alignment is made at run-time, since fewer data elements must be moved if the layout of $Y$ is the reference. Optimal array shapes are discussed further in Section 7.

In our implementation, the location of the pivot block row is defined by the block-cyclic elimination order. Selected pivot rows are exchanged with rows of the pivot block row in order to assure load-balance.

The forward and backward solution in our implementation correspond to the routine _TRSM in the level-3 BLAS, but it is not identical since a block-cyclic ordered elimination is used.

### 5.4 LU factorization and triangular system solution without pivoting: pre vs. postpermutation

In Section 5.2 we showed that in case $P_{1} \neq P_{2}$, backward elimination of a block-cyclic triangular system consists of two parts: a fairly standard backward elimination with reverse block-cyclic ordered block column subtractions from the right-hand side, and a postpermutation of the result when $P_{1} \neq P_{2}$. For such block-cyclic elimination orders, successive blocks are not selected from the diagonal of the matrix.

LU factorization without pivoting selects pivots from the diagonal of a matrix, and works well for diagonally dominant systems precisely because the large diagonal elements are guaranteed to be the pivots in the factorization process. However, in block-cyclic ordered elimination with $\hat{P}_{1} \neq \hat{P}_{2}$, the matrix entries used as pivots will be on the block-cyclic diagonal, i.e., in locations of the form $\left(\hat{P}_{1}(i), \hat{P}_{2}(i)\right)$. Thus, for diagonally dominant matrices factored on, for instance, a rectangular nodal array with a no pivoting strategy, it is necessary to prepermute the original matrix in some way that maps the original diagonal to the block-cyclic diagonal.

One obvious prepermutation is to replace $A$ with $B=P_{1} A P_{2}^{-1}$. Then, given a factorization $L_{B}^{-1} B=P_{1} T_{B} P_{2}^{-1}$, and routines to apply $L_{B}^{-1}$ and $\left(P_{1} T_{B} P_{1}^{-1}\right)^{-1}, A X=Y$ can be solved as $X=P_{1}^{-1}\left(P_{1} T_{B} P_{1}^{-1}\right)^{-1} L_{B}^{-1} P_{1} Y$. But, a more efficient approach is to replace $A$ with $C=A P_{1} P_{2}^{-1}$. A block-cyclic elimination order applied to $C$ yields $L_{C}^{-1} C=P_{1} T_{C} P_{2}^{-1}$. Furthermore, $L_{C}^{-1} A=P_{1} T_{C} P_{1}^{-1}$, and the solution of $A X=Y$ is obtained as $X=\left(P_{1} T_{C} P_{1}^{-1}\right)^{-1} L_{C}^{-1} Y$. In summary, a prepermutation of $A$ required for numerical stability, can be used to cancel the postpermutation of the result.

Thus, in a block-cyclic elimination order on rectangular nodal arrays, LU factorization with pivoting on the diagonal is performed as follows

Apply $P_{1} P_{2}^{-1}$ from the right. $\quad A \leftarrow A P_{1} P_{2}^{-1}$
Factor $C$ in-place.
Forward solve in-place.
$L_{C}, P_{1} T_{C} P_{2}^{-1}$
Backward solve in-place.
$Y \leftarrow L_{C}^{-1} Y$
$X=\left(P_{1} T_{C} P_{1}^{-1}\right)^{-1} Y$

Note that if $P_{1}=P_{2}$, then the first step has no effect on the data ordering, and should be omitted. In this case, the factorization with no pivoting should be faster than with pivoting, since no time is required for finding pivots, and for exchanging selected pivot rows with the rows of the block pivot row. However, when $P_{1} \neq P_{2}$, then the no pivot option requires a prepermutation of the matrix $A$, while the pivot option requires postpermutation of the solution matrix $X$ in addition to the data rearrangement required for pivoting. In our implementation we find that no pivoting is always faster than pivoting even when $P_{1} \neq P_{2}$ and there is only one right hand side (see Figure 5).

Note further that the prepermutation $A \leftarrow A P_{1} P_{2}^{-1}$ can be used also for LU factorization with pivoting, thus removing the need for the postpermutation of the result. This technique gives improved performance when there are more columns in the right-hand side array $Y$, than in the original matrix $A$. Thus, prepermuting the matrix $A$ when there are many right-hand sides, should result in better performance for the no pivoting option, than for the pivoting option.

### 5.5 QR factorization and system solution

QR factorization and the solution of the factored matrix equations can be performed in a manner analogous to the LU factorization and the solution of triangular systems. In the factorization, pivoting is replaced by an inner product of the current column with all other columns, i.e., a vector-matrix multiplication. This vector-matrix multiplication doubles the number of floating-point operations, and replace two copy-spread operations with one physical spread-with-add operation. The result is an operator $Q^{T}$ in factored form, satisfying $Q^{T} A=R$, where $R=P_{1} T P_{2}^{-1}$ is a block-cyclic upper triangle. If $A$ has $m$ rows and $n$ columns with $m \geq n$, then the QR factorization may be used to find the vector $X$ that minimizes the residual 2-norm $\|A X-Y\|_{2}$. The procedure is

Apply $Q^{T}$.
Backward solve.

$$
\begin{aligned}
& Y \leftarrow Q^{T} Y \\
& X=\Pi\left(P_{2} P_{1}^{-1}\right)\left(P_{1} T P_{1}^{-1}\right)^{-1} Y
\end{aligned}
$$

where $\Pi$ is projection onto the first $n$ components. The backsolve $\left(P_{1} T P_{1}^{-1}\right)^{-1}$ operates on the first $n$ rows in block-cyclic order of $Y$. The final permutation $P_{2} P_{1}^{-1}$ moves the first $n$ block-cyclic rows to the first $n$ rows.

## 6 Performance

In this section we first report the performance achieved on a few matrix sizes. Then, we analyze the performance, and discuss factors that contribute to the discrepancy between

| No. of rows/ | LU |  | QR |  |
| ---: | ---: | ---: | ---: | ---: |
| columns, $N$ | 32 -bit | 64 -bit | 32 -bit | 64 -bit |
| 1024 | 172 | 139 | 374 | 321 |
| 2048 | 620 | 494 | 1301 | 1053 |
| 4096 | 2040 | 1537 | 3902 | 2842 |
| 8192 | 5586 | 3846 | 8878 | 5704 |
| 16384 | 11573 | 7173 | - | - |
| 26624 | 16030 | 9398 | - | - |

Table 6: Execution rates in Mflops/s for LU and QR factorization on a 2048 node Connection Machine system CM-200. A blocking factor $b$ of 16 was used for LU factorization. A blocking factor of 8 was used for QR factorization. Nodes in Gray code order.
the performance of the local matrix kernels and the performance of the global factor and solve routines. Communication and arithmetic are considered separately. All arrays are allocated with default compiler layouts. This implies that nodes are in Gray code order along each axis, and that $Y$ is aligned with $A$ only in the case that the number of right hand sides is equal to the number of equations. A 2048 node and a 512 node Connection Machine system CM-200 were used for the performance measurements. Both systems result in rectangular nodal arrays. Alignment of $Y$ with $A$ (when necessary) and postpermutation of the solution(s) were performed using the Connection Machine router. Times for these data motion steps are included in the solve timings. In all cases we used random data for the matrix $A$. In this section, $L U$ factorization always means $L U$ factorization with partial pivoting. In this section, QR factorization always means QR factorization with no pivoting.

### 6.1 Measurements

In 64 -bit precision the peak performance for LU factorization is $9.4 \mathrm{Gflops} / \mathrm{s}$, or close to 4.6 Mflops/s per node, which is about $50 \%$ of the peak performance of the level-2 LBLAS. Table 6 shows the performance of LU and QR factorization for a few matrix sizes on a 2048 node Connection Machine system CM-200. The execution rate for LU factorization is computed based on $\frac{2}{3} N^{3}$ floating-point operations, and the QR factorization rate based on $\frac{4}{3} N^{3}$ operations, regardless of the blocking factor. For the solvers the execution rates are based on $2 R N^{2}$ operations for the LU solver, and $3 R N^{2}$ for the QR solver.

Tables 7 and 8 give some performance data for the factorization and the forward and backward solution of dense systems. $R$ denotes the number of right-hand sides in the systems of equations being solved. The improved efficiency with an increasing matrix size, increased number of right-hand sides, and increasing blocking factor is apparent. For LU factorization in 32 -bit precision the performance increases by a factor of over 700 for an increase in matrix dimension $N$ by a factor of 132 and a blocking factor of 1 . With a blocking factor of 16 , the same increase in matrix size yields a performance increase by a
factor of over 1300. The performance increase in 64 -bit precision for an increase in $N$ by a factor of 104 is 425 and 840 , respectively. For small values of $N$, the performance increases much faster than $N$. For large values of $N$, the performance increase is still substantial, and roughly proportional to $N$. This characteristic is true for both the factorization and the solution phases.

The execution rate for the forward and backward block-cyclic triangular system solvers increases significantly with the matrix size for a large number of right-hand sides. With the number of right-hand sides equal to the number of equations, the performance of the triangular solvers is about $50 \%$ higher than for LU factorization.

Comparing the execution rates of the LU and QR factorization routines, we observe that except for large matrices, the execution rates of the $Q R$ factorization routine is approximately twice that of the LU factorization routine. Hence, the execution times are approximately equal. However, for large matrices in 64 -bit precision, the execution rate for QR factorization is only $15-20 \%$ higher than for LU-decomposition, and the execution time for QR factorization is significantly longer than for LU factorization.

Comparing the LU and QR solve routines, we observe that the QR solve routine benefits more from an increased blocking factor than the LU solve routine. The execution rate of the QR solve routine is about $20 \%$ higher than the LU solve routine for a large number of right-hand sides and a blocking factor of 1 . But, for a blocking factor of 16 , the QR solve routine has an execution rate that is about $40 \%$ higher than that of the LU solve routine.

The optimum blocking factors for LU factorization and triangular system solution are summarized in Figure 3. The optimum blocking factor increases with an increased matrix size. For LU factorization the sensitivity of the execution rate with respect to the blocking factor is small (on the order of $20 \%$ ) for small matrices, while for large matrices an increase in the blocking factor from 1 to 16 may increase the performance by a factor of more than two. The behavior is similar for the LU solve routine. The optimum blocking factor increases with the matrix size. In our implementation the optimum blocking factor for LU factorization is 4 for matrices of size up to 1024,8 for matrices of size between 1024 and 8096 , and 16 for sizes 8096 to 16896 , the maximum size used in our test. Note that the optimum blocking factor for the LU solve routine in general is higher than for the factorization routine. Figures 4 and 6 show the execution rate as a function of matrix size and blocking factor for LU factorization and solve, respectively. Figure 7 shows the execution rate of the LU solve routine as a function of matrix size and the number of right-hand sides.

The optimum blocking factor for the QR factorization routine increases somewhat slower with the matrix size than for the LU factorization routine. The optimum blocking factor for the QR solve routine is higher than for the QR factorization routine, just as in the case of LU factorization and solve. Figure 8 shows the execution rate as a function of matrix size and blocking factor for QR factorization.

In the next few subsections we analyze the performance behavior of the communication functions, and the local arithmetic as a function of matrix and machine size, and provide a model to predict the performance.

Optimum


Figure 3: Optimal blocking factor for LU factorization and triangular system solution.


Figure 4: Execution rates for LU factorization on a 512 node Connection Machine system CM-200 with blocking factor $b, 64$-bit precision. Nodes in Gray code order.

| Matrix size N | Block size b | 32-bit precision |  |  |  | 64-bit precision |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Factor | Solve |  |  | Factor | Solve |  |  |
|  |  |  | $\mathrm{R}=1$ | $\mathrm{R}=\mathrm{N} / 2$ | $\mathrm{R}=\mathrm{N}$ |  | $\mathrm{R}=1$ | $\mathrm{R}=\mathrm{N} / 2$ | $\mathrm{R}=\mathrm{N}$ |
| 128 | 1 | 2.7 | . 1 | 3.1 | 6.1 | 2.6 | . 1 | 3.1 | 6.0 |
| 512 | 1 | 39.9 | . 3 | 45.1 | 82.8 | 37.5 | . 2 | 42.0 | 72.8 |
| 1024 | 1 | 140.7 | . 5 | 153.0 | 252.0 | 126.4 | . 4 | 131.5 | 198.7 |
| 2048 | 1 | 420.1 | . 9 | 417.9 | 624.8 | 342.1 | . 7 | 320.7 | 434.8 |
| 4096 | 1 | 944.3 | 1.5 | 915.9 | 1127.9 | 667.7 | 1.1 | 615.1 | 713.1 |
| 8192 | 1 | 1510.1 | 2.2 |  |  | 964.7 | 1.5 |  |  |
| 13312 | 1 | 1804.3 | 2.7 |  |  | 1104.8 | 1.8 |  |  |
| 16896 | 1 | 1910.2 | 3.0 |  |  |  |  |  |  |
| 128 | 4 | 3.3 | . 1 | 4.2 | 8.3 | 3.0 | . 1 | 4.1 | 8.0 |
| 512 | 4 | 48.8 | . 5 | 62.2 | 112.8 | 43.3 | . 4 | 55.9 | 96.7 |
| 1024 | 4 | 170.0 | . 9 | 213.1 | 348.8 | 146.7 | . 8 | 179.1 | 277.2 |
| 2048 | 4 | 517.8 | 1.7 | 614.9 | 892.7 | 420.3 | 1.5 | 470.8 | 639.3 |
| 4096 | 4 | 1237.5 | 3.1 | 1407.0 | 1726.8 | 920.0 | 2.6 | 970.9 | 1143.3 |
| 8192 | 4 | 2204.8 | 5.1 |  |  | 1506.6 | 3.9 |  |  |
| 13312 | 4 | 2835.7 | 6.9 |  |  | 1857.9 | 4.8 |  |  |
| 16896 | 4 | 3099.1 | 7.7 |  |  |  |  |  |  |
| 128 | 8 | 3.2 | . 1 | 4.1 | 8.2 | 2.9 | . 1 | 3.9 | 7.6 |
| 512 | 8 | 48.6 | . 5 | 65.4 | 117.8 | 42.0 | . 5 | 57.4 | 98.8 |
| 1024 | 8 | 169.1 | 1.0 | 224.3 | 369.2 | 141.5 | . 9 | 184.4 | 286.5 |
| 2048 | 8 | 524.1 | 2.0 | 667.5 | 972.4 | 416.8 | 1.7 | 501.1 | 680.4 |
| 4096 | 8 | 1330.9 | 3.8 | 1603.3 | 2013.3 | 966.9 | 3.2 | 1075.8 | 1289.2 |
| 8192 | 8 | 2561.9 | 6.6 |  |  | 1701.1 | 5.1 |  |  |
| 13312 | 8 | 3471.8 | 9.2 |  |  | 2200.0 | 6.7 |  |  |
| 16896 | 8 | 3876.7 | 10.5 |  |  |  |  |  |  |
| 128 | 16 | 3.1 | . 1 | 3.9 | 7.6 | 2.7 | . 1 | 3.4 | 6.7 |
| 512 | 16 | 43.8 | . 6 | 64.6 | 116.9 | 36.4 | . 5 | 55.2 | 95.6 |
| 1024 | 16 | 154.8 | 1.1 | 223.4 | 371.8 | 125.1 | 1.0 | 179.9 | 281.6 |
| 2048 | 16 | 485.5 | 2.2 | 680.9 | 979.2 | 374.6 | 1.9 | 498.1 | 674.0 |
| 4096 | 16 | 1268.3 | 4.2 | 1651.2 | 2085.3 | 907.1 | 3.5 | 1091.7 | 1317.4 |
| 8192 | 16 | 2574.8 | 7.5 |  |  | 1691.8 | 6.0 |  |  |
| 13312 | 16 | 3628.9 | 10.8 |  |  | 2270.6 | 8.1 |  |  |
| 16896 | 16 | 4116.9 | 12.6 |  |  |  |  |  |  |

Table 7: Execution rates in Mflops/s for LU factorization and block-cyclic triangular system solution on a 512 node Connection Machine system CM-200 as a function of matrix size, blocking factor, and the number of right-hand sides. Nodes in Gray code order.

| Matrix size N | Block size b | 32-bit precision |  |  |  | 64-bit precision |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Factor | Solve |  |  | Factor | Solve |  |  |
|  |  |  | $\mathrm{R}=1$ | $\mathrm{R}=\mathrm{N} / 2$ | $\mathrm{R}=\mathrm{N}$ |  | $\mathrm{R}=1$ | $\mathrm{R}=\mathrm{N} / 2$ | $\mathrm{R}=\mathrm{N}$ |
| 128 | 1 | 5.8 | . 1 | 6.2 | 11.9 | 5.3 | . 1 | 5.6 | 10.5 |
| 512 | 1 | 85.7 | . 5 | 83.3 | 142.0 | 74.2 | . 5 | 66.9 | 104.6 |
| 1024 | 1 | 299.3 | 1.0 | 261.1 | 390.7 | 237.3 | . 8 | 186.9 | 255.6 |
| 2048 | 1 | 865.1 | 1.8 | 639.8 | 876.5 | 605.3 | 1.3 | 412.0 | 514.4 |
| 4096 | 1 | 1827.3 | 2.8 | 1297.0 | 1510.4 | 1104.9 | 1.9 | 744.7 | 827.1 |
| 8192 | 1 | 2750.0 | 4.0 |  |  | 1516.7 | 2.4 |  |  |
| 13312 | 1 | 3183.7 | 4.8 |  |  | 1701.0 | 2.7 |  |  |
| 16896 | 1 | 3334.3 | 5.1 |  |  |  |  |  |  |
| 128 | 4 | 7.2 | . 4 | 9.8 | 19.1 | 6.3 | . 3 | 8.4 | 16.2 |
| 512 | 4 | 106.6 | 1.6 | 134.6 | 235.5 | 88.0 | 1.2 | 108.0 | 179.6 |
| 1024 | 4 | 371.5 | 3.0 | 436.0 | 675.1 | 284.7 | 2.2 | 320.4 | 469.6 |
| 2048 | 4 | 1101.4 | 5.5 | 1126.1 | 1534.4 | 749.3 | 3.9 | 748.3 | 960.1 |
| 4096 | 4 | 2427.1 | 9.1 | 2235.1 | 2601.2 | 1471.4 | 5.8 | 1311.3 | 1476.8 |
| 8192 | 4 | 3902.2 | 12.9 |  |  | 2178.2 | 7.6 |  |  |
| 13312 | 4 | 4694.3 | 15.3 |  |  | 2544.4 | 8.6 |  |  |
| 16896 | 4 | 4986.5 | 16.3 |  |  |  |  |  |  |
| 128 | 8 | 7.0 | . 4 | 9.4 | 18.2 | 6.0 | . 3 | 7.8 | 14.8 |
| 512 | 8 | 102.9 | 2.3 | 146.2 | 253.9 | 80.6 | 1.6 | 111.6 | 184.5 |
| 1024 | 8 | 359.8 | 4.4 | 469.1 | 724.7 | 262.3 | 2.9 | 334.5 | 496.6 |
| 2048 | 8 | 1088.8 | 8.1 | 1272.7 | 1698.4 | 711.9 | 5.3 | 818.4 | 1034.9 |
| 4096 | 8 | 2548.5 | 13.8 | 2557.4 | 3012.5 | 1475.9 | 8.5 | 1555.8 | 1793.4 |
| 8192 | 8 | 4361.5 | 20.4 |  |  | 2315.9 | 11.5 |  |  |
| 13312 | 8 | 5424.8 | 24.2 |  |  | 2797.1 | 13.2 |  |  |
| 16896 | 8 | 5838.8 | 25.8 |  |  |  |  |  |  |
| 128 | 16 | 6.3 | . 4 | 8.4 | 16.0 | 4.9 | . 3 | 6.3 | 11.7 |
| 512 | 16 | 85.6 | 2.8 | 143.2 | 251.7 | 63.4 | 1.8 | 105.5 | 176.7 |
| 1024 | 16 | 300.9 | 5.4 | 470.6 | 744.4 | 206.9 | 3.4 | 324.3 | 484.7 |
| 2048 | 16 | 917.4 | 10.2 | 1295.5 | 1729.7 | 572.9 | 6.2 | 814.3 | 1048.4 |
| 4096 | 16 | 2227.2 | 17.7 | 2762.9 | 3297.1 | 1253.9 | 10.2 | 1577.7 | 1827.3 |
| 8192 | 16 | 4068.2 | 26.9 |  |  | 2113.7 | 14.7 |  |  |
| 13312 | 16 | 5276.3 | 32.5 |  |  | 2669.0 | 17.4 |  |  |
| 16896 | 16 | 5780.5 | 34.8 |  |  |  |  |  |  |

Table 8: Execution rates in Mflops/s for QR factorization and block-cyclic triangular system solution on a 512 node Connection Machine system CM-200 as a function of matrix size, blocking factor, and the number of right-hand sides. Nodes in Gray code order.


Figure 5: Execution rates for LU factorization with and without pivoting on a 512 node Connection Machine system CM-200 with blocking factor 8,64 -bit precision. Nodes in Gray code order.


Figure 6: Execution rates for solution of block-cyclic triangular systems of equations with $N$ right-hand sides for LU decomposition on a 512 node Connection Machine system CM-200 with a blocking factor $b, 64$-bit precision. Nodes in Gray code order.


Figure 7: Execution rate for solution of block-cyclic triangular systems of equations with $r$ right-hand sides for LU decomposition on a 512 node Connection Machine system CM-200 with a blocking factor 8,64 -bit precision. Nodes in Gray code order.


Figure 8: Execution rates for QR factorization on a 2048 node Connection Machine system CM-200 with a blocking factor b, 64-bit precision. Nodes in Gray code order.

### 6.2 Communication

Two main types of communication are required: 1) Spreads copy data from a single row (or column) of nodes to all other rows (or columns), 2) Reductions to select the pivot row in LU factorization with partial pivoting, and for column summations in QR factorization. In addition, general sends are used to align the right hand sides $Y$ with the columns of $A$, to realign the solutions with the input array $Y$, and, when $P_{1} \neq P_{2}$, to prepermute the matrix $A$, or to postpermute the solution(s). In a spread of a pivot column, $\frac{N}{p}$ elements per node must be communicated to every other node in a row for the consecutive data allocation described in Section 5.1. With a blocking factor of $b$ rows and columns the number of elements to be spread for a block column is $\frac{N b}{p}$. Similarly, a block row requires that $\frac{N b}{q}$ elements be spread to every other node in a column.
On the Connection Machine system CM-200, where the nodes are interconnected as a Boolean cube, there exist several paths from the node that must spread the data to any of the nodes receiving the data. Indeed, since $p$ and $q$ are always chosen such that the nodes form subcubes of the Boolean cube, there exist $\log _{2} p$ and $\log _{2} q$ edge-disjoint paths between a node and every other node in a column and row subcube. Hence, the data set a node must spread can be divided up among the different paths to balance the communications load and maximize the effective use of the available communications bandwidth [18]. Spreads on the Connection Machine system CM-200 are implemented in this manner, and use the communications bandwidth optimally [18]. Note that for a fixed data set per node, the time for a spread decreases with an increased number of nodes. Table 9 gives some timings for spreads of different size data sets on Connection Machine systems CM-200 of various sizes. For a large data set per node, increasing the number of cube dimensions by a factor of 10 (from 1 to 10 ) reduces the time for a spread by a factor of 3.41. Increasing the number of dimensions by a factor of 5 yields a reduction in the time for a spread of a large data set by a factor of 2.06 . The overhead is quite substantial, making the speedup significantly less than the increase in the number of cube dimensions.

The prepermutation $P_{1} P_{2}^{-1}$, or the postpermutation $P_{2} P_{1}^{-1}$, when required, is performed by the Connection Machine system CM-200 router in our implementation. These permutations are generalized shuffle permutations. Optimal algorithms for Boolean cube networks are known for these permutations when $N / \max (p, q)$ is a multiple of the block size [19], but not implemented on the Connection Machine system CM-200. In cases with only one right hand side, the cost of the alignment and postpermutation is only a small fraction of the total cost of the solve.

Note that, on the Connection Machine systems, the default layout of the matrix $A$ and the right-hand sides $Y$ is typically not the same, since the nodal array shape depends upon the data array shape. Aligning $A$ and $Y$ at compile time avoids data motion at runtime. With a default layout of $Y$ and $A$, the alignment constitutes a shuffle permutation, which would be performed by the router. Similarly, with the solutions overwriting the right-hand sides, the default data allocation requires a reallocation of the result from being aligned with $A$, to the default layout. This reallocation could be combined with a postpermutation of the solution matrix $X$, when necessary, into a single permutation.

| Number of | Number of nodes |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| elements | 2 | 4 | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 |
| 2 | 0.0366 | 0.383 | 0.448 | 0.502 | 0.573 | 0.640 | 0.719 | 0.789 | 0.878 | 0.965 | 1.036 |
| 4 | 0.0366 | 0.383 | 0.448 | 0.502 | 0.573 | 0.640 | 0.719 | 0.789 | 0.878 | 0.965 | 1.036 |
| 8 | 0.0623 | 0.416 | 0.480 | 0.505 | 0.576 | 0.644 | 0.722 | 0.792 | 0.881 | 0.968 | 1.040 |
| 16 | 0.1136 | 0.470 | 0.515 | 0.542 | 0.615 | 0.684 | 0.763 | 0.798 | 0.888 | 0.975 | 1.046 |
| 32 | 0.2162 | 0.577 | 0.598 | 0.600 | 0.691 | 0.730 | 0.811 | 0.848 | 0.939 | 1.027 | 1.101 |
| 64 | 0.4214 | 0.793 | 0.741 | 0.720 | 0.773 | 0.856 | 0.907 | 0.947 | 1.042 | 1.133 | 1.168 |
| 128 | 0.8318 | 1.223 | 1.055 | 0.962 | 0.963 | 0.984 | 1.044 | 1.045 | 1.247 | 1.305 | 1.344 |
| 256 | 1.6527 | 2.084 | 1.654 | 1.445 | 1.377 | 1.352 | 1.360 | 1.338 | 1.410 | 1.434 | 1.503 |
| 512 | 3.3139 | 3.805 | 2.882 | 2.410 | 2.203 | 2.054 | 1.990 | 1.925 | 1.946 | 1.953 | 2.001 |
| 1024 | 6.7319 | 7.247 | 5.310 | 4.342 | 3.825 | 3.491 | 3.287 | 3.098 | 3.021 | 2.991 | 2.957 |
| 2048 | 13.4530 | 14.129 | 10.193 | 8.204 | 7.067 | 6.331 | 5.844 | 5.445 | 5.210 | 5.028 | 4.910 |
| 4096 | 26.9059 | 27.895 | 19.931 | 15.929 | 13.585 | 12.048 | 10.960 | 10.137 | 9.588 | 9.102 | 8.782 |
| 8192 | 53.8115 | 55.426 | 39.437 | 31.379 | 26.619 | 23.444 | 21.226 | 19.522 | 18.344 | 17.288 | 16.520 |
| 16384 | 107.6210 | 110.476 | 78.415 | 62.279 | 52.657 | 46.269 | 41.721 | 38.291 | 35.818 | 33.662 | 31.997 |
| 32768 | 215.2400 | 220.577 | 156.396 | 124.070 | 104.723 | 91.874 | 82.711 | 75.829 | 70.764 | 66.366 | 62.991 |

Table 9: Time in msec for spreads of different size data sets and Connection Machine systems CM-200 of various sizes. 32-bit precision.

Such a combined permutation would require the same time as either the postpermutation itself, or the reallocation of $X$, using optimal algorithms [19].

Note also, that if all arrays have a default layout, then for many right-hand sides it may be advantageous with respect to performance to align the matrix $A$ with $Y$ and, if a prepermutation of $A$ is necessary, combine this permutation with the alignment operation.

### 6.3 Arithmetic efficiency

Not all the work is well load-balanced, even in the block-cyclic order elimination. Some work is applied only to a single row (or column) of the matrix at a time. For example, in LU factorization with partial pivoting, it is necessary to find the location of the largest element in the current column. Though this work is of order $O(N)$ for a single (block) row or column, compared to the $O\left(N^{2}\right)$ work for a rank- $b$ update, it is magnified in importance because the grid-based layouts do not load-balance individual rows and columns across the whole machine. Despite this drawback, grid-based layouts are optimal for communication systems in which the communication time is determined by the data volume leaving or entering a node, as shown in Section 7.

### 6.4 Detailed performance analysis

For simplicity, in this section and the next, we consider only the case $p=q$.
Assuming that $\alpha N^{3}$ floating-point operations are carried out on $p^{2}$ nodes running at rate $r$, while the time per unit of work spent on $N^{2}$ work (some arithmetic and communication)
on $p$ nodes is $C$, the total time is $\frac{\alpha N^{3}}{r p^{2}}+C \frac{N^{2}}{p}$. The achieved computational rate is

$$
R=\frac{\alpha N^{3}}{\frac{\alpha N^{3}}{r p^{2}}+C \frac{N^{2}}{p}}
$$

or

$$
R=r p^{2}\left(\frac{\theta}{\theta+1}\right)
$$

where

$$
\theta=\left(\frac{N}{p}\right)\left(\frac{\alpha}{r C}\right) .
$$

For LU factorization on a 2048 node Connection Machine system CM-200, the compilers by default configure the nodes as a $32 \times 64$ array. The algorithm we use requires three spreads for each row and column that is eliminated; two to accomplish the pivoting row swap and one to spread the column of coefficients. From Table 9, we conclude that the time for a row spread is $570+3.1 *$ (number of $32-$ bit words per column of nodes) $\mu \mathrm{sec}$, and the time for a column spread is $640+2.7 *$ (number of $32-$ bit words per row of nodes) $\mu \mathrm{sec}$. For the largest matrices in Table $7, \frac{N}{p} \approx 630$ (actually the submatrices assigned to each node are rectangular $448 \times 896$, and $\sqrt{(448 * 896)} \approx 630)$. Some straightforward calculus shows that communication contributes about $15 \mu \mathrm{sec}$ to $C$. By counting cycles for the $O\left(N^{2}\right)$ arithmetic part of the code, we estimate that it contributes another $12 \mu \mathrm{sec}$ to $C$. For LU factorization $\alpha=2 / 3$. We used a blocking factor of $b=16$ for the timings reported in Table 7, i.e., all $O\left(N^{3}\right)$ work is performed by rank- 16 updates. These run at a peak rate of about $7.6 \mathrm{Mflops} / \mathrm{s}$ per node. However, including the effect of DRAM page faults reduces this performance to a little over 7 Mflops/s. Hence, $\frac{\alpha}{r C} \approx \frac{2}{3 \cdot 7.0 \cdot 27} \approx \frac{1}{285}$, and $\theta \approx 2.2$, for which the performance loss factor is $\frac{\theta}{\theta+1} \approx 0.69$. Altogether, this analysis predicts a performance of about 4.85 Mflops/s per node, which is very close to the measured performance.
The important conclusion is that for $\theta \ll 1$, or $\frac{N}{p}$ small relative to $\frac{r C}{\alpha}$, the performance increases roughly linearly in $\frac{N}{p}$. Because $r C$ is large, nearly all interesting cases fall into this range of submatrix sizes.

A minor point relevant for fine-tuning is that smaller problems should use smaller block sizes. This need arises because one of the contributions to $C$ is work occurring entirely within block rows or block columns, which grows quadratically with the block size $b$.

### 6.5 Scalability

As the matrix size $N$ increases for a fixed machine size, the number of rows and columns assigned to a node increases proportionally. Hence, if $N$ is doubled, so is the amount of data per row and column per node. Hence, the time required for the $O\left(N^{2}\right)$ term increases in proportion to $N^{2}$. But, the amount of work that must be performed by each node for the factorization, increases in proportion to the cube of the local matrix size. Hence, the
importance of the $O\left(N^{2}\right)$ term decreases with increased $N$ for a fixed number of nodes. However, the significance does not decrease in proportion to $N$, since the efficiency of the level-2 LBLAS increases with increased $N$. The variation in the computational rate $r$ spans a range of more than one order of magnitude, while the performance loss factor may span two orders of magnitude. Hence, the dramatic variation in performance as a function of the local submatrix size.

Scaling the problem size with the number of nodes such that size of the submatrix assigned to each node remains fixed increases the efficiency of our current Connection Machine system CM-200 implementation. The performance of the level-2 LBLAS is unaffected by this form of scaling, but the communication is sped up because more channels are available for spreads and reductions. Thus, increasing the number of nodes decreases the value of $C$.

## 7 Optimal layouts

Communication is inevitable for the solution of full rank factorization problems on a distributed memory computer [9]. Another source of inefficiency in our implementation is the poorly load-balanced $O\left(N^{2}\right)$ work. We now consider the impact on the data communication (for spreads and reductions) of some alternative data layouts intended to improve the load-balance for the $O\left(N^{2}\right)$ work.

Consider an arbitrary layout of an $N$ by $N$ matrix on $p^{2}$ nodes, which is regular in the following sense:

Each column intersects exactly $c$ nodes in $N / c$ elements.
Each row intersects exactly $r$ nodes in $N / r$ elements.
There are exactly $N^{2} / p^{2}$ elements on each node.
Each node intersects exactly $c N / p^{2}$ columns.
Each node intersects exactly $r N / p^{2}$ rows.

Figure 9 shows a two-dimensional data array assigned to nodes forming a one-dimensional array in a Boolean cube. A binary-reflected Gray code encoding [25] is used for the array embedding. Each square subarray of the data array is assigned to one of four nodes, as indicated by the number in the corresponding box. In effect, the data array is assigned to the nodes of the embedded one-dimensional array in a block-skewed way. This layout satisfies the regularity conditions with $c=4, r=4$, and $p=2$.
It is clear that by making $r c>p^{2}$, the load-balance can be improved for row and column oriented operations. In order to evaluate the impact on the time for a spread, we assume that the time of the spread is proportional to max(inject, eject), where inject is the maximum number of data elements injected into the communications system by any node,

| 0 | 1 | 3 | 2 |
| :--- | :--- | :--- | :--- |
| 1 | 0 | 2 | 3 |
| 3 | 2 | 0 | 1 |
| 2 | 3 | 1 | 0 |

Figure 9: Layout of a two-dimensional data array on a Boolean cube configured as a one-dimensional array.
and eject is the maximum number of elements ejected from the communications system by any node. Hence, we assume that communication operations are limited by the bandwidth at the nodes. Then, the time of a column spread is $\max \left(N / c, r N / p^{2}\right)$ and the time of a row spread is $\max \left(N / r, c N / p^{2}\right)$. Now, consider an algorithm consisting of local computation, row spreads, and column spreads. Suppose that local computation consists of a perfectly load balanced part, a part which takes place on a single column at one time, and a part which takes place on a single row at one time. By making rc $>p^{2}$ we can reduce the cost of the single column and single row operations. In return, the cost of the row spreads and the column spreads will grow. In fact, it is likely that distributing rows and columns across more processors will also increase the cost of the perfectly load balanced part of the computation, since more distributed layouts will reduce local vector lengths. If we ignore this effect of reduced vector lengths, then an optimal layout should minimize cost $=\alpha * \max \left(N / c, r N / p^{2}\right)+\beta * \max \left(N / r, c N / p^{2}\right)+\gamma * N / r+\delta * N / c$, where $\alpha, \beta, \gamma$, and $\delta$, are parameters describing the relative importance of column spread, row spread, single row work, and single column work, respectively.

To find the values of $c$ and $r$ that minimize this expression, we first assume that $r c=K$ with $K \geq p^{2}$. Then, $c N / p^{2} \geq N / r$ and $r N / p^{2} \geq N / c$, and the minimization problem reduces to finding the minimum of $\left(\alpha / p^{2}\right) * r+\left(\beta / p^{2}\right) * c+\gamma / r+\delta / c$, subject to the constraint $r c=K$. Using the constraint to eliminate $c$, and solving for the critical value of $r$, gives $r^{2}=\frac{\left(\beta / p^{2}\right) * K+\gamma}{\left(\alpha / p^{2}\right)+\delta / K}$. Here, $\operatorname{cost}(K)=2 * \sqrt{\left(\left(\alpha / p^{2}\right)+\delta / K\right) *\left(\left(\beta / p^{2}\right) * K+\gamma\right)}$. Minimizing this minimum cost with respect to $K$ gives $K_{\text {min }}=\sqrt{\frac{\gamma * \delta}{\alpha * \beta}} * p^{2}$. For $K>K_{\text {min }}$, $\operatorname{cost}(K)$ is increasing. So if $\gamma \delta<\alpha \beta$, the minimum cost for all $K \geq p^{2}$ occurs for $K=p^{2}$. If we take $K<p^{2}$, then the minimization problem reduces to finding the minimum of $(\alpha+\delta) / c+(\beta+\gamma) / r$ subject to the constraint $r c=K$. In this case, the minimum is a decreasing function of $K$, so the minimum cost for all $K<p^{2}$ occurs for $K=p^{2}$.

The above analysis assumes that the number of columns is equal to the number of rows,
which is true for LU factorization on a matrix that fits in primary storage. For the triangular solve, the number of right hand sides $R$ is often not equal to the number of rows $N$. With $R$ right hand sides, the assumption that each column intersects $c$ nodes in $N / c$ elements is still valid. But, each row now intersects $r$ nodes in $R / r$ elements. With $N R / p^{2}$ elements on each node, each node intersects $c R / p^{2}$ columns (instead of $c N / p^{2}$ columns) and $r N / p^{2}$ rows, as before. It is easily verified that even for the triangular solve, $K=p^{2}$ is optimal.

The overall conclusion is that, provided $\gamma \delta<\alpha \beta$, i.e., provided the geometric mean of the single row and single column work is less than the geometric mean of the row and column spread work, the best choice is $K=p^{2}$. The condition $r c=p^{2}$ implies that the optimal layout is indeed based on two-dimensional subgrids for both factorization and triangular system solution. This conclusion is true, because any column intersects a node in $N / c$ elements and $N / c=r N / p^{2}$, which is the number of rows that meet any node. Thus, the rows meeting any node must be exactly those $N / c$ rows that meet any one of the columns meeting that node. In our implementations of LU and QR factorization, the condition $\gamma \delta<\alpha \beta$ is satisfied, (although not by a wide margin). The optimal value of $r / c$ under the constraint $r c=p^{2}$ is $\frac{\beta+\gamma}{\alpha+\delta} \frac{R}{N}$. Thus, the ratio of the lengths of the axes of the two-dimensional nodal array is proportional to the ratio between the corresponding axes of the data array operated upon for both factorization and triangular system solution.

The above communications model applies to some, but not all architectures. For instance, for hypercubes with concurrent communication on all channels of every node, such as the Connection Machine system CM-200, the above communications model must be modified. In the example given by the diagram above, a column spread and a row spread are actually all-to-all broadcasts $[2,18]$. The time for such an operation is proportional to the number of elements entering a node divided by the number of communication channels per node, i.e., the number of hypercube dimensions spanning the set of nodes involved in the all-toall broadcast. For a 2-dimensional hypercube, all-to-all broadcast is no more expensive than a standard column spread. Although twice as much data must be received by each node, there are twice as many channels available for the data to use. Therefore on a four node CM-200, the data layout shown in Figure 9 would give better performance for dense linear algebra than any layout currently used, because with the Figure 9 layout and cyclic elimination order, all vector operations would be perfectly load-balanced.

## 8 Summary

We describe LU and QR factorization and solve algorithms for a block-cyclic ordered elimination for both square and rectangular nodal arrays. We show how prepermutation can be performed to guarantee pivoting on the diagonal for diagonally dominant matrices, without a need for postpermutation. The algorithms have been implemented on the Connection Machine systems CM-2 and CM-200, and are part of the Connection Machine Scientific Subroutine Library [29]. The peak execution rate of the LU factorization routine on a Connection Machine system CM-200 is about 9.4 Gflops/s in 64 -bit precision.

The routines accept any data layout that can be created in the higher level languages on the Connection Machine systems, either by the default layout rules, or through the use of compiler directives. The routines also perform operations on multiple instances concurrently, with instances distributed over different sets of nodes. The algorithms use standard communication functions, such as multiple instance (segmented) broadcast and reduction, and generalized shuffle permutations. Optimized routines are used for broadcast and reduction, while the router currently is used for the generalized shuffle permutations.

For small matrices the execution times for QR factorization without pivoting and LU factorization with partial pivoting are comparable, while for large matrices the execution rates become comparable, and hence the execution time for LU factorization with partial pivoting considerably shorter. The execution rate for the block cyclic triangular solve for LU decomposition is $50-100 \%$ higher than for the factorization for a number of right-hand sides equal to the number of unkowns. The behavior is similar for QR factorization.

The value of blocking operations on rows and columns increases with matrix size. For small matrices, blocking may yield an enhanced execution rate by $20 \%$, while for large matrices the blocking may offer an increased execution rate of about a factor of two. In our implementations the optimum blocking factor for LU factorization with partial pivoting increases from 4 to 16 with the matrix size increasing from 128 to 16896 . The optimum blocking factor for QR decomposition without pivoting was observed to increase slower with the matrix size than for LU factorization. The optimum blocking factors for the solve routines were always higher than for the factorization routines.

The execution rate for LU factorization without partial pivoting is higher than when partial pivoting is used. The difference in performance depends upon the problem size, but is typically in the $10-20 \%$ range.

The peak performance for the global factorization routines is about two thirds of the peak performance of the local level-2 BLAS routines used for the $O\left(N^{3}\right)$ work in the factorization (but approximately equal to the performance of the global matrix multiplication routine in the CMSSL). The $O\left(N^{3}\right)$ work is well load-balanced and performed at high efficiency through blocking of row and column operations. The $O\left(N^{2}\right)$ work introduces a significant performance penalty, even for very large matrices, and a few thousand nodes. For submatrices of a size of about $600 \times 600$, about one third of the time is spent on $O\left(N^{2}\right)$ work on the Connection Machine system CM-200 with 2048 nodes. About two thirds of this overhead time is spent in communication with the remainder spent in poorly load-balanced arithmetic.

We also show that for architectures with a very simple communication performance model, and for data layouts from a very large regular family, it is not possible to eliminate the overhead from poorly load-balanced arithmetic. Specifically, we show, that in a communication model in which the time for a spread or reduction is determined only by the amount of data that either leaves or enters a node regardless of the configuration of the nodes, assignment of subarrays to nodes based on a two-dimensional nodal array is optimal both for the factorization and the triangular system solution. We also show that the ratio between the lengths of the axes of the two-dimensional nodal array is proportional to the ratio
between the corresponding axes of the data array operated upon, i.e., the matrix subject to factorization, or the set of right hand sides for triangular system solution. This proof does not apply directly to the CM-200, because for hypercubes the available bandwidth for a spread depends upon the node configuration, and the simple communication model does not fully capture the communications capabilities.
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