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1 Introduction

Three dimensional gauge theories with N = 4 supersymmetry sit at the centre of a remark-
able web of connections between physics and mathematics [1–10]. On the physics side, these
theories flow to strongly interacting conformal fixed points in the IR and, in many cases,
the resulting conformal theories coincide with worldvolume theories of M-theory mem-
branes [11, 12]. These CFTs also have gravitational duals with supersymmetric black hole
solutions. Accounting for the entropy of these black holes from the perspective of the dual
gauge theory is an active subject of research [13–16].

On the mathematical side, the vacuum moduli spaces of a large class of these theories
coincide with Nakajima quiver varieties [17]. The quantised coordinate rings of these
spaces give rise to interesting non-commutative algebras [18, 19]. The actions of quantum
groups and algebras also arise in the K-theory of these spaces [20] and in the enumerative
geometry of curves (quantum K-theory) [21–23]. Three dimensional N = 4 theories are
equipped with various protected observables which can be evaluated in the IR and are often
characterised in terms of the geometry of quiver varieties and the representation theory of
the associated algebras.

Among the protected observables of 3d theories with N ≥ 2 supersymmetry are par-
tition functions computed on certain closed three manifolds. Remarkably, a wide class of
these partition functions can be constructed from a common constituent, the holomorphic
blocks of [24]. The factorisation into blocks has been demonstrated in a number of ex-
amples including the three-sphere partition function [25], the superconformal index [26]
and topologically twisted indices [27, 28]. The factorisation can also be understood from
the Higgs branch localisation perspective [29, 30]. The blocks are interesting quantities in
their own right which receive both perturbative quantum corrections and non-perturbative
contributions from the vortices of the 3d theory. For theories with an AdS dual, recent
work [15, 16] suggests that in a limit of large angular momentum a single “Cardy block”
dominates the thermodynamic ensemble relevant for calculating black hole entropy.

Work by two of the authors with M. Bullimore [31] has provided a first principles
construction of these fundamental blocks as hemisphere partition functions on S1×D with
exceptional Dirichlet UV boundary conditions. Geometrically, these boundary conditions
flow to thimble branes in the IR Rozansky-Witten σ-model. The state-operator correspon-
dence relates the hemisphere partition functions to a half-index counting local operators
inserted at the origin of Ω-deformed R≥0×R2 and in this picture, as detailed in [32], these
particular UV boundary conditions are associated with Verma modules of the quantised
Higgs and Coulomb branch chiral rings.

In this paper we elucidate these ideas for a particularly interesting example: the ADHM
quiver theory. This theory is realised as the three dimensional worldvolume theory of N
D2 branes on top a single D6 brane in type IIA string theory and has a Lagrangian quiver
description (see figure 1) with one adjoint and one fundamental hupermultiplet.1 The

1The name “ADHM quiver” comes from the fact that the hyperkähler quotient description of the Higgs
branch of this theory coincides with the ADHM construction [33] of the moduli space of N non-commutative
instantons [34] in a U(1) gauge theory.
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ADHM theory flows in the IR to the ABJM theory describing the worldvolume of N M2
branes and the ABJM theory is in turn holographically dual to M-theory on AdS4×S7 [35].
In interesting recent work [16], the Cardy block of the ADHM quiver theory has been
evaluated in the large N limit and found to reproduce the entropy of supersymmetric
asymptotically AdS4 black holes. The ADHM quiver theory also appears in recent attempts
to formulate a topologically twisted version of the AdS/CFT correspondence [36].

In the present work we construct the blocks, realised as hemisphere partition functions,
for the ADHM theory and verify explicitly that they glue to reproduce the superconformal
index, the S3 partition function and the A- and B-twisted indices. The theory is self-dual
under 3d mirror symmetry and both the Coulomb and Higgs branch coincide with the
Hilbert scheme of N points on C2. The corresponding quantised coordinate ring has been
identified by Kodera and Nakajima as a cyclotomic rational Cherednik algebra [37] and
we show that specialised limits of these blocks reproduce Verma characters of this algebra
in accordance with the general theory of [31]. Along the way, we discuss the implications
of 3d mirror symmetry in the geometric setup and discuss the relationship between the
twisted indices and the Hilbert series of the Hilbert scheme of N points in C2.

In the following we provide several different perspectives on the block of the ADHM the-
ory. We first show that the vortex contributions coincide with the equivariant K-theoretic
vertex function of quasi-maps to the Hilbert scheme of points — a similar relation appears
for linear quivers in the q-Langlands correspondence [2]. We also give a geometric charac-
terisation of the blocks in certain limits as the Poincaré polynomials of quasi-map or vortex
moduli spaces. Finally, we discuss a connection between the 3d blocks of the ADHM theory
and the 1-leg K-theoretic PT vertex. In particular, we use holomorphic factorisation to
understand the twisted index of the 3d ADHM theory as the N D2 brane sector of the
conifold amplitude in PT theory.

Outline. We begin in section 2 with an overview of the UV description of the theory and
discuss combinatorial aspects of fixed points on the vacuum moduli space.

In section 3, we construct the hemisphere partition function of the 3d ADHM theory
with boundary conditions associated to vacua. We discuss geometric aspects of two super-
symmetry enhancing limits, namely the Verma character limit and the limit in which the
vortex partition function is expected to coincide with a generating function of Poincaré
polynomials of the vortex moduli space. We find combinatorial expressions for the vortex
contributions to the hemisphere partition functions and show that 3d mirror symmetry
implies interesting identities for generating functions of reverse plane partitions.

In section 4 we turn to holomorphic factorisation of the 3d ADHM theory. We explicitly
demonstrate the exact factorisation into hemisphere partition functions of the A- and B-
twisted indices and discuss the connection to the Hilbert series of the Hilbert scheme of
points in C2. Using the geometric interpretation of section 3.2, we then relate the Hilbert
series to the Poincaré polynomial of the vortex moduli space and use Macdonald polynomial
methods A.2 to compute the large N limit.

In this work we also study an alternative (Neumann) choice of boundary condition [38].
The corresponding half index in the presence of a line operator can be expressed as a con-
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Figure 1. The Jordan quiver specifying the field content of 3d ADHM with one flavour.

tour integral. In section 5, we focus on a particularly simple Neumann boundary condition
and show that the index can be realised as counting gauge invariant states in the matrix
model for a certain Chern-Simons quantum mechanics. We discuss a geometric interpre-
tation of this boundary condition as an equivariant Euler characteristic counting sections
of holomorphic line bundles over a distinguished Lagrangian in the Higgs branch of the
ADHM theory. Finally, we compute the Euler characteristic in terms of Milne symmetric
polynomials and conjecture that the matrix model yields simple modules of the ADHM
Coulomb branch algebra ACN .

We include detailed appendices covering conventions for partitions and symmetric func-
tions A as well as novel results on evaluating Molien integrals using Macdonald polynomial
methods B.

2 Background

We focus on a particular 3d gauge theory, denoted 3d ADHM, living on N D2-branes on
top a single D6-brane in type IIA string theory. In the IR this theory is expected to flow
to an N = 8 SCFT, the ABJM theory, living on the worldvolume of N M2-branes in flat
spacetime. In the UV the theory has a Lagrangian description as a 3d N = 4 theory with
G = U(N) gauge symmetry.

Various partition conventions used in this section are summarised in appendix A.1.

UV description. The field content is summarised by the Jordan quiver in figure 1 —
we refer to this theory as 3d ADHM with one flavour because of the role of this quiver
in the ADHM construction [33] of the instanton moduli space. The theory has a vec-
tor multiplet, one hypermultiplet in the fundamental representation (I, J) and an adjoint
hypermultiplet (A,B).

In a fixed N = 2 subalgebra the theory has R-symmetries RH = 2U(1)H and
RC = 2U(1)C (normalised to have integer charges) acting on the vectormultiplet and hy-
permultiplet scalars respectively and the flavour symmetries acting on hypermultiplets and
monopole operators are GH ∼= U(1) and GC ∼= U(1) respectively. We summarise the

– 3 –
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charges of the scalar components of the hypermultiplets below.

RH RC G GH
I +1 0 � 0
J +1 0 � 0
A +1 0 adj +1
B +1 0 adj −1

The scalars can be regarded as linear maps:

A,B ∈ Hom(V, V ), I ∈ Hom(W,V ), J ∈ Hom(V,W ), (2.1)

where V = CN , W = C.
In the presence of a real FI parameter ξ and mass parameter m, the space of classical

supersymmetric vacua consists of solutions to:

µC = [A,B] + IJ = 0, µR = [A,A†] + [B,B†] + II† − J†J = ξ, (2.2)

and:
[σ,A] +mA = 0, [σ,B]−mB = 0, σI = 0, −Jσ = 0, (2.3)

modulo gauge transformations:

(A,B, I, J) 7→
(
gAg−1, gBg−1, gI, Jg−1

)
, (2.4)

with g ∈ U(V ) and σ is the real scalar. µR and µC are real and complex moment maps for
the G action and, in the language of 3d N = 2 supersymmetry, correspond to D and F

terms respectively. Throughout this work, we do not consider turning on a complex mass
and FI parameter. Assuming ξ > 0 and setting m = 0, these equations require σ = 0 and
we recover the hyperkähler quotient description of the Higgs branch MH as the Hilbert
scheme of points in the plane — HilbN (C2):

MH = HilbN (C2) = µ−1
R (ξ) ∩ µ−1

C (0)/U(V ). (2.5)

The FI parameter ξ is a resolution parameter for HilbN (C2)→ SymN (C2). Alternatively,
MH can be realised as a complex symplectic quotient by substituting the real moment
map for a stability condition and performing the quotient by GL(V ) as in [39]:

HilbN (C2) =

(A,B, I, J)

∣∣∣∣∣∣∣∣
µC = [A,B] + IJ = 0,
@ proper S ( V s.t. A(S) ⊂ S,
B(S) ⊂ S, imI ⊂ S


/

GL(V ) . (2.6)

Group action and fixed points. There is a natural T 2 = T1×T2 action on HilbN (C2)
induced by the following action on the linear data:

(t1, t2) : (A,B, I, J) 7→ (t1A, t2B, I, t1t2J), (2.7)
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where (t1, t2) ∈ t2. Further, it is shown in [39] that enforcing the complex moment map
and stability condition, or alternatively both moment maps (2.2), forces J = 0. Setting
t1 = zt

1
2 and t2 = z−1t

1
2 we have that, up to gauge transformations, z and t are fugacities

for GH and (RH −RC)/2 respectively. We can regard these group actions as generated by
mass deformations m and τ with z = e−m and t = e−τ . Note that turning on the mass
deformation τ softly the breaks the supersymmetry to N = 2∗. For later use we also define
the exponentiated fugacity ζ = e−ξ for the GC topological symmetry.

We now consider the fixed points under these group actions and briefly recap the results
of [39]. The fixed points coincide with isolated supersymmetric vacua in the presence of
mass deformations — we note that a non-zero m is itself enough to give isolated vacua (see
e.g. [40]). The fixed points are described by linear data (A,B, I) such that

t1A = λ(t1, t2)−1Aλ(t1, t2) , t2B = λ(t1, t2)−1Bλ(t1, t2) , I = λ(t1, t2)−1I, (2.8)

where λ : T 2 → U(V ).2 V can be decomposed with respect to the eigenspaces of λ as
follows:

V =
⊕
k,l

V (k, l) , V (k, l) =
{
v ∈ V |λ(t1, t2) · v = tk1t

l
2v
}

(2.9)

and, abusing notation, λ denotes the homomorphism as well as the fixed point itself.
Indeed, λ represents the Young diagram of a partition of weight N with the box s = (i, j)
representing an eigenspace Vs ≡ V (−is+1,−js+1). The components of scalars (A,B, I, J)
in the vacuum λ are given by

Aab =

1 if ia = ib + 1 and ja = jb

0 otherwise
,

Bab =

1 if ia = ib and ja = jb + 1
0 otherwise

, (2.10)

Ia = δa,1, Ja = 0,

with
σab = δab(ja − ia)m, (2.11)

modulo Weyl transformations. Here indices a, b = 1, . . . , N are for the fundamental rep-
resentation of U(V ) and equivalently label boxes a, b ∈ λ or their corresponding λ(t1, t2)
eigenspaces Va and Vb. Also (is, js) denote the coordinates of the sth box of λ.

As explained in more detail in appendix D, the fixed points can be realised as critical
values of the Morse function hH(λ) = m · µH,R where µH,R is the real moment map for
the Hamiltonian action of GH . The Morse flow with respect to this function provides an
ordering on vacua

ν ∈ Lλ ⇒ ν ≤ λ , (2.12)
2The vacuum equations involving the adjoint scalar (2.3) are precisely the infinitesimal version of these

equations.
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where Lλ is the holomorphic Lagrangian attracting submanifold of the vacuum λ under
upwards gradient flow. This Lagrangian locally coincides with the positive (with respect
to z) tangent weight space at λ. The critical value at the fixed point is, see proposition
(5.13) of [39]:3

m · µH,R(λ) = mξ

(∑
i

(i− 1)λi −
∑
j

(j − 1)λ∨j
)

= −mξ
∑
s∈λ

cλ(s).
(2.13)

Consequently the ordering on the vacua is related to a partial order on Young
diagrams (A.7).

3d mirror symmetry. The theory has a Coulomb branch algebra C[MC ] generated by
vevs of monopole operators. The Coulomb branchMC is defined by the spectrum of this
algebra [3, 5] and turning on an FI parameter ξ and real mass m the resolved Coulomb
branch is given by

MC = HilbN (C2). (2.14)
The ADHM theory with one flavour is self-dual under 3d mirror symmetry [42, 43] and the
duality exchanges

MH ↔MC ,

ζ = e−ξ ↔ z = e−m,

RH ↔ RC .

(2.15)

3d mirror symmetry is an IR duality of gauge theories [44] and as well as providing a
duality between Higgs and Coulomb branch geometry, supersymmetric observables are
also identified in mirror dual theories.

3 Hemisphere partition function

In this section we introduce the main observable of interest in this work: the hemisphere
partition function of the 3d ADHM theory. We construct a UV boundary condition for the
hemisphere partition function on S1 × D that realises an exact factorisation of partition
functions on various closed three-manifolds. We then discuss the relationship between the
partition function and the geometry of quasimaps to the Hilbert scheme HilbN (C2) and
demonstrate that certain specialised limits realise Verma characters of the ADHM Higgs
and Coulomb quantised chiral rings.

3.1 Boundary condition and localisation

We first define the half superconformal index of the theory on Ω-deformed R≥0×R2 in the
presence of a boundary condition B on the plane x1 = 0. As a trace over local operators,
the half index is defined by

I(B) = Tr (−)F qJ+RH+RC
4 t

RH−RC
2 zFH ζFC , (3.1)

3Note we have adapted the notation in [39] to the standard Macdonald [41] notation.

– 6 –
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where J is the generator of rotations in the R2 plane, and FH and FC are generators of
GH and GC respectively. In this work we consider a set of N = (2, 2) exceptional Dirichlet
boundary conditions denoted Bλ. These boundary conditions are associated to the massive
vacua of the theory λ and are expected to flow to thimble boundary conditions in the
IR sigma model specified by Lagrangian submanifolds Lλ in HilbN (C2). In this way, Bλ
mimics a vacuum λ at infinity. We give a more detailed overview of the main aspects of
this setup in appendix D. The boundary condition Bλ preserves a subset of the osp(4|4)
superconformal algebra generated by the supercharges: Q11̇

+ , Q
12̇
− , Q

21̇
− , Q

22̇
+ and their

superconformal conjugates. Our conventions for the 3d N = 4 supersymmetry algebra
match those of [31].

The state-operator correspondence relates the local operator count I(Bλ) to a partition
function ZλS1×D on the hemisphere with a boundary condition on ∂(S1 × D) = T 2. The
Ω-deformation enters as an angular momentum refinement on the hemisphere4 and we have:

ZλS1×D = eφλI(Bλ), (3.2)

where φλ corresponds to the equivariant integral of the anomaly polynomial encoding
boundary mixed ’t Hooft anomalies, which are dependent on the boundary condition Bλ.
This term determines the Casimir energy of the vacuum [45]. For the exceptional Dirichlet
boundary condition it includes a central charge term κλ:

κλ : tH × tC → R, (3.3)

where tH and tC are the Lie algebras of the flavour symmetries. The central charge is such
that:

κλ(m, ξ) = m · µH,R(λ) = ξ · µC,R(λ), (3.4)

where µC,R is the moment map of the GC action on the Coulomb branch. This coincides
with the value of the effective GH × GC mixed Chern-Simons coupling in the vacuum λ.
As elucidated in [31], hemisphere partition functions with such boundary conditions can
be interpreted as holomorphic blocks Bλ. To our knowledge the present work is the first
instance of a first principles definition and computation of the exact holomorphic block for
a theory with N = 4 adjoint matter.

The hemisphere partition function can be computed using localisation and decomposes
into classical, 1-loop and vortex contributions:

ZλS1×D = ZλClassicalZλ1-loopZλVortex ≡ Bλ(q, t), (3.5)

where ZλClassical = eφλ and Zλ1-loopZλVortex = I(Bλ).

Boundary condition. We now specify the N = (2, 2) boundary condition Bλ. We
use the 3d N = 2 language of [46], referring therein for detailed forms of the boundary
conditions in the half-space picture, and to [31] for the corresponding boundary conditions
for S1 × D. We prescribe a Dirichlet and Neumann boundary condition for the N = 2

4In practice the angular momentum refinement is implemented by a twisted boundary condition.
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Boxes D N

∀ a, b ∈ λ s.t. (b ∈ λB) ∩ (ia > ib) or (b /∈ λB) Aab Bba

∀ a, b ∈ λ s.t. (a ∈ λB) ∩ (ib ≤ ia) Bab Aba

∀a Ia Ja

Table 1. Exceptional Dirichlet boundary condition associated to vacuum λ.

vector and adjoint chiral multiplets comprising the N = 4 vector multiplet respectively.
The Dirichlet boundary condition for the vector multiplet supports boundary monopole
configurations resulting in a sum over abelian flux sectors in the index.

It remains to specify the boundary condition for the hypermultiplets. We work in the
basis of CN given by Nakajima’s fixed point description, where the indices on the linear
data label boxes in the Young diagram specified by the vacuum. In this basis Bλ prescribes
the boundary condition for the hypermultiplet scalars given in table 1. The scalars in D
have their values fixed at the boundary, whilst those in N are allowed to fluctuate. The
boundary conditions for the rest of the fields are fixed by supersymmetry. λB denotes the
set of boxes on the bottom-most edge of the Young diagram, i.e. those s ∈ λ such that
is = λ∨js . As part of the boundary condition data, we fix non-zero values for the following
scalars in D:

• I(1,1) where (1,1) is the top-left box in λ.

• Aab whenever ia = ib + 1 and ja = jb.

• Bab whenever a ∈ λB, ia = ib and ja = jb + 1.
We set these scalars equal to their values at the fixed point which we can normalise to 1 by
the action of ∏a∈λ GL(Va). This breaks the U(N) gauge symmetry at the boundary (itself
already only a flavour symmetry due to the Dirichlet boundary condition for the vector
multiplet) completely, whilst preserving the flavour and R-symmetries up to a boundary
gauge transformation. On the Young diagram this corresponds to a particular tree5 Tλ, an
example of which is shown in figure 2. The vertical arrows correspond to those components
of A fixed to non-zero values at the boundary, and horizontal arrows to those of B. In fact,
any configuration of non-zero values corresponding to the edges in a tree would have the
above property, however only Tλ is compatible with table 1.

Higgs branch image. We now motivate this choice of Bλ. Abusing notation, we also
denote by Bλ the holomorphic Lagrangian of the affine space parametrised by the scalars
(A,B, I, J) with N boundary conditions. Explicitly:

Bλ =

(A,B, I, J)

∣∣∣∣∣∣∣∣
Aab = c1,ab if (b ∈ λB) ∩ (ia > ib) or (b /∈ λB),
Bab = c2,ab if (a ∈ λB) ∩ (ib ≤ ia),
Ia = δ1,a

 (3.6)

5We expect this to be closely related to the elliptic stable envelope for HilbN (C2) recently constructed
by Smirnov [40], and hope to explore this connection in future work. Also see loc. cit. for a definition of
a tree.
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Figure 2. A tree permitted by the boundary condition corresponding to non-zero expectation
values at the boundary. The boxes in λB are highlighted.

where:

ci,ab =

1 if a, b ∈ λ linked by an edge in Tλ,
0 otherwise.

(3.7)

The image of this boundary condition in the bulk Higgs branch is given by:

B(Bulk)
λ =

[
Bλ ∩ µ−1

C (0)
]
/GL(N,C) . (3.8)

This contains the fixed point λ since the only scalars which are non-zero on the vacuum
which are not fixed to their values at the vacuum by the boundary condition are Bab with
a, b ∈ λ adjacent, with a to the right of b, and a /∈ λB. These scalars are in N so are free
to take their vacuum values.

The proposal in [32] for such boundary conditions to correspond to thimbles for vacua,
and the bulk-boundary system to yield Verma modules of the chiral ring require the follow-
ing conditions to be met. Firstly, since the bulk-boundary system has vacua Bλ ∩ µ−1

C (0),
there must be no non-trivial GL(N,C) orbits in B(Bulk)

λ , else there would be additional
non-compact 2d degrees of freedom on the boundary. That is: B(Bulk)

λ = Bλ ∩ µ−1
C (0).

Secondly, we should have:
Bλ ∩ µ−1

C (0) = Lλ. (3.9)

In appendix D.2, we show the local version of these statements i.e. that there are no non-
trivial gauge orbits in a neighbourhood of λ in B(Bulk)

λ and that the tangent space to λ in
B(Bulk)
λ consists of the half-dimensional subspace of TλMH with positive z-weights. More

precisely, Nakajima [39] computes the tangent space character at a fixed point λ:

TλMH =
∑
s∈λ

zaλ(s)+lλ(s)+1t
1
2 (−aλ(s)+lλ(s)+1) + z−aλ(s)−lλ(s)−1t

1
2 (aλ(s)−lλ(s)+1). (3.10)

This is a holomorphic Lagrangian splitting into positive and negative weight spaces for
z since the holomorphic symplectic form ωC is invariant under GH . For our choice of
boundary condition we find:

TλBBulk
λ =

∑
s∈λ

zaλ(s)+lλ(s)+1t
1
2 (−aλ(s)+lλ(s)+1) = TλLλ, (3.11)

which is precisely the character of the positive weight space.
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The partition function. We now compute the hemisphere partition function for this
boundary condition following [31, 46]. The first step is to write the partition function for
c = 0, and then deform with c as in (3.7) by setting to 1 the combination of fugacities dual
to the charge of the chirals which acquire non-zero vevs. Using the 1-loop determinants
and classical contributions from the localisation computation in [31] together with the
boundary conditions in table 1 we find, before deformation:

Z̃λS1×D =
∑
k∈ZN

e
logζ
logq (

∑
a∈λ log(saqka)) ∏

a,b∈λ

(
u2 sa

sb
qka−kb ;q

)′
∞(

q sasb q
ka−kb ;q

)′
∞

∏
a∈λ

(
qu−1saq

ka ;q
)′
∞

(usaqka ;q)′∞

∏
a,b∈λ s.t.

(b∈λB)∩(ia>ib)
or (b/∈λB)

(
qz−1u−1 sa

sb
qka−kb ;q

)′
∞(

z−1u sasb q
ka−kb ;q

)′
∞

∏
a,b∈λ s.t.

(a∈λB)∩(ib≤ia)

(
qzu−1 sa

sb
qka−kb ;q

)′
∞(

zu sasb q
ka−kb ;q

)′
∞

(3.12)

where z, t, ζ are fugacities defined in section 2. We define u = t
1
2 q

1
4 , v = t−

1
2 q

1
4 as the

U(1)H,C R-symmetry fugacities respectively and s−1
a as the fugacity for the abelian factor

rotating the eigenspace Va ⊂ V . The sum is over k ∈ cochar(U(N)) ' ZN i.e. the abelian
flux sectors for boundary monopole operators. The function (a; q)′ is related to the usual
q-Pochhammer function (A.10) by:

(a; q)′∞ = e−E[− log(a)](a; q)∞. (3.13)

The factors E [x] arise as a zeta function regularisation of zero point energies, explicitly:

E [x] = β

12 −
x

4 + x2

8β (3.14)

with q = e−2β . These factors are a crucial ingredient in [31] to obtain the correct weight
of the vacuum state.

Now we deform to the exceptional Dirichlet boundary condition specified above. The
chirals with non-zero values at the boundary are the components of (A,B, I) given by
the particular tree Tλ. This prescription completely breaks the boundary gauge group
(which was already broken to a flavour symmetry by the boundary condition). Specifically,
this sets:

s(1,1) = u , sa = u(zu)ia−1(z−1u)ja−1 ≡ u−1va (3.15)

and gives the hemisphere partition function ZλS1×D. We note that these gauge fugacity
values are precisely the Grothendieck roots appearing in [47] in their computation of the
vortex partition function. There are intricate combinatoric cancellations in the perturbative
part of the partition function which we describe in appendix D.1. For now we state the
final result

ZλS1×D = ZλClassicalZλ1-loopZλVortex (3.16)

where the classical contribution is given by:

ZλClassical = e
−[∑s∈λ c(s)] log ζ log z

log q e[
∑

s∈λ h(s)] log v log z
log q e[

∑
s∈λ h(s)] logu log ζ

log q e
−[∑s∈λ c(s)] logu log v

log q ,
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and we again we use the shorthand u = t
1
2 q

1
4 and v = t−

1
2 q

1
4 . We note that, in line with the

proposals in [31, 45], the classical piece is precisely the equivariant integral of the boundary
’t Hooft anomaly, and includes the mixed central charge term − log ζ log z∑s∈λ cλ(s). For
the 1-loop piece we find:

Zλ1-loop =
∏
s∈λ

(qzaλ(s)+lλ(s)+1u−aλ(s)+lλ(s)−1; q)∞
(zaλ(s)+lλ(s)+1u−aλ(s)+lλ(s)+1; q)∞

, (3.17)

and the vortex contributions are given by:

ZλVortex =
∑

π∈RPP(λ)

(
ζt

1
2 q−

1
4
)|π|∏

s∈λ

(
u2v−1

s ; q
)
−πs(

qv−1
s ; q

)
−πs

∏
s,t∈λ
s 6=t

(
qu−2 vt

vs
; q
)
πt−πs(

vt
vs

; q
)
πt−πs

(
zu vtvs ; q

)
πt−πs(

qzu−1 vt
vs

; q
)
πt−πs

,

(3.18)
where in the above we set vs = zis−jsuis+js . A priori, the vortex sum should be taken over
all integers {ks} as in (3.12) however, as shown in appendix D.1, the summand vanishes
unless {ks} form a reverse plane partition (RPP) — we thus write the vortex sum in terms
of π ∈ RPP(λ).

Our hemisphere partition function provides a first principles UV derivation of the
vortex contributions to the holomorphic block as recently derived via factorisation in [16].
The vortex partition function also coincides with the quasimap index of [47] and we discuss
this geometric connection in detail in the following section. The present work differs in
approach from [47] in that it is important for us to include perturbative contributions, as
these terms are crucial to understanding the representation theory of quantised Coulomb
and Higgs branch algebras and the exact factorisation of partition functions on closed three
manifolds. The ‘boundary condition’ implicitly used in [47] assigns all of A Dirichlet and
all of B Neumann, and the vortex partition function is normalised by dividing by terms
with simple poles. In contrast, our perturbative piece is finite. The vortex contribution
is insensitive to the choice of polarisation provided the same Grothendieck roots are used,
although such a computation does not manifestly have a physical interpretation in the
gauge theory. Instead in our work, the Grothendieck roots are recovered via the procedure
for computing the exceptional Dirichlet boundary condition. We leave to future work [48]
an investigation of the geometric interpretation of the perturbative contributions.

Superconformal index. We note briefly that the block derived above fuses exactly to
the superconformal index of the ADHM theory computed in [16]. There the vortex partition
function was obtained by factorising the S1 × S2 index, but only the block corresponding
to the column partition was derived from first principles via a localisation calculation on
S1 ×D. Our work completes the derivation of the complete set of blocks for this theory.
The 1-loop perturbative contribution to the superconformal index also undergoes drastic
cancellations analogous to those in the hemisphere partition function (the details are given
in D.1), and we obtain:

ZS.C.
S1×S2 =

∑
λ

∥∥∥ZλS1×D

∥∥∥2

S.C.
(3.19)
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where the sum is taken over partitions of weight N and the gluing is given by:

q → q−1, t→ t−1, z → z−1, ζ → ζ−1. (3.20)

Fluxes for flavour symmetries through S2 can be included easily, via shifting fugacities
appearing in the blocks [24], although we omit this for the purposes of brevity. The
factorisation remains exact in the presence of background flux.

A- and B-shifts. We define the A- and the B-shifted hemisphere partition functions
with an R-symmetry parameter redefinition t→ q±

1
2 t.

ZλS1×D(t) = ZA,λS1×D

(
tq−

1
2
)

= ZB,λS1×D

(
tq

1
2
)
. (3.21)

We make use of these shifted partition functions later when studying Verma modules and
factorising the A- and B- twisted indices. Shifted indices IA(Bλ) and IB(Bλ) are defined
similarly, as are the separate perturbative and non-perturbative contributions.

The mirror self-duality exchanges RH ↔ RC and thus exchanges the A and B shifts.
Whilst partition functions on closed three-manifolds are preserved under the mirror map,
it is expected that 3d mirror symmetry acts non-trivially on the boundary conditions
Bλ so that the holomorphic blocks transform linearly amongst themselves under mirror
symmetry. In this work we are concerned with two specialised limits where the mirror map
is particularly tractable and we explicitly verify that the 1-loop and vortex contributions
in these limits are exchanged by mirror symmetry.

3.2 Interpretation as a quasimap index

The vortex contribution to the hemisphere partition function in a particular vacuum can be
interpreted as the equivariant K-theoretic vertex function of the Jordan quiver variety [47,
49] evaluated at a fixed point λ ∈ HilbN (C2).

ADHM vortices. The moduli space of vortices in the 3d ADHM theory can be identified
with the moduli space QMd

λ of quasimaps f : P1 →MH = HilbN (C2) with degree d ∈ ZN

and f(∞) = λ. The space admits a C∗ action of rotations of the domain P1 and a maximal
torus T 2 action on HilbN (C2). The space of quasimaps to the Hilbert scheme of points is
studied from the perspective of quantum cohomology in [50] and in K-theory [47, 51, 52].

The vortex contributions to the A-shifted partition function6 coincide with the equiv-
ariant Euler characteristic of the symmetrised virtual structure sheaf Ôd

Vir. on QMd
λ:

ZA,λVortex =
∑

d

(
ζt

1
2
)d
χ
(
Ôd

Vir.

)
. (3.22)

The Euler characteristic can be computed in localised K-theory as the vertex function
evaluated at λ ∈ HilbN (C2) in the fixed point basis of KT 2(HilbN (C2)). This yields an

6We could equally well use the B-shift here. Generally, the B-shift should correspond to quasimaps to
the Coulomb branch MC but since the theory we consider is mirror self-dual the difference is merely a
parameter redefinition.
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expression:7

ZA,λVortex =
∑

d

(
ζt

1
2
)d ∑

f.p.∈QMC∗×T2

â
(
TVir.

f.p. QMd
λ

)
. (3.23)

Consequently, the reverse plane partitions π in the vortex sum (3.18) coincide with fixed
points on the quasimap moduli space with fixed degree d = |π| and the summand is the
character of the virtual tangent space. The gauge theory and geometry parameters are
related by:

N = 2∗ mass, t Fugacity for C∗ ⊂ T 2

Flavour symmetry, z Fugacity for C∗ ⊂ T 2

Angular momentum refinement, q Rotations of P1

Vortex number Quasimap degree d

K-theoretic PT vertex. Quasimaps to the Hilbert scheme of N points in C2 correspond
to points in the K-theoretic PT moduli space of C3 [52, 53]. The equivariant Euler char-
acteristics (3.22) are then identified with the bare 1-leg vertex and following the notation
of e.g. [54] we have:

ZA,λVortex = V λ,∅,∅
PT (3.24)

In following subsections we verify this correspondence in two cases. We first study the
Poincaré polynomial limit of the vertex in section 3.4 and show that we recover the refined
topological vertex [55]. Later, in section 4.2, we show that the holomorphic block gluing
for the twisted index can be identified with the vertex gluing in PT theory and indeed,
taking the generating function over the gauge rank, we recover the partition function of
the resolved conifold i.e. the generating function over N of the Hilbert series of HilbN (C2).
This correspondence has also been studied from the 2d/homological perspective in the
works [56, 57].

3.3 Verma character limit

We now consider two specialised limits of the hemisphere partition function. The first
limit we consider is denoted the A-limit and corresponds to setting t→ 1 in the A-twisted
hemisphere partition function. In the A-limit the generators in the index commute with
both Q12̇

− and Q11̇
+ , the index is independent of q and the full N = 4 supersymmetry is

restored. We have simply:
lim
t→1

IA(Bλ) = TrHAζFC . (3.25)

The index receives contributions from boundary Coulomb branch bosonic operators in HA.
In the Ω background, these operators admit an action of the bulk quantised Coulomb
branch algebra [32] and the boundary condition Bλ leads to a Verma character for this
action. The details of this limit were recently discussed in general by the authors in [31]
and in this work we compute these limits for the 3d ADHM theory in particular.

7â(x) = x
1
2 − x−

1
2 and is extended multiplicatively on weights â(x+ y) = â(x)â(y).
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In the A-limit only the vortex contributions survive and we have:

lim
t→1

IA(Bλ) = lim
t→1
ZA,λVortex =

∑
π∈RPP(λ)

ζ |π| . (3.26)

Geometrically, this is an un-graded count of the fixed points on QMd
λ and is thus consistent

with the expectation that the equivariant homology∑dH
•
(
QMd

λ

)
, in the fixed point basis,

forms a Verma module of the Coulomb branch chiral ring [1].
The mirror limit, which we denote the B-limit, corresponds to sending t → 1 in the

B-shifted index, a similar supersymmetry enhancement occurs but now only the 1-loop
excitations contribute to the index:

lim
t→1

IB(Bλ) = lim
t→1
ZB,λ1-loop =

∏
s∈λ

1
1− zaλ(s)+lλ(s)+1 . (3.27)

3d mirror symmetry exchanges the two limits (provided we also exchange ζ and z as in the
mirror map (2.15)) and leads to the familiar generating function identity for reverse plane
partitions with the 1-loop piece degenerating to the hook formula:

lim
t→1
ZB,λ1-loop =

∏
s∈λ

1
1− zhλ(s) =

∑
π∈RPP(λ)

z|π| = lim
t→1
ZA,λVortex . (3.28)

Coulomb branch algebra. The quantum Coulomb branch algebra Ĉ[MC ] of the 3d
ADHM theory with one flavour, hereafter denoted ACN , depends on the mass parameter m
explicitly in the generators and the Ω-deformation parameter q via the quantisation. The
monopole operators are built from variables wk,a, vk,a and constructed as follows:

Ek,t =
Nk∑
a=0

∏
bwk,a − wk−1,b −m∏

b 6=awk,a − wk,b
wtk,avk,a,

Fk,t =
Nk∑
a=0

∏
bwk,a − wk+1,b +m∏

b 6=awk,a − wk,b
v−1
k,aw

t+δ0,k
k,a ,

(3.29)

for a decomposition ∑kNk = N . The details of this algebra and the abstract construction
of the Verma modules Vλ, labelled by a vacuum λ, of ACN were recently studied in [58].
The character of such modules can be written:

χC,λ(z, ζ; q) = TrVλζ
1

2β
∑

wk,a . (3.30)

The Verma characters were computed with slightly different parameter conventions in [59].
As discussed in [31], these Verma characters coincide with the t → 1 limit of the full
hemisphere partition function in the A-shift convention. The classical term determines the
Casimir energy and thus the highest weight of the vacuum. In the 3d ADHM case we find:

lim
t→1
ZA,λS1×D = ZA,λCl. Z

A,λ
Vortex = e

ξm
2β
∑

s∈λ cλ(s)+ ξ
2
∑

s∈λ hλ(s) ∑
π∈RPP(λ)

ζ |π| = χC,λ . (3.31)

Since the theory is mirror self-dual, the Verma characters of the Higgs branch algebra χH,λ
are expected to be functionally the same form as χC,λ with ξ and m interchanged.
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Specialised S3 partition function. We now take a brief detour to the 3-sphere par-
tition function and explain the connection between holomorphic factorisation and the re-
cently proposed “IR formulae” of [59]. The partition function ZS3

b
of the theory is defined

on the squashed ellipsoid:
b2|z1|2 + 1

b2
|z2|2 = 1 . (3.32)

This partition function can be computed by Coulomb branch localisation [25] and factorised
into holomorphic blocks:

ZS3 =
∑
α

Bα(z, ζ; q, t)Bα(z̄, ζ̄; q̄, t̄) (3.33)

where the parameter identifications are as follows:

q = e−2πibQ, t = e2πbT , z = e−2πbm, ζ = e−2πbξ, (3.34)

q̄ = e−
2πi
b
Q, t̄ = e

2πT
b , z̄ = e−

2πm
b , ζ̄ = e−

2πξ
b (3.35)

with Q = b+ 1/b. The specialised S3 partition function enhances the supersymmetry from
N = 2∗ to N = 4 and corresponds to setting T → i

2(b − 1/b). In this limit the partition
function becomes:

ZS3
b

=
∑
λ

eπmξ
∑

s∈λ cλ(s)eπ(m+ξ)
∑

s∈λ hλ(s) ∑
π∈RPP(λ)

ζ |π|
∑

π̃∈RPP(λ)
z|π| . (3.36)

Using the Verma character expression (3.31), we can alternatively write this as:

ZS3
b

=
∑
λ

eπmξ
∑

s∈λ cλ(s)χC,λ(ζ)χH,λ(z) (3.37)

and, up to phases, we recover the IR formula expressed in terms of Verma characters in
(7.45) of [59].

3.4 Poincaré polynomial limit

We now consider another limit of the index corresponding to sending q → 0 in the A- and
B-shifted partition functions. As a trace over local operators we can write the A-shifted
index as:

IA(Bλ) = Tr(−1)F qJ+RV
2 t

RH−RC
2 zFH ζFC

= Tr(−1)F qD−
RC

2 t
RH−RC

2 zFH ζFC .
(3.38)

Unitarity bounds allow us to re-write the exponent of q in the above and also imply an
expansion in positive powers of q of the index. Sending q → 0 selects the subspace where
D = 1

2RC i.e. bosonic Higgs branch operators uncharged under FC .

lim
q→0
IA(Bλ) = TrHAt

RH
2 −DzFH . (3.39)

These operators are annihilated by the same additional supercharges as those in section 3.3
and so in this limit the index is a refined Verma character of ACN that keeps track of R-
charge graded by t. A similar argument holds for the B-shifted vortex partition function
where instead we count Coulomb branch operators graded with t→ t−1.
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Geometric interpretation. Quasimap moduli spaces QMd can occasionally be realised
as smooth varieties. For example the quasimap moduli space for the Tρ[SU(N)] theory
coincides with Laumon space Qd [28, 60]. In this case the equivariant Euler characteristic
is the χt genus of Laumon space. In the limit q → 0, the authors argue in [28], that χt(Qd)
becomes the Poincaré polynomial of the compact core π−1(0) ⊂ Qd. In this section we
study the same “Poincaré polynomial” limit of the ADHM theory and, by analogy with
Tρ[SU(N)],8 we expect that we are again computing a Poincaré polynomial of the compact
core of a putative resolution of the space of quasimaps to HilbN (C2):

lim
q→0
ZVortex =

∑
d

ζdPt(Q̃M
d

λ) . (3.40)

Indeed, in the following we find a finite polynomial in t at each vortex number.9

Mirror limit as a generating function. We first compute the Poincaré polynomial
limit of the B-shifted index. We find

lim
q→0
ZB,λ1-loop =

∏
s∈λ

1
1− zaλ(s)+lλ(s)+1t

1
2 (−aλ(s)+lλ(s)+1)

. (3.41)

Using the Hillman-Grassl correspondence [61], it is possible to write a refined generating
function of reverse plane partitions that further grades the hook formula by the t deforma-
tion above:10∑

π∈RPP(λ)
t

1
2 (ht′(π)−ht(π)+b(π))z|π| =

∏
s∈λ

1
1− zaλ(s)+lλ(s)+1t

1
2 (−aλ(s)+lλ(s)+1)

. (3.42)

The heights ht(π), ht′(π) and b(π) are statistics on reverse plane partitions that we review
in appendix A.1. Note that sending t→ 1 un-grades the character and recovers the Verma
limit of the previous subsection.

In the A-shifted vortex partition function, the limit only receives contributions from
vortices and one can check order-by-order in vortex number that sending q → 0 indeed
reproduces the refined generating function. We therefore expect the following identification
as a consequence of 3d mirror symmetry

lim
q→0
ZA,λVortex =

∑
π∈RPP(λ)

t
1
2 (ht′(π)−ht(π)+b(π))ζ |π|

=
∏
s∈λ

1
1− zaλ(s)+lλ(s)+1t

1
2 (−aλ(s)+lλ(s)+1)

= lim
q→0
ZB,λ1-loop .

(3.43)

In the above the identity includes the mirror symmetry exchange ζ ↔ z and t↔ t−1. Again,
we observe that 3d mirror symmetry leads to a combinatorial identity for a generating
function of reverse plane partitions.

8See appendix C.1 for a more detailed review of the T [SU(N)] example.
9The existence of this limit is related to the large frame vanishing condition of the Higgs branch of the

theory. In this case large frame vanishing holds for every N .
10We thank Gjergji Zaimi for drawing our attention to the Hillman-Grassl correspondence.
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Refined topological vertex. We conclude this section with an observation relating the
Poincaré polynomial limit of the shifted hemisphere partition function with the refined
topological vertex [55]. This is consistent with the interpretation discussed previously in
section 3.2 of the partition function as the one-legged PT vertex.

In the Poincaré polynomial limit, computed via 3d mirror symmetry as above, the
A-shifted vortex sum can be written

lim
q→0
ZA,λVortex =

∏
s∈λ

1
1− ζaλ(s)+lλ(s)+1t

1
2 (−aλ(s)+lλ(s)+1)

, (3.44)

we note that this can also be written as a principally specialised Macdonald polynomial as
in the vertex of [62].11

lim
q→0
ZA,λVortex = (ζt

1
2 )−n(λ)Pλ(1, (ζt

1
2 ), (ζt

1
2 )2, . . . ; ζt−

1
2 , ζt

1
2 ) . (3.45)

In this limit, the classical terms also contribute:

lim
q→0
ZA,λClassical = ζ

1
2
∑

s∈λ hλ(s)t
1
4
∑

s∈λ cλ(s) . (3.46)

The 1-loop terms are simply one in this limit. Now, switching to the fugacities (t1, t2) =
(ζt 1

2 , ζ−1t
1
2 ) for the torus action on HilbN (C2) rather than the gauge theory parameters ζ

and t, we have:

lim
q→0
ZA,λS1×D = t

1
4 ||λ||

2

1 t
− 1

4 ||λ
∨||2

2
∏
s∈λ

1
1− tlλ(s)+1

1 t
−aλ(s)
2

, (3.47)

where we have re-written the sum over hook and content in terms of the weight ||λ|| as
in (A.6). In conclusion, the Poincaré polynomial limit, q → 0, of the A-shifted hemisphere
partition function coincides with the refined topological vertex of [55] with one non-trivial
leg on the preferred direction:

lim
q→0
ZA,λS1×D = C

(IKV)
∅,∅,λ (t = t−1

2 , q = t1) . (3.48)

The classical terms coincide with the framing factors in the topological vertex language.
Later, in section 4.2, we show that the holomorphic factorisation of the twisted index
corresponds to gluing topological vertices.

The unrefined Verma character limit corresponds to setting t→ 1. This sets equal the
parameters of the Macdonald polynomial in (3.45) and degenerates it to a Schur polynomial,
i.e. the un-refined topological vertex of [63].

lim
t→1
ZA,λVortex = ζ−n(λ)sλ(1, ζ, ζ2, . . .) = χC,λ . (3.49)

This specialised Schur formula for the Verma characters χC,λ of ACN were previously derived
in [59] — in this work we realise the characters as the specialised vortex partition functions.

11We review conventions for symmetric functions in appendix A.2.
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Via the correspondence with the vortex sum (3.18), the refined topological vertex is
realised as a refined sum over reverse plane partitions. This is in contrast to the usual
formulation of the refined topological vertex as a sum over ordinary plane partitions. The
apparent discrepancy can be explained by a choice of stability condition, i.e. sign of the real
FI parameter, in the quiver construction of HilbN (C2).12 Our reverse plane partition sums
are then analytic continuations in ζ → ζ−1 of the more conventional plane partition sums.

The natural conjecture for the 3d ADHM theory with p ≥ 1 flavours is that the vortex
partition functions13 can be expressed as sums over coloured reverse plane partitions π(i)

with i = 1, . . . , p. In this case we expect the q → 0 limit of the vortex sum to reproduce
the refined amplitude of the strip geometry [64, 65] with external legs {λi} corresponding
to the bases of the reverse plane partitions i.e. π(i) ∈ RPP(λ(i)).

4 Twisted indices

In this section we consider the A- and B-twisted indices on S1 × S2 [66] of the 3d ADHM
theory. A 3d N = 4 theory admits two fully topological twists by U(1)H (A-twist) and
U(1)C (B-twist) corresponding to a choice of N = 2 subalgebra:

• The B-twist preserves Q11̇
+ , Q

21̇
+ , Q

12̇
− , Q

22̇
− .

• The A-twist preserves Q11̇
+ , Q

22̇
− , Q

12̇
+ , Q

21̇
− .

Both of the twists preserve a common Q11̇
+ and Q22̇

− compatible with turning on a mass
parameter τ for U(1)H − U(1)C . On S2 we can also grade the index by a fugacity q for
angular momentum.

IAS2 = TrHA
S2

(−1)F qJ+RH
2 t

RH−RC
2 zFH ζFC ,

IBS2 = TrHB
S2

(−1)F qJ+RC
2 t

RH−RC
2 zFH ζFC ,

(4.1)

where HA,BS2 denote respectively states in each twist on S2 that are annihilated by Q11̇
+

and Q22̇
− . It has been shown in various cases that these indices factorise into the A- and

B-shifted holomorphic blocks [27, 28]. We will show our hemisphere partition functions
associated to vacua λ (3.16) provide an exact factorisation:

IAS2 =
∑
λ

∥∥∥ZA,λS1×D(q, t, z, ζ)
∥∥∥2

Twisted
,

IBS2 =
∑
λ

∥∥∥ZB,λS1×D(q, t, z, ζ)
∥∥∥2

Twisted
,

(4.2)

where the gluing is:
q → q−1, t→ t, z → z, ζ → ζ. (4.3)

The A- and B-twisted indices of 3d N = 4 theories on S1 × S2 are in fact independent
of q [28] and coincide with the MC and MH Hilbert series of the theory. In particular

12We thank Andrey Smirnov for explaining this point.
13Or, in the opposite twist, the 1-loop contributions to the half-index of the necklace quiver mirror dual.
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the A- and B-twisted indices depend only on the fugacities for those symmetries which act
non-trivially onMC andMH respectively. Explicitly,

IAS2 = IAS2 [ζ, t]
IBS2 = IBS2 [z, t] (4.4)

One can see this from the Coulomb branch localisation where in the resulting Jeffreys-
Kirwan contour integral q dependence manifestly drops out, provided residue contributions
at infinity vanish, and the resulting expression coincides with the Molien integral counting
gauge invariant polynomials in the chiral ring.

4.1 A- and B-twisted indices

The twisted indices can be computed in the UV with a Coulomb branch localisation scheme.
This gives an expression for the indices as contour integrals with a Jeffreys-Kirwan contour
prescription [67].

B-twist. In this work we focus mainly on the B-twisted index that reproduces the Hilbert
series of the Higgs branchMH . It is given by the following JK residue integral:

IBS2 = (−1)N
N !

∑
m∈ZN

∮
JK

N∏
a=1

dwa
2πiwa

(−ζ)
∑N

a=1 ma
(
t

1
2 − t−

1
2
)N

N∏
a,b=1
a 6=b

[(
wa
wb

) 1
2
]ma−mb−1

(
wa
wb
q1− 1

2ma+ 1
2mb ; q

)
ma−mb−1

[(
wa
wb

) 1
2 t−

1
2

]ma−mb−1

(
wa
wb
t−1q1− 1

2ma+ 1
2mb ; q

)
ma−mb−1

N∏
a=1

(
w

1
2
a t

1
4

)ma+1

(
wat

1
2 q−

1
2ma ; q

)
ma+1

(
w
− 1

2
a t

1
4

)−ma+1

(
w−1
a t

1
2 q

1
2ma ; q

)
−ma+1

N∏
a,b=1

[(
wa
wb

) 1
2 z

1
2 t

1
4

]ma−mb+1

(
wa
wb
zt

1
2 q−

1
2ma+ 1

2mb ; q
)
ma−mb+1

[(
wa
wb

)− 1
2 z−

1
2 t

1
4

]−ma+mb+1

(
wb
wa
z−1t

1
2 q

1
2ma−

1
2mb ; q

)
−ma+mb+1

.

(4.5)

The second line (together with (t 1
2 − t−

1
2 )N in the first line corresponds to the N = 4

vector multiplet, the third line the fundamental hypermultiplet, and the last line the adjoint
hypermultiplet. The contour prescription encloses poles labelled by reverse plane partitions
over a Young diagram base λ such that |λ| = N .14 The poles take the form for each s ∈ λ:

ws = t
1
2 q

1
2 (π̃s−πs)v−1

s ,

ms = π̃s + πs,
(4.6)

14More accurately, similarly to the hemisphere partition function, only those poles labelled by RPPs over
a Young diagram have non-vanishing residues.
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where vs = zis−jst
1
2 (is+js) and π̃s and πs the heights of reverse plane partitions π and

π̃ above a box s ∈ λ. After lengthy cancellation, particularly for the 1-loop piece,15 we
obtain:

IBS2 =
∑
|λ|=N

IB,λClassicalI
B,λ
1-loopZ

B,λ
Vortex(q, t, z, ζ)ZB,λVortex(q−1, t, z, ζ), (4.7)

where:
IB,λClassical =

∏
s∈λ

zis+js−1t
1
2 (is−js) =

∏
s∈λ

zhλ(s)t−
1
2 cλ(s) =

∥∥∥ZB,λClassical

∥∥∥2
. (4.8)

The 1-loop piece is:

IB,λ1-loop =
∏
s∈λ

(
zaλ(s)+lλ(s)+1t

1
2 (−aλ(s)+lλ(s)−1)q; q

)
−1(

zaλ(s)+lλ(s)+1t
1
2 (−aλ(s)+lλ(s)+1); q

)
1

=
∥∥∥ZB,λ1-loop

∥∥∥2

Twisted
,

(4.9)

where in the last line we have used the fusion rule (A.14) to factorise in terms of perturbative
contributions to the blocks. In conclusion the twisted index exactly factorises:

IB,λS2 =
∑
λ

∥∥∥ZB,λS1×D(q, t, z, ζ)
∥∥∥2

Twisted
. (4.10)

A-twist. For completeness, in this section we state the results of the factorisation in the
A-twist.

IAS2 = (−1)N
N !

∑
m∈Zn

∮
JK

N∏
a=1

dwa
2πiwa

(−ζ)
∑N

a=1 ma
(
t

1
2 − t−

1
2
)−N

N∏
a,b=1
a 6=b

[(
wa
wb

) 1
2
]ma−mb−1

(
wa
wb
q1− 1

2ma+ 1
2mb ; q

)
ma−mb−1

[(
wa
wb

) 1
2 t−

1
2

]ma−mb+1

(
sa
sb
t−1q−

1
2ma+ 1

2mb ; q
)
ma−mb+1

N∏
a=1

(
s

1
2
a t

1
4

)ma

(
sat

1
2 q

1
2−

1
2ma ; q

)
ma

(
w
− 1

2
a t

1
4

)−ma
(
w−1
a t

1
2 q

1
2 + 1

2ma ; q
)
−ma

N∏
a,b=1

[(
wa
wb

) 1
2 z

1
2 t

1
4

]ma−mb
(
wa
wb
zt

1
2 q

1
2−

1
2ma+ 1

2mb ; q
)
ma−mb

[(
wa
wb

)− 1
2 z−

1
2 t

1
4

]−ma+mb

(
wb
wa
z−1t

1
2 q

1
2 + 1

2ma−
1
2mb ; q

)
−ma+mb

.

(4.11)

The poles take the form of reverse plane partitions over a base Young diagram λ such that
|λ| = N . Those which contribute to the JK residue are indexed by boxes s ∈ λ, with
q-dependence corresponding to vortex and anti-vortex number:

ws = t
1
2 q

1
2 (π̃s−πs)v−1

s (4.12)
15These cancellations are analogous to the cancellations for the perturbative piece of the hemisphere

partition function in appendix D.1 so we do not reproduce them here.
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where πs and π̃s are the height of two reverse plane partitions obeying ms = k̃s+ks+ (is+
js − 1). Evaluating the integral at these poles we arrive at:

IAS2 =
∑
|λ|=N

IA,λClassicalI
A,λ
1-loopZ

A,λ
Vortex(q, t, z, ζ)ZA,λVortex(q−1, t, z, ζ), (4.13)

where:
Zλcl =

∏
s

(ζ)is+js−1t
1
2 (−is+js) =

∥∥∥ZA,λClassical

∥∥∥2
. (4.14)

For the one-loop piece we find:

ZA,λ1-loop =
∏
s∈Y

(
zaλ(s)+lλ(s)+1(tq) 1

2 (−aλ(s)+lλ(s)−1)q; q
)
aλ(s)−lλ(s)(

zaλ(s)+lλ(s)+1(tq) 1
2 (−aλ(s)+lλ(s)+1); q

)
aλ(s)−lλ(s)

=
∥∥∥ZA,λ1-loop

∥∥∥2

Twisted
.

(4.15)

In conclusion:
IAS2 =

∑
λ

∥∥∥ZA,λS1×D(q, t, z, ζ)
∥∥∥2

Twisted
. (4.16)

4.2 Hilbert series of the Hilbert scheme

We now focus on the B-twisted index. As argued at the beginning of this section, the
index coincides with the Higgs branch Hilbert series. Since the index is independent of q,
we are free to send q → 0 in the factorisation (4.7)–(4.10). In this limit only the 1-loop
and classical terms survive and we have:

lim
q→0
ZB,λ1-loop(z, ζ; q, t) =

∏
s∈λ

1
1− zaλ(s)+lλ(s)+1t

1
2 (−aλ(s)+lλ(s)+1)

,

lim
q→0
ZB,λ1-loop(z, ζ; q−1, t) =

∏
s∈λ

1
1− zaλ(s)+lλ(s)+1t

1
2 (−aλ(s)+lλ(s)−1)

,

lim
q→0
ZB,λClassical(z, ζ; q, t) = z

1
2
∑

s∈λ hλ(s)t−
1
4
∑

s∈λ cλ(s) ,

lim
q→0
ZB,λClassical(z, ζ; q−1, t) = z

1
2
∑

s∈λ hλ(s)t−
1
4
∑

s∈λ cλ(s) .

(4.17)

The B-twisted index can then be expressed as,16

IBS2 [z, t] = lim
q→0
IBS2 [z, t]

=
∑
λ

|λ|=N

lim
q→0
ZB,λClassicalZ̄

B,λ
ClassicalZ

B,λ
1-loopZ̄

B,λ
1-loop

=
∑
λ

|λ|=N

∏
s∈λ

zaλ(s)+lλ(s)+1t
1
2 (−aλ(s)+lλ(s))(

1−zaλ(s)+lλ(s)+1t
1
2 (−aλ(s)+lλ(s)+1)

)(
1−zaλ(s)+lλ(s)+1t

1
2 (−aλ(s)+lλ(s)−1)

) .
16We have used the shorthand Z̄ to denote the twisted index gluing q → q−1.
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We remark that, by mirror symmetry, this is an expression for the Hilbert series of the
Higgs branch MH = HilbN (C2) in terms of Higgs branch Verma denominators since, in
the notation of section 3.3, we have:

lim
q→0
ZB,λ1-loop = lim

q→0
ZA,λVortex(t→ t−1, ζ → z) = χH,λ. (4.18)

Geometrically, this yields a formula for the Higgs branch hilbert series in terms of the
Poincaré polynomials of maps to the Coulomb branch.

After changing variables to (t1, t2) = (zt 1
2 , z−1t

1
2 ) to match to the more conventional

symmetry generators for the torus action on C2, the twisted index as expressed above
recovers the familiar fixed point formula for the Hilbert series of HilbN (C2) [39]. The
latter is also conveniently written via the generating function,17

Z[Λ, t1, t2] :=
∞∑
N=0

ΛNZH.S.
[
HilbN (C2)

]
(t1, t2) = PE

[
−
√
t1t2Λ

(1− t1)(1− t2)

]
(4.19)

Thus, for the rank N theory we have,

IBS2 [z, t] = ZH.S.
[
HilbN

(
C2
)] (

zt
1
2 , z−1t

1
2
)

= PE
[

−Λt 1
2

(1− zt 1
2 )(1− z−1t

1
2 )

] ∣∣∣∣∣
O(ΛN )

(4.20)

where the final suffix indicates we are extracting the term of order ΛN . Finally, taking
account of the self mirror property of the theory we also have,

IAS2 [ζ, t] = ZH.S.
[
HilbN

(
C2
)] (

ζt−
1
2 , ζ−1t−

1
2
)

= PE
[

−Λt− 1
2

(1− ζt− 1
2 )(1− ζ−1t−

1
2 )

] ∣∣∣∣∣
O(ΛN )
(4.21)

This is consistent with the identification of both the Higgs and Coulomb branches of the
rank N theory as the Hilbert scheme of N points on C2. Thus the A- and B-twisted indices
coincide with the Hilbert series of the Coulomb branch and Higgs branch respectively
as expected.

Type IIA string theory interpretation. Recall from section 3.2 that the vortex par-
tition function is expected to coincide with the bare K-theoretic PT vertex with one non-
trivial leg.

ZA,λVortex = V ∅,∅,λPT . (4.22)

Indeed, as discussed in section 3.4, the Poincaré polynomial limit reproduces the refined
topological vertex [55] with the preferred direction on the non-trivial leg. The classical
term yields the topological vertex framing factor:

lim
q→0
ZA,λClassicalZ

A,λ
Vortex = C

(IKV)
∅,∅,λ

(
t−1
2 , t1

)
(4.23)

17PE denotes the plethystic exponential as defined in equation (A.55).
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where, as above, the gauge theory and vertex parameters are identified as t1 = ζt−
1
2

and t2 = ζ−1t−
1
2 . Now we note that the gluing together of the blocks to form the A-

twisted index described above is identical to the gluing of refined topological vertices18

to get the partition function for the resolved conifold C = O(−1) ⊕ O(−1) → P1. The
conjugation of the vertices coincides with the conjugation on the topologically twisted
gluing. In particular, the vertex calculation is given as,

ZC [Q, t1, t2] =
∑
λ

(−Q)|λ|C∅,∅,λ
(
t−1
2 , t1

)
C∅,∅,λ∨

(
t1, t

−1
2

)
=

∞∏
i,j=1

(
1−Qti−

1
2

1 t
−j+ 1

2
2

)

= PE
[
−

√
t1t2Q

(1− t1)(1− t−1
2 )

]
(4.24)

As shown in [54], the full K-theoretic PT vertex glues to give the same result. Indeed, the
resulting PT partition function is independent of the additional parameters corresponding
to the torus action on the conifold. This precisely parallels the cancellation of q and z (ζ)
dependence of the blocks when glued to form the A-twisted (B-twisted) partition function.

The refined partition function of the resolved conifold C also has an interpretation in
terms of Type IIA string theory on C ×R3,1. In a particular chamber of the Kähler moduli
space, it corresponds to an index computing the bound states of D0 and D2 branes in the
presence of a single D6 brane wrapped on C [68]. Specifically, in each sector of fixed D-
brane charge γ, it computes a trace over the Hilbert space H(γ, u) of BPS states weighted
by their four-dimensional spin J3,

Ωref(γ;u; y) := TrH(γ,u) (−y)2J3 (4.25)

Here u = B + iJ denotes the asymptotic value of complexified Kähler parameter on which
the index has piecewise constant dependence, splitting the Kähler moduli space into cham-
bers separated by walls of marginal stability. The resulting refined BPS index of the
resolved conifold is defined as,

Zref
IIA (q, Q, y;u) :=

∑
m,n∈Z

(−q)nQmΩref(γn,m;u; y) (4.26)

where the integers n and m correspond to D0 and D2 branes charges respectively. In a
particular region UPT of moduli space,19 the index coincides refined partition function of
topological string theory computed above,

Zref
IIA (q, Q, y;u ∈ UPT) =

∞∏
i,j=1

(
1−Q(qy)i−

1
2

(
q

y

)j− 1
2
)

= PE
[
− qQ

(1− q/y)(1− qy)

]
18The block gluing distributes the framing factor equally amongst the vertices, in contrast to [55], and

coincides with the alternative framing factor choice of [62].
19This region is described in [68] as an n → ∞ limit of a certain sequence {C̃n} of chambers. See the

discussion around eq. (2.18) in this reference for a more detailed explanation.
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This coincides with (4.24) above with the identifications t1 = qy, t2 = q/y. To understand
the connection to the gauge theory twisted index, note that the infinite product on the
r.h.s. of this equation is convergent in the region, |qy|, |q/y| < 1. The analytic continuation
to the region |qy|, |y/q| < 1 is given as,

Zref
IIA (q, Q, y;u ∈ UPT) =

∑
m∈Z

QmZref
m (q, y)

=
∞∏

i,j=1

(
1−Q(qy)i−

1
2

(
y

q

)j− 1
2
)−1

= PE
[

yQ

(1− y/q)(1− yq)

]
.

With appropriate identifications of the parameters, this is equal to the generating function
Z[Λ, t1, t2] for the Hilbert series of the Hilbert scheme defined in (4.19) above,

Zref
IIA (q, Q, y;u ∈ UPT) = Z[yQ, yq, y/q] (4.27)

and can thus be related to the gauge theory twisted index using (4.20), (4.21).
Putting together the various equalities described above, we deduce that the A-twisted

index of the ADHM quiver theory of rank N computes an index for BPS bound states
of a configuration consisting of N D2 branes wrapped on the compact P1 of the conifold
in the presence of a single D6 brane and an arbitrary number of D0 branes. The vortex
counting parameter ζ corresponds to q where −q is the fugacity for D0 brane charge, while
the fugacity t− 1

2 for the Coulomb branch R symmetry corresponds to the fugacity y for
spin on the IIA side. More precisely,

IAS2 [ζ, t] = t
N
2 Zref

N

(
ζ, t−

1
2
)

(4.28)

Such a correspondence can be motivated heuristically as follows. The ADHM quiver theory
on R1,2 can be realised in Type IIA string theory as the worldvolume theory of N D2 branes
in the presence of a single D6 on flat ten dimensional space. In this context the vortices
of the 3d gauge theory correspond to D0 branes bound to the D2s. The vacuum moduli
space of the 3d theory corresponds to motion of N identical D2s in the eight transverse
dimensions.20 Motion in the four tranverse dimensions parallel to the D6 corresponds to
the Higgs branch of the 3d theory while motion in the four remaining transverse dimensions
corresponds to the Coulomb branch. The A-twisted index arises from compactification of
the three-dimensional theory on P1 with a twist involving the Higgs branch R-symmetry.
Such twisted compactifications of the D-brane world volume can indeed be realised in string
theory by wrapping the branes on a non-trivial cycle in a Calabi-Yau threefold [69] where
the R-symmetry twist is induced by the non-trivial fibering of the normal bundle over P1.
It would be interesting to make this precise in the present context.

20One of which arises from the dual photon and becomes a geometrical dimension when lifted to M theory.
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4.3 Large N limit of the Hilbert series

We now compute the large gauge rank limit of the B-twisted index.

Adding flavours. From this point on in the paper we consider the 3d ADHM theory with
p ≥ 1 flavours. This allows us to elucidate some of the structure in this and the following
section more clearly. We add hypermultiplets (Ii, Ji) with i = 1, . . . , p in the fundamental
representation. The theory is no longer self-mirror and is now mirror dual to an affine
quiver theory [70]. The Higgs branch coincides with the moduli space of C2 instantons
MH = MN,p and has a larger global symmetry group GH = U(1) × U(1) × SU(p) for
which we introduce the additional flavour fugacities xi. The fixed points under this group
action are now labelled by p-coloured Young diagrams {λ(i) | i = 1, . . . , p} such that∑
i |λ(i)| = N .

Molien integral and symmetric functions. The B-twisted index coincides with the
Hilbert series of the Higgs branchMH . In the absence of external flux only the sector with
m = 0 contributes to the integral (4.5) and the JK prescription picks out poles in the unit
circle. In this case q drops out of the integrand and, up to an unimportant t prefactor,
we find:

ZH.S. [MN,p] = IBS2 = 1
N !

∮
S1

N∏
a=1

dsa
2πisa

N∏
a 6=b

(
1− sa

sb

) N∏
a,b=1

(
1− t sasb

)
(
1− zt 1

2 sa
sb

) (
1− z−1t

1
2 sa
sb

)
N∏
a=1

p∏
i=1

1
1− t 1

2 saxi

1
1− t 1

2 s−1
a x−1

i

. (4.29)

This integral is a Molien integral counting gauge invariant polynomials in the scalars
(A,B, I, J) generating C[MH ], it can be evaluated using symmetric function methods. We
review the details of (a generalisation of) this calculation in appendix B.2 — the upshot
in this example is:

ZH.S. [MN,p] =
∑
λ,µ

1
(zt 1

2 ; zt 1
2 )N−l(µ)

(
z−1t

1
2
)|σ|

P ′µ/λ

(
t

1
2X; zt

1
2
)
Q′µ/λ

(
t

1
2 X̄; zt

1
2
)

(4.30)

where P ′µ/λ(X; t) and Q′µ/λ(X̄; t) are different normalisations of skew Milne polynomials in
the flavour fugacities X = {x1, . . . , xp} and X̄ = {x−1

1 , . . . , x−1
p }. In the large N limit we

can use the Cauchy type identity proved in B.2 to find:

lim
N→∞

ZH.S. [MN,p] =
∞∏
k=0

1

1−
(
zt

1
2
)k+1

1

1−
(
z−1t

1
2
)k+1

p∏
i,j=1

∞∏
l=0

1

1−
(
zt

1
2
)l (

z−1t
1
2
)k
xi/xj

.

(4.31)
This calculation is consistent with the fact that at large N there are no trace relations in
the chiral ring C[MH ] and it becomes freely generated by the gauge invariant polynomials
TrAi, TrBj and IAiBjJ .
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5 Quantum mechanics and simple modules

In this section we consider an alternative Neumann boundary condition for the half index of
the theory in the presence of a line operator. As in the previous subsection 4.3, we work with
p ≥ 1 flavours and introduce corresponding fugacities xi with i = 1, . . . , p. In this context,
we find a connection to the matrix model of a one dimensional quantum mechanics and
discuss a geometric interpretation of the half index of this boundary condition as counting
sections of line bundles over a particular Lagrangian in the ADHM moduli space.

We refer the reader to [32] for a detailed construction of the Neumann boundary con-
dition. We note here only that setting the gauge multiplet to Neumann preserves gauge
symmetry at the boundary and so the half index is computed by a contour integral that
projects onto gauge invariant operators. We choose a particularly simple Lagrangian split-
ting for the matter of the ADHM theory corresponding to the natural splitting associated
to the quiver in figure 1. Specifically, in the notation of section 2, J and A are set to zero
on the boundary whilst I and B are allowed to fluctuate.

In this section we also include a Wilson line of charge n > 0 in the totally symmetric
representation of GL(CN ). The line operator is inserted at x2 = x3 = 0 and extends per-
pendicularly out of the boundary — we denote the Wilson line by Wn. The half index then
counts the boundary local operators that transform under the representation correspond-
ing to Wn. We refer the reader to [46] for a more detailed discussion of the computation
of half indices in the presence of a Wilson line.

Contour integral form. In the setup discussed above and working with the B-shifted
R-symmetry convention, the half index can be expressed as the following contour integral

IN,p(n) = 1
N !

∮
(S1)N

N∏
a=1

dsa
2πisa

s−na

∏N
a 6=b(sas−1

b ; q)∞∏N
a,b=1(sas−1

b t−1q; q)∞

N∏
a,b=1

(sas−1
b zt−

1
2 q; q)∞

(sas−1
b zt

1
2 ; q)∞

N∏
a=1

p∏
i=1

(saxit−
1
2 q; q)∞

(saxit
1
2 ; q)∞

.

(5.1)

This integral also appears in equation (2.11) of the work [16] where (up to a shift of the R-
symmetry) it arises as a Coulomb branch localisation formula for the disk partition function
with a Neumann boundary condition and quantised FI parameter. In the present work, we
instead interpret the integral as a count of boundary local operators in the presence of a
Wilson line. We discuss the geometric and algebraic interpretation of this operator count
in the following subsections.

5.1 Matrix model limit

Now we consider the limit t→ 1 previously discussed in detail in section 3.3. In this limit,
the Pochhammer terms in the integrand telescope and the index becomes

lim
t→1
IN,p(n) = 1

N !

∮
(S1)N

N∏
a=1

dsa
2πisa

s−na

∏N
a 6=b

(
1− sas−1

b

)
∏N
a,b=1

(
1− zsas−1

b

) N∏
a=1

p∏
i=1

1
1− xisa

. (5.2)
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This integral can be interpreted as the partition function counting gauge invariant states
in the following quantum mechanics.

Chern-Simons quantum mechanics. We consider a gauged quantum mechanics with
a U(N) gauge symmetry. The model includes a gauge field α, complex adjoint scalar Z
and p fundamental scalars ϕi with i = 1, . . . , N . The following action was first considered
by [71] as a matrix model description of the quantum Hall effect:

S =
∫
dt

[
itr(Z†DtZ) + i

p∑
i=1

ϕ†iDtϕi − (n + p) trα+m trZZ†
]
, (5.3)

in the above n is a positive integer that is identified with our line operator charge, and m
corresponds to the ADHM axial mass. The covariant derivatives act by:

DtZ = ∂tZ − i[α,Z]
Dtϕ = ∂tϕi − iαϕi .

(5.4)

This model was further studied in [72] from the perspective of vortex dynamics in a 2 +
1d Chern-Simons-matter theory, we expect this quantum mechanics to be related to the
topological quantum mechanics of Higgs/Coulomb branch operators in Ω-deformed N = 4
theories, as in [58]. In [73] the model is canonically quantised and the partition function
gives rise to a contour integral expression that we identify with (5.2).

5.2 Evaluating the partition function

The poles of the integral (5.2) are parametrised by p-coloured vertical Young diagrams
with N total boxes, specifically: sa = z−kax−1

a and k1 + . . . + kp = N . Evaluating the
residues at these poles we find:

lim
t→1
IN,p(n) =

∑
k1+...+kp=N

p∏
i=1

(xkii z
1
2ki(ki−1))n

p∏
i,j=1

1
(zki−kj+1xi/xj ; z)kj

. (5.5)

Using specialised Macdonald polynomial raising operators, see appendix B.1, one can show
that this expression is in fact a polynomial in xi. In particular it is a Milne polynomial in
the xi variables labelled by the partition (nN ) and with parameter z:

lim
t→1
IN,p(n) = 1

(z; z)N
Q′(nN )(x1, . . . , xp; z) . (5.6)

Milne polynomials have a positive integral Schur expansion via the Kostka polynomial
transition matrix:

Q′µ(x; q) =
∑
λ

Kµλ(q)Sλ(x) . (5.7)

Consequently, we expect this boundary condition to correspond to a simple module of
Nakajima and Kodera’s [37] Coulomb branch algebra ACN,p for the ADHM quiver with
p ≥ 1 flavours. It would be interesting to study such modules abstractly.

We further support this claim by analogy with the T [SU(N)] theory. In this exam-
ple the Higgs branch is the cotangent bundle to a complete flag variety MH = T ∗FN .
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The holomorphic block integral for this Neumann boundary condition with an appropriate
Wilson line insertion coincides with the contour integral form of a Schur polynomial sλ
in the GH fugacities, i.e. realises a simple module for the chiral ring. Furthermore, the
T [SU(N)] analogy to the geometric construction in the following subsection is simply the
Borel-Weil-Bott theorem where simple modules of slN are realised as sections of holomor-
phic line bundles over the flag FN — this is the analogous Lagrangian in the T [SU(N)] case
to the Hanany-Tong Lagrangian that we discuss in more detail below.21 Thus we propose
that this section of the paper can be viewed as describing a Borel-Weil-Bott analogue for
the ADHM chiral algebra acting on the cohomology of line bundles over the Hanany-Tong
Lagrangian. Further details of the T [SU(N)] example are discussed in appendix C.

5.3 IR image

There is a distinguished Lagrangian sub-manifold VN,p of dimension 2pN = 1
2dim(MH)

in the ADHM quiver that we refer to as the Hanany-Tong [74] vortex moduli space.22

The field content, as shown in figure 3, arises from the naive Lagrangian splitting of the
hypermultiplets in the ADHM quiver.

This moduli space is a simple example of a handsaw quiver and inherits a group action
G = U(1) × SU(p) from MN,p, we introduce fugacities (z, x1, . . . , xp) for G. The fixed
points are described in [75] and are in 1-1 correspondence with p column Young diagrams
with ∑ ki = N boxes — these fixed points are a subset of the coloured Young diagram λ(i)

fixed points of MH and coincide with the poles of the integral (5.2). We denote a fixed
point by x(k) ∈ VGN,p. As a one node Nakajima quiver variety, VN,p has a single tautological
line bundle D. The character of sections of this line bundle at a fixed point x(k) is given
by [28]:

chx(k)D =
p∏
i=1

(
xkii z

1
2ki(ki−1)

)
. (5.8)

The group action on the tangent bundle at a fixed point has character:23

chTx(k)VN,p =
p∑

i,j=1

xi
xj

kj−1∑
s=0

qki−kj+1+s . (5.9)

Atiyah-Hirzebruch-Riemann-Roch24 localisation then gives a formula for the equivariant

21We note a curious difference with in this analogy in that the Hanany-Tong moduli space is a non-
compact Lagrangian and is not the core of the Jordan quiver. Indeed, it only contains a subset of the fixed
points corresponding to column Young diagrams. In the T [SU(N)] Higgs branch there is one Lagrangian,
the compact core, that gives rise to a finite dimensional simple module. It is unclear if the Hanany-Tong
Lagrangian is the only Lagrangian inMN,p that gives rise to simple modules.

22Note this has a dual life as the moduli space of vortices in (N)-[N], as studied in [28], but does not
correspond to the moduli space of vortices in the ADHM theory. In our context the Hanany-Tong vortex
moduli space is a Lagrangian in the Higgs branch of the ADHM theory.

23This can be derived using the fact that the handsaw quiver is a submanifold of instanton moduli
space [75].

24See [76] for a review.
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⊂
ω = 0

p

N

p

N

Figure 3. The Hanany-Tong vortex moduli space Lagrangian VN,p ⊂MN,p.

Euler characteristic of tensor products of this line bundle:

χ(D⊗n;VN,p) =
∑

x(k)∈VGN,p

(
chx(k)D

)n
PE

[
chTx(k)VN,p

]
= lim

t→1
IN,p(n) .

(5.10)

We conclude that the half index of this boundary condition in the presence of Wn can
be interpreted as a count of holomorphic sections of the tautological line bundle on the
Hanany-Tong Lagrangian VN,p. We further note that setting the Wilson line charge n to
zero leaves a non-trivial half index since VN,p is non-compact and the half index recieves
contributions from operators arising from the non-trivial holomorphic functions on VN,p.

6 Outlook

In this work we have discussed several combinatoric, geometric and algebraic aspects of
the hemisphere partition functions of the worldvolume theory on a stack of N M2-branes
described in terms of the UV 3d ADHM theory. We conclude with some directions for
further research.

Geometric interpretation of Cardy limit. In this work we looked at the geometric
interpretation of a limit q → 0. It would be interesting to investigate the geometric
interpretation of the Cardy limit q → 1 as recently studied in [15, 16]. We briefly discuss
some ideas in this direction. Consider the N = 1 case where the adjoint field in 3d ADHM
decouples and the theory is SQED[1]. In this case, we can explicitly re-sum the vortex
contributions to the block using the q-binomial theorem:

ZVortex =
∑
k

(ζt)k (tq; q)k
(q; q)k

= (tζ; q)∞
(ζ; q)∞

= PE
[ 1− t

1− q ζ
]
. (6.1)

The q → 1 limit on the right hand side of this equation can be understood as the numerical
Donaldson-Thomas invariants of a particular dual quiver as described in e.g. [77]. It would
be interesting to upgrade this calculation to general N . We also remark that in certain
cases, e.g. for the column vacuum λ = (1N ), the vortex partition function coincides with a
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one-point torus block with modular transformation properties in q, this is a possible route
to relating the geometric interpretation of the q → 1 and q → 0 limits.

Simple modules of the Coulomb branch algebra. It would be interesting to study
in more detail the UV Neumann boundary condition of section 5 that leads to simple
modules of the chiral ring. For example, to the authors’ knowledge, a careful mathematical
understanding of the simple modules of the Nakajima-Kodera algebra is currently lacking
in the literature.

Cardy block and Hanany-Tong moduli space. Finally, we remark that in the
works [15, 16] the macroscopic black hole states are dominated by a particular holomorphic
block associated to the vacuum λ = (1N ). In the general p ≥ 1 flavour case, such column
fixed points are the fixed points contained in the Hanany-Tong Lagrangian discussed in
section 5.3. The geometry of this Lagrangian appears closely connected to the Cardy block
— it would be interesting to combine this observation with the fact that the Hanany-Tong
Lagrangian yields simple modules of the Coulomb branch chiral algebra.

Acknowledgments

The authors would like to thank Alec Barns-Graham, Andrey Smirnov, Yakov Kononov,
Tadashi Okazaki and Gjergji Zaimi for many useful discussions. We especially thank
Mathew Bullimore for helpful comments on a draft of the paper. This work has been
partially supported by STFC consolidated grants ST/P000681/1, ST/T000694/1.

A Combinatorics, polynomials and characters

A.1 Partitions and Pochhammer symbols

Partitions. Our conventions for partitions and statistics on partitions coincide with those
of [41]. In particular, we use the “English” convention for the diagram associated to
a partition, see figure 4a for an example. Partitions are specified by their parts λ =
(λ1, λ2, . . .), we make use of the shorthand λ = (1m1 , 2m2 , . . .) to express a partition in
terms of it’s multiplicities mi = mi(λ). The transpose partition is denoted λ∨. Partitions
can be written as Young diagrams in Z2 with boxes labelled by s = (i, j) ∈ λ, where (i, j)
run over the rows and columns respectively. The arm and leg lengths of s ∈ λ are defined
as follows:

aλ(s) = λi − j,
lλ(s) = λ∨j − i .

(A.1)

The hook and the content of a box s are given by:

hλ(s) = aλ(s) + lλ(s) + 1 ,
cλ(s) = j − i .

(A.2)
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We use the following shorthand notation for the sums over arm and leg lengths in a
partition:

n(λ) =
∑
s∈λ

lλ(s) ,

n(λ∨) =
∑
s∈λ

aλ(s) .
(A.3)

In terms of which the sums over hook and content can be expressed as:∑
s∈λ

cλ(s) = n(λ∨)− n(λ) =
∑

(i,j)∈λ
j − i ,

∑
s∈λ

hλ(s) = n(λ) + n(λ∨) + |λ| =
∑

(i,j)∈λ
i+ j − 1 .

(A.4)

We also make use of a particular weight defined by

||λ||2 ≡
∑
i

λ2
i . (A.5)

The sums over hook and content can be expressed in terms of this weight:∑
s∈λ

cλ(s) = 1
2(||λ||2 − ||λ∨||2)

∑
s∈λ

hλ(s) = 1
2(||λ||2 + ||λ∨||2)

(A.6)

We write |λ| = ∑
i λi for the total number of boxes in a partition λ (the weight) and l(λ) for

the length, i.e. the total number of parts. Partitions are partially ordered by the dominance
ordering; we write λ ≤ µ whenever

λ1 + . . .+ λk ≤ µ1 + . . .+ µk (A.7)

holds for all k ≥ 1. The sum of contents ∑ cλ(s) respects this partial order since whenever
µ dominates λ we have ∑

s∈λ
cλ(s) ≤

∑
s∈µ

cµ(s). (A.8)

Skew diagrams. If λ and µ are two partitions then µ ⊂ λ means that the diagram for µ
is a subset of the diagram for λ. The set λ/µ = {θi = λi−µi | i = 1, 2, . . .} is called a skew
diagram. A skew diagram θ is connected if all of the boxes in θ share at least one common
side. We say θ is a border strip of a partition λ if θ is contained in λ and θ is connected
with no 2 × 2 blocks of boxes. The height ht of a border strip is defined to be one less
than the number of rows it occupies, similarly ht′ is one less than the number of columns
it occupies. We further say θ is a maximal border strip of λ if the box s = (i, j) ∈ θ with
maximal content is such that s = (i+1, j) is not in λ and the box s′ = (i′, j′) with minimal
content is such that (i′, j′ + 1) is not in λ.

Every skew diagram λ/µ can be uniquely decomposed into maximal border strips. We
define b(λ/µ) to be the number of maximal border strips in this decomposition. The height
of a skew diagram ht(λ/µ) is the sum of the heights of the maximal border strips in the
decomposition of λ/µ, similarly ht(λ/µ) is the sum of all the primed heights ht′ of the
maximal border strips in the decomposition.
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(a) The partition λ = (4, 2, 1) with the box s =
(1, 3) highlighted.

(b) An example reverse plane partition with
base λ. Here π(1,3) = 2.

Figure 4. Conventions for partitions and reverse plane partitions.

Reverse plane partitions. A reverse plane partition (RPP) π with base λ is a 3d
partition with non-negative integer heights πs above each box s ∈ λ such that πs weakly
decrease along the rows and columns of λ, an example is shown in figure 4b. We write
|π| = ∑

s∈λ πs for the total number of boxes in the reverse plane partition. An RPP can
be thought of in terms of layers of skew shapes λ/µi, with i = 1, 2, . . . stacked on top of
each other. We define the following statistics on RPPs in terms of their skew counterparts
as follows:

ht(π) =
∑
i≥1

ht(λ/µi),

ht′(π) =
∑
i≥1

ht′(λ/µi),

b(π) =
∑
i≥1

b(λ/µi) .

(A.9)

These statistics are involved in the refined sum over RPPs in section 3.4.

Pochhammer symbols. In this section we summarise the q-Pochhammer function def-
initions and identities used throughout the work. The q-Pochhammer symbol, convergent
for |q| < 1, is defined by:

(x; q)∞ =
∞∏
i=0

(1− qix). (A.10)

The analytic continuation for |q| > 1 is:

(x; q−1)∞ =
∞∏
i=0

1
1− qi+1x

. (A.11)

The finite q-Pochhammer symbol is defined by:

(x; q)n = (x; q)∞
(xqn; q)∞

. (A.12)

For integer n this expression reduces to a finite product:

(x; q)n =


∏n−1
i=0 (1− qix) if n ≥ 0,∏|n|
i=1

1
1−q−jx if n < 0.

(A.13)
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We note the identity: (
xq

n
2 ; q

)
∞

(
xq−

n
2 ; q−1

)
∞

=
(
xq

n
2 ; q

)
−n+1

(A.14)

A.2 Symmetric functions and characters

In this subsection we review symmetric functions and Macdonald polynomials follow-
ing [41]. We also prove a generalisation of the usual Macdonald Cauchy identity and
discuss the connection between Milne polynomials and characters of Kirrilov-Reshetikhin
modules.

Symmetric functions. We begin with a review of symmetric functions. We denote by
ΛN = Z[x1, . . . , xN ]SN the ring of symmetric functions in N variables, the set of variables
is denoted X = {x1, . . . , xN}. Λ denotes the ring of symmetric functions in infinitely
many variables, understood as infinite formal sums of monomials. The ring of symmetric
functions over Q, denoted ΛQ, is generated by the power sum symmetric functions pn:

pn(X) ≡
∑
i≥1

xni . (A.15)

Any function f ∈ ΛQ can be expanded in power sum symmetric functions. We occasionally
make use of the simple plethystic substitution where f

(
X

1−q

)
means in the power sum

expansion we replace:
pn(X)→ 1

1− qn pn(X) . (A.16)

Monomial symmetric functions are a basis of ΛN labelled by partitions λ with l(λ) ≤ N

defined by:
mλ(X) =

∑
xλ1

1 . . . xλNN (A.17)

where the sum is taken over all permutations of λ = (λ1, . . . , λN ).
A ubiquitous basis for the ring of symmetric functions is given by the Schur polyno-

mials. Schur polynomials are labelled by a partition λ with l(λ) ≤ N and are defined by:

sλ(X) ≡
det1≤i,j≤N

(
x
λj+N−j
i

)
det1≤i,j≤N

(
xN−ji

) . (A.18)

Schur polynomials are homogeneous of degree |λ|. The transition matrix between the Schur
basis and the monomial basis defines the Kostka numbers Kλµ:

sλ =
∑
µ

Kλµmµ . (A.19)

Macdonald polynomials. Macdonald polynomials Pλ(X; q, t) are two parameter gener-
alisations of the Schur and monomial symmetric functions. They are symmetric functions
in Λq,t = Λ ⊗Z Q(q, t) and homogeneous of degree |λ|. Macdonald [41] proves existence
and uniqueness theorems for these polynomials in terms of their monomial expansion and

– 33 –



J
H
E
P
0
3
(
2
0
2
1
)
2
3
4

orthogonality properties. In this subsection we focus on the properties of Macdonald poly-
nomials relevant to the present work. The degeneration limits to Schur and monomial
symmetric functions are as follows:

Pλ(X; q, q) = sλ ,

Pλ(X; q, 1) = mλ .
(A.20)

Macdonald polynomials also degenerate to the one parameter Hall-Littlewood polynomials
Pλ(X; t) in the limit q → 0. Hall-Littlewood polynomials enjoy an explicit sum formula:

Pλ(X; 0, t) = Pλ(X; t) =
∏
i≥0

mi(λ)∏
j=1

1− t
1− tj

∑
σ∈SN

xλ1
1 . . . xλNN

∏
i<j

1− txj/xi
1− xj/xi

, (A.21)

where the permutations σ ∈ SN act on the variables X.
Macdonald polynomials satisfy a Cauchy identity:

∑
λ

Pλ(X; q, t)Qλ(Y ; q, t) =
∏
x∈X
y∈Y

(txy; q)∞
(xy; q)∞

= exp
(∑
n>0

1
n

1− tn
1− qn pn(X)pn(Y )

)

≡ Πq,t(X,Y ) .

(A.22)

where Qλ(X; q, t) is a modified normalisation of the Macdonald polynomial given by:

Qλ(X; q, t) = bλ(q, t)Pλ(X; q, t) (A.23)

and the normalisation constant is defined as follows:

cλ(q, t) =
∏
s∈λ

(
1− qaλ(s)tlλ(s)+1

)
,

cλ∨(q, t) =
∏
s∈λ

(
1− qaλ(s)+1tlλ(s)

)
,

bλ(q, t) ≡ cλ(q, t)
cλ∨(q, t) .

(A.24)

These normalisation constants have finite limits as q → 0 and we define the normalised
Hall-Littlewood polynomial Qλ(X; t) similarly.

One can define an inner product on Λq,t as follows:

〈f, g〉q,t =
∮
dµ [X; q, t] f(X̄)g(X) , (A.25)

where the contour is a product of unit circles and here and throughout this appendix the
variables X̄ denote the set of inverse variables X̄ = {x−1

1 , . . . x−1
N }. The Macdonald measure

dµ is defined as follows:

dµ [X; q, t] = 1
N !

N∏
i=1

dxi
2πxi

N∏
i 6=j

(xi/xj ; q)∞
(txi/xj ; q)∞

(A.26)
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and the normalisation constant is:

〈Pλ, Pµ〉q,t = c̃N (λ; q, t)
bλ(q, t) δλµ . (A.27)

We do not discuss c̃N for general q, t in this work but we do make use of the Hall-Littlewood
limit:

lim
q→0

c̃N (λ; q, t) = (1− t)N
(t; t)N−l(λ)

. (A.28)

Integral representation. Macdonald polynomials can be realised explicitly as iterated
contour integrals [78]. The integral is constructed inductively using the following two
observations:

Pλ+(sr)(x1, . . . ,xr;q, t) =xs1 . . .x
s
rPλ(x1, . . . ,xr;q, t)

Pλ(x1, . . . ,xn;q, t) =Cλ(q, t)
∮
dµ[w1, . . . ,wm]Πq,t(W̄ ,X)Pλ(w1, . . . ,wm;q, t)

(A.29)

where Cλ(q, t) is a constant that we do not consider in generality in this work. Using these
identities, [78] prove that Macdonald polynomials can be expressed as:

Pλ(X; q, t) = C(q, t)
∮ N∏

a=1
dµ[W (a)]Πq,t

(
W (a+1), W̄ (a)

) ra∏
j=1

(
w

(a)
j

)sa (A.30)

where each setW (a) consists of ra integration variables and the last setW (N+1) is identified
with the variables X. The partition λ can be expressed as:

λ = (srNN ) + . . .+ (sr1
1 ) . (A.31)

Skew Macdonald polynomials. Macdonald polynomials form an algebra with struc-
ture constants fλµν(q, t) defined as follows:

PµPν =
∑
λ

fλµνPλ . (A.32)

The structure constants vanish unless µ ⊂ λ and ν ⊂ λ and under those conditions, skew
Macdonald polynomials are defined by:

Qλ/µ(X; q, t) ≡
∑
ν

fλµν(q, t)Qν(X; q, t) . (A.33)

These polynomials are homogeneous of degree |λ| − |µ|. An alternative normalisation is
given by:

Pλ/µ(X; q, t) = bµ(q, t)
bλ(q, t)Qλ/µ(X; q, t) . (A.34)

Skew Macdonald polynomials satisfy a skew Cauchy identity:∑
λ

Pρ/λ (X; q, t)Qρ/µ (Y ; q, t) = Πq,t (X,Y )
∑
ρ

Pµ/ρ (X; q, t)Qλ/ρ (Y ; q, t) . (A.35)
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Lemma A.1. Skew Macdonald polynomials satisfy the following generalised Cauchy
identity:

∑
λ,µ

A|λ|Qµ/λ(X; q, t)Pµ/λ(Y ; q, t) =
∞∏
k=0

1
1−Ak+1 Πq,t

(
AkX,Y

)
. (A.36)

Proof. The method of proof used here is an adaptation of the Schur case found in exercise
(28) of chapter II.5 in Macdonald [41]. We let

F (X,Y ; q, t) =
∑
λ,µ

A|λ|Qµ/λ(X; q, t)Pµ/λ(Y ; q, t) . (A.37)

Using the identity (A.35) and the fact that Macdonald polynomials are homogeneous we
can perform the sum over µ to find:

F (X,Y ; q, t) = Πq,t(X,Y )
∑
λ,µ

A|µ|Qλ/µ (AX; q, t)Pλ/µ(Y ; q, t) . (A.38)

In other words:
F (X,Y ; q, t) = Πq,t(X,Y )F (AX, Y ; q, t) . (A.39)

Now, provided |A| < 1, we can iterate this relation to find:

F (X,Y ; q, t) = F (0, Y ; q, t)
∞∏
k=0

Πq,t(AkX,Y ) . (A.40)

Using the fact that Pλ/µ vanishes unless µ ⊂ λ together with the fact Pλ/µ(0) vanishes
unless µ = λ (where it equals 1) we find:

F (0, Y ; q; t) =
∑
λ

A|λ| =
∞∏
k=1

1
1−Ak . (A.41)

The lemma then follows.

Later, in appendix B.2, we make use of a plethystically substituted form of this result.
Under the power sum replacements:

X → X

1− t , Y → Y

1− t . (A.42)

The Cauchy kernel becomes:

Πq,t

(
X

1− t ,
Y

1− t

)
= exp

(∑
n>0

1
n

1
(1− tn)(1− qn)pn(X)pn(Y )

)
=
∏
x∈X
y∈Y

∞∏
k,l=0

1
1− qktlxy

(A.43)
and the analogous generalised Cauchy identity is then:

∑
λ,µ

A|λ|Qµ/λ

(
X

1− t ; q, t
)
Pµ/λ

(
Y

1− t ; q, t
)

=
∞∏
k=0

1
1−Ak+1

∏
x∈X
y∈Y

∞∏
l,m=0

1
1− qltmAkxy .

(A.44)

– 36 –



J
H
E
P
0
3
(
2
0
2
1
)
2
3
4

Principal specialisation. When the parameter |t| < 1 Macdonald polynomials have a
principal specialisation formula:

Pλ(1, t, t2, . . . ; q, t) = tn(λ) ∏
s∈λ

1
1− qaλ(s)tlλ(s)+1 (A.45)

Milne polynomials. We consider an additional normalisation of Macdonald polynomials:

Jλ(X; q, t) = cλ(q, t)Pλ(X; q, t) . (A.46)

Together with a plethystic substitution, these Macdonald polynomials have a positive in-
tegral Schur expansion in terms of (q, t) Kostka polynomials:

Jλ

( 1
1− tX; q, t

)
=
∑
µ

Kµλ(q, t)sµ(X) . (A.47)

Setting q = 0 degenerates Kµλ(q, t) to the Kostka polynomial Kµλ(t), which itself is a
t-deformation of the Kostka numbers (A.19), and we recover the one parameter Milne
polynomials:

Q′λ(X; t) ≡
∑
µ

Kµλ(t)sµ(X) . (A.48)

Equivalently, the Milne polynomials P ′λ and Q′λ can be understood as plethystic substitu-
tions X → X

1−t in the appropriately normalised Hall-Littlewood polynomials (A.21).

Kirrilov-Reshetikhin characters. In this section we review the difference operators
of [79] and discuss the connection of this work to Milne polynomials. Milne polynomials
realise graded characters of Kirrilov-Reshetikhin modules of Uq(ŝlN+1), these modules are
specified by a set of non-negative integers:

~n =
{
n

(α)
l : 1 ≤ l ≤ k, 1 ≤ α ≤ N

}
(A.49)

and they have a tensor decomposition into slN+1 modules as follows:

V =
⊗

1≤α≤N

⊗
1≤l≤k

V (lωα)n
(α)
l (A.50)

where ωi are fundamental weights of slN+1. In this work we consider only the case α = 1,25

the highest weight is specified by a partition formed from ordering the ~n = n
(1)
l , we denote

this partition by λ. In this case, the Kostka polynomialKλµ(q) gives the graded multiplicity
of the slN+1 representation associated to µ in the tensor decomposition and the graded
character is then identified with the Milne polynomial:

Q′λ(X; q) = χ~n(X; q). (A.51)
25This is the opposite case considered in [79] where in this work k = 1 and they find q-Whittaker functions

which can be realised instead as involution Milne polynomials ιQ′ where ι acts on power sums by pn → −pn.
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The characters of Kirrilov-Reshetikhin modules satisfy the quantum Q-system relations.
It follows that graded characters can be constructed iteratively from the raising operators
introduced in [79]:

Dα,n =
∑

I⊂[1,N+1]
|I|=α

Xn
I

∏
i∈I
j /∈I

1
1− xj/xi

Γq;I (A.52)

where XI denotes the multiset {xi1 . . . xi|I|} with ik ∈ I and Γq;i is the shift operator acting
on the variables X as follows:

Γq;i(x1, . . . , xN+1) = (x1, . . . , qxi, . . . , xN+1) . (A.53)

Milne polynomials can then be constructed, up to a constant in q, from the α = 1 raising
operators as follows:

Q′λ(X; q) = Dnk
1,kD

nk−1
1,k−1 . . . D

n1
1,1.1 . (A.54)

Indeed, these raising operators correspond to the Milne degeneration of the Macdonald
polynomial raising operators of [80]. We use this formalism to understand the Euler char-
acteristic of line bundles on the Hanany-Tong moduli space in appendix B.

Plethystic exponential. The plethystic exponential of a function f(t1, . . . , tN ) is de-
fined formally by

PE [f ] (t1, . . . , tn) = exp
( ∞∑
n=0

f(tn1 , . . . , tnN )
n

)
. (A.55)

B Symmetric function methods

In this appendix we discuss symmetric function methods to evaluate particular enumerative
invariants of quiver varieties. We consider the equivariant Euler characteristic of line
bundles over a simple handsaw quiver and the Hilbert series of an arbitrary chainsaw
quiver, both expressed as Molien integrals.

B.1 Handsaw quivers and Milne polynomials

In section 5.3 we found the following form for the Euler characteristic of line bundles on
the Hanany-Tong moduli space:

χ(D⊗n;VN,p) = IN,p(n) =
∑

k1+...+kp=N

p∏
i=1

(xkii z
1
2ki(ki−1))n

p∏
i,j=1

1
(zki−kj+1xi/xj ;z)kj

. (B.1)

Lemma B.1. The Euler characteristic of the tautological line bundle over the Hanany-
Tong Lagrangian is a particular Milne polynomial with highest weight (nN ). In terms of
repeated iteration of the raising operators (A.52) we have:

IN,p = 1
(z; z)N

(D1,n)N .1 = 1
(z; z)N

Q′(nN )(x1, . . . , xp; z) . (B.2)

– 38 –



J
H
E
P
0
3
(
2
0
2
1
)
2
3
4

Proof. We proceed inductively on N . When N = 1 the sum over {ki} in IN,p is a choice of
which ki is set equal to 1. Further, the first product over i becomes simply xni for this choice
ki and the second product receives contributions only from terms involving the non-zero
ki, and brings out a factor of 1/(1− z) — thus we find:

I1,p = 1
1− z

p∑
i=1

xni

p∏
j=1
j 6=i

1
1− xi/xj

. (B.3)

This coincides with the raising operator D1,n divided by (z; z)1 as required.
Now we act with D1,n on IN,p. Firstly, we consider the action of the shift operator Γz;i

on the summand. We denote the summand by I{k}N,p so that:

IN,p =
∑

k1+...+kp=N
I{k}N,p . (B.4)

The shift operator acts on the summand as follows:

Γq,i
(
I{k}N,p

)
= x−ni I

{k̃(i)}
N,p

p∏
j=1

(
1− zk̃

(i)
j xj/xi

)
. (B.5)

The set of integers {k̃(i)} is the same as the set {k} except the ith integer is shifted by 1
i.e. k̃i = ki + 1. Now applying the whole raising operator (A.52) we have:

D1,nIN,p =
p∑
i=1

xni

p∏
j=1
j 6=i

1
1− xj/xi

∑
{k}

x−ni I{k̃(i)}
N,p

p∏
j=1

(
1− zk̃

(i)
j xj/xi

) . (B.6)

Now we seek to change variable in the sum over {k}. We can reparametrise the sum as a
sum over {k′} with ∑p

i=1 k
′
i = N + 1 but with k′i ≥ 1. Now the term in square brackets

vanishes if k′i = 0 so we can write the expression as a sum over all {k′} with ∑i k
′
i = N + 1.

The result is then an expression:26

D1,nIN,p =
∑

k1+...+kp=N+1
I{k}N+1,p

 p∑
i=1

(1− zki)
∏
j=1
j 6=i

1− zkjxj/xi
1− xj/xi

 . (B.7)

One can verify that the term in square brackets is in fact independent of xi and gives
simply 1− z

∑p

i=1 ki = 1− zN+1 thus completing the proof:

D1,nIN,p = IN+1,p. (B.8)

26Relabelling {k′} → {k} for ease of notation.
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ka ka+1

Na Na+1

Figure 5. Periodic chainsaw quiver with gauge nodes {ka} and flavour nodes {Na}.

B.2 Molien integral symmetric functionology

In this appendix we use symmetric function methods to evaluate the following integral:

IN{Na}{ka}(Z
(a); ζa;αa, βa, γa; q, t)

=
N∏
a=1

1
ka!(t; q)ka∞

∮ N∏
a=1

ka∏
i=1

dw
(a)
i

2πiw(a)
i

(
w

(a)
i

)−ζa N∏
a=1

ka∏
i 6=j

(w(a)
i /w

(a)
j ; q)∞

(tw(a)
i /w

(a)
j ; q)∞

N∏
a=1

ka∏
i=1

ka+1∏
j=1

(γatw(a)
i /w

(a+1)
j ; q)∞

(γaw(a)
i /w

(a+1)
j ; q)∞

N∏
a=1

ka∏
i=1

Na∏
m=0

Na+1∏
n=0

1(
αaw

(a)
i z

(a)
m ; q

)
∞

1(
βa

1
w

(a)
i z

(a+1)
n

; q
)
∞

.

(B.9)

The data in this integral corresponds to the chainsaw quiver in figure 5. The quiver has
N gauge nodes with gauge ranks ka and N flavour nodes Na, the (N + 1)th flavour is
identified with the 1st flavour, and the flavour fugacities are grouped into N sets Z(a) each
with Na variables. We take the contour to be a product of unit circles and W (a) are N
sets of ka integration variables parametrising unit circles. The integral has positive integer
parameters ζa that specify tensor powers of tautological line bundles over the chainsaw
quiver. The integral also depends on the set of auxiliary parameters {q, t;αa, βa, γa}. The
variables W (N+1) are identified with W (1) and Z(N+1) are similarly identified with Z(1).

Using the Macdonald measure (A.26) and the Macdonald Cauchy identity (A.22),27

we can re-write the integrand in terms of symmetric functions:

IN{Na}{ka}(Z
(a); ζa;αa, βa, γa; q, t) =

N∏
a=1

1
(t; q)ka∞

∮ N∏
a=1

dµ[W (a); q, t]
ka∏
i=1

(
w

(a)
i

)−ζa ∑
{λ(a)}

Pλ(a)

(
W (a); q, t

)
Qλ(a)

(
αaZ

(a)

1− t ; q, t
)

∑
{µ(a)}

Pµ(a)

(
W̄ (a); q, t

)
Qµ(a)

(
βaZ̄

(a+1)

1− t ; q, t
)

∑
{σ(a)}

γ|σ|a bσ(a)(q, t)Pσ(a)

(
W (a); q, t

)
Pσ(a)

(
W̄ (a+1); q, t

)
. (B.10)

27We use a plethystically substituted form Z → Z
1−t of this identity for the flavour terms.
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Now we can use (A.29) to absorb the factors of
(
w(a)

)−ζa . Further, using the Macdonald
algebra structure constants (A.32) we can write the integral as:

IN{Na}{ka}(Z
(a); ζa;αa, βa, γa; q, t) =

N∏
a=1

1
(t; q)ka∞

∮ N∏
a=1

dµ[W (a); q, t]

∑
{λ(a),µ(a),σ(a)}
{ν(a),ρ(a)}

N∏
a=1

fν
(a)

λ(a)σ(a)(q, t)Pν(a)

(
W (a); q, t

)
fρ

(a)

µ(a)σ̃(a−1)Pρ(a)

(
W̄ (a); q, t

)

γ|σ
(a)|

a Qλ(a)

(
αaZ

(a)

1− t ; q, t
)
Qµ(a)

(
βaZ̄

(a+1)

1− t ; q, t
)
bσ(a)(q, t) .

(B.11)

In the above we write σ̃(a) to denote the partition shifted by (ζk), and σ(0) is identified
with σ(N). Precisely:

σ̃(a) = σ(a) + (ζka+1
a+1 ) (B.12)

where again kN+1 and ζN+1 are identified with k1 and ζ1 respectively. In the next step
of the calculation, we use the orthogonality of the Macdonald polynomials with respect to
the inner product (A.25), this introduces a normalisation factor (A.27). Finally, we use
the definition of skew Macdonald polynomials to write the integral as:

IN{Na}{ka}(Z
(a); ζa;αa, βa, γa; q, t) =∑

{ν(a),σ(a)}

N∏
a=1

c̃ka(ν(a); q, t)
(t; q)ka∞

γ|σ
(a)|

a Pν(a)/σ(a)

(
αaZ

(a)

1− t ; q, t
)
Qν(a)/σ̃(a−1)

(
βaZ̄

(a+1)

1− t ; q, t
)
.

(B.13)

In the above, we have also used part of the normalisation of the inner product (the bν
term) combined with the bσ term to re-normalise the first skew Macdonald polynomial.

Now, if we send q → 0 then I becomes the Molien integral for the Hilbert series of
the chainsaw quiver of figure 5 — if we include line bundle charge ζ this is the equivariant
Euler characteristic of the corresponding tautological line bundle. This limit degenerates
the plethystically substituted Macdonald polynomials to Milne polynomials and the nor-
malisation constant simplifies using (A.28).

In fact the ADHM formula of section 4.2 is a special case of a chainsaw quiver with one
gauge node and ζ1 = 0, identifying the parameters as follows recovers the expression (4.30):

Ip,N
(
ζ = 0, α = β = t

1
2
There, γ = z−1t

1
2
There; q = 0, tHere = zt

1
2
There

)
= ZH.S. [MN,p] .

(B.14)
Explicitly, for ADHM with p ≥ 1 flavours we find:

ZH.S. [MN,p] =
∑
λ,µ

1
(zt 1

2 ; zt 1
2 )N−l(µ)

(
z−1t

1
2
)|λ|

P ′µ/λ

(
t

1
2X; zt

1
2
)
Q′µ/λ

(
t

1
2 X̄; zt

1
2
)
, (B.15)

where X is the set of fugacities for the flavour symmetry X = {x1, . . . , xp}.
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N

Figure 6. N = 4 Quiver diagram for the T [SU(N)] theory.

Large rank limit. We now consider the limit N → ∞. In this limit the normalisation
constant is independent of µ and becomes simply:

(zt
1
2 ; zt

1
2 )∞ =

∞∏
k=0

1

1−
(
zt

1
2
)k+1 . (B.16)

Combining this with the plethystic form of the generalised Cauchy identity (A.44) in the
Hall-Littlewood limit q → 0 we find:

lim
N→∞

ZH.S. [MN,p] =
∞∏
k=0

1

1−
(
zt

1
2
)k+1

1

1−
(
z−1t

1
2
)k+1

N∏
i,j=1

∞∏
l=0

1

1−
(
zt

1
2
)l (

z−1t
1
2
)k
xi/xj

.

(B.17)
Before concluding this appendix we remark that in fact a large rank limit of the more
general expression (B.13) is also possible in the case ζ = 0. Iterating the identity (A.35)
allows us to concatenate the variables before applying (A.44), although in this work we
focus on the ADHM case rather than the more general chainsaw.

C T [SU(N)] examples

In this appendix we consider the T [SU(N)] theory. This theory has a product gauge group
U(1) × . . . × U(N − 1) with N = 4 vector multiplets for each gauge node, bifundamental
hypermultiplets transforming in U(k)×U(k + 1) for k = 1, . . . , N − 2 and N fundamental
hypermultiplets of U(N − 1). The field content of this theory is summarised by the N = 4
quiver diagram 6.

The theory is self mirror dual and has resolved Higgs/Coulomb branches given by the
cotangent bundle to the complete flag variety in CN :

MH =MC = T ∗FN . (C.1)

The Higgs/Coulomb branch admits an action of the SU(N) flavour symmetry and an anti-
diagonal combination of the N = 4 R-symmetry that acts by contracting the cotangent
directions. In the presence of generic real mass and FI parameters, the fixed points under
this group action on the Higgs/Coulomb branches are labelled by permutations of N which
we denote by σ ∈ SN .
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We denote the mass parameters/flavour fugacities as zi = e−mi for i = 1, . . . , N , the FI
parameters/topological fugacities as ζi = e−ξi and t denotes the usual diagonal combination
of R-symmetries.

We now turn to the Neumann half index of T [SU(N)], we follow the recipe of [46]
to compute this object. In the B-shifted R-symmetry convention and with a Wilson line
insertion Wn analogous to the setup in section 5 we have

In[zi;q, t] =∮
Γ

N−1∏
a=1

a∏
i=1

dx
(i)
a

x
(a)
i

e
log
(
x

(a)
i

)
log
(
n

(a)
i

)
N−1∏
a=1

∏a
i 6=j

(
x

(a)
j /x

(a)
i ;q

)
∞∏N

i,j

(
tqx

(a)
j /x

(a)
i ;q

)
∞

N−1∏
a=1

a∏
i=1

a+1∏
j=1

(
tqx

(a+1)
j /x

(a)
i ;q

)
∞(

x
(a+1)
j /x

(a)
i ;q

)
∞

,

(C.2)

where in the above we identify x(N)
j = zj for j = 1, . . . , N .

In the work of [81], these integrals realise holomorphic blocks of the T [SU(N)] theory
and in that context there is a basis of contours Γσ in 1-1 correspondence with vacua
σ ∈ SN . In this appendix we replicate the half index setup of section 5 and instead take
all poles in the unit circle. This corresponds to a linear combination of holomorphic blocks
Γ = ∑

σ∈SN Γσ.
The index coincides, up to a (q, t) constant, with the integral representation of a

Macdonald polynomial (A.30) with the line operator charge setting the highest weight λ:

I
n

(a)
i =λa

[zi; q, t] = Pλ (z; q, tq) . (C.3)

Now we consider the N = 4 limit. Sending t→ 1 we have:

I
n

(a)
i =λa

[zi; q, t→ 1] = Pλ (z; q, q) = sλ (z) . (C.4)

The Macdonald polynomial degenerates to a Schur polynomial and we recover the finite
dimensional simple module of the Coulomb branch algebra. Physically, the t→ 1 limit sup-
presses the vortex contributions and the holomorphic block integral receives contributions
only from fixed points on the Higgs branch.

The geometry of this example is simply the Borel-Weil-Bott theorem. Given a weight
λ for slN one can define a line bundle Lλ over FN , it is well-known that the higher co-
homology groups vanish and H0(FN , Lλ) forms the highest weight irreducible slN module
corresponding to λ. The equivariant Euler characteristic with respect to the maximal torus
T ⊂ slN then yields the character:

χT (FN , Lλ) = sλ. (C.5)

That is, the half index in the presence of a Wilson line insertion counts sections of appro-
priate tensor products of tautological line bundles over FN .

C.1 T [SU(N)] Poincaré polynomial limit

In this appendix we give an explicit example where the q → 0 limit of the vortex partition
function is identified with the Poincaré polynomial of vortex moduli space. This section is
essentially a review of results in section 6 of the work [28].
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The vortex contributions to the holomorphic block in the A-twist can be identified
with the χt genus of local Laumon space Qd. The vortex number is identified with the
degree of the Laumon space and we have:

ZVortex
S1×D =

∑
d

N−1∏
s=1

(
t−1/2ζs/ζs+1

)ds
χt (Qd) . (C.6)

The action corresponding to the q fugacity is a Reeb vector on Qd. Sending q → 0 computes
the χt genus of the compact fixed point submanifold, in this case the compact core of the
Laumon space denoted π−1(o) ⊂ Qd. Since the core is compact the χt genus coincides with
the Poincaré polynomial and we have

lim
q→0

χt (Qd) = Pt
(
π−1(o)

)
. (C.7)

A more careful discussion of this argument can be found in [82]. Nakajima [75] derives
a generating function for these Poincaré polynomials and thus the vortex sum can be
computed explicitly in this limit:

ZVortex
S1×D =

∑
d

N−1∏
s=1

(
t−1/2ζs/ζs+1

)ds
Pt
(
π−1(o)

)
=

N∏
i<j

1
1− t 1

2 ζi/ζj
. (C.8)

The right hand side is a t-graded Verma denominator for slN . This is the T [SU(N)]
analogue of the result discussed in section 3.

D Localisation and boundary condition

We give the detailed computation of the fundamental blocks for the ADHM theory, which
fuse exactly to the twisted and superconformal indices, and the squashed ellipsoid partition
function.28 To our knowledge this is the first example of a first principles derivation of a
“block” for a theory with adjoint matter without appealing to holomorphic factorisation.
In [31] the authors propose the blocks associated to vacua {α} for a 3d N = 4 theory should
be given by a hemisphere partition function on S1×D with N = (2, 2) exceptional Dirichlet
boundary conditions on the boundary ∂(S1×D) = T 2. Two limits are shown to correspond
to characters of Verma modules of the quantised Coulomb and Higgs branch algebras. We
refer to [31, 32] for details, including the precise form of the boundary conditions, but give
a brief introduction here.

To associate a boundary condition to each vacuum we work in the half-space operator
picture — the count of BPS states on S1 ×D is the same as counting BPS operators on
R≥0 × R2 inserted at the origin. On the boundary, the N = (2, 2) BPS equations on the
Higgs (Coulomb) branch become gradient flow with respect to the Morse function given by
contracting the real mass (FI) parameter generating the flavour symmetry with the real
moment map of the flavour group action, i.e. mR ·µH,R and ξR ·µC,R. To avoid repetition we
focus on the Higgs branch picture — analogous statements can be made on the Coulomb
branch with the obvious replacements. The boundary condition is specified by:

28The latter after introducing boundary 2d matter to cancel the boundary ’t Hooft anomaly.
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• Dirichlet and Neumann boundary conditions for the N = 2 vector and adjoint chiral
multiplets comprising the N = 4 vector multiplet respectively.

• A holomorphic Lagrangian splitting R = L ⊕ L∗ for the linear quaternionic repre-
sentation R ' HN of the gauge group G specifying the gauge representation of N
hypermultiplets. This specifies a splitting (XL, YL) of the hypermultiplet scalars,
such that the scalars in L∗ are set to some (matrix) of constant values YL|∂ = c.
The remaining boundary conditions for the components of the hypermultiplets are
fixed by supersymmetry. XL are allowed to fluctuate at the boundary and the image
of this under the hyperkähler quotient by G automatically defines a holomorphic
Lagrangian submanifold of the Higgs branch.

The matrix of constants c is chosen such that the gauge group G is completely broken at
the boundary, but a maximal torus of the Higgs and Coulomb branch flavour symmetries,
TH × TC ⊂ GH × GC , is preserved. The Lagrangian splitting L is chosen such that its
image onMH under the quotient gives the holomorphic attracting submanifold Lα ⊂MH

(under Morse flow) associated to the vacuum α.29 In this way the boundary condition at
x1 = 0 on R≥0 mimics a vacuum at infinity on the full R. We work in the convention where
the Morse function increases along the flow.

The Morse function evaluated at each vacuum (fixed point) provides a partial ordering
on the vacua:

α ∈ Lβ ⇒ α ≤ β. (D.1)

The values of both functions at each vacua (which are the critical values of the Morse
functions) coincide with a single central charge, labelled by the vacuum.

κα : tH × tC → R,
κα(mR, ξR) = mR · µH,R(α) = ξR · µC,R(α) .

(D.2)

The central charge coincides with the value of the effective TH × TC mixed Chern-Simons
coupling in the vacuum.

One can compute the half-index Iα for such boundary conditions [46]. As shown
in [31], the half index on R≥0 × R2 and the hemisphere partition function ZαS1×D differ
precisely by a factor eφα corresponding to the Casimir energy:

ZαS1×D = eφαIα (D.3)

where φα is determined by boundary ’t Hooft anomalies and correspond to effective (mixed)
Chern-Simons couplings. For an N = 4 theory with N = (2, 2) boundary conditions, the
possible boundary ’t Hooft anomalies are mixed U(1)V −U(1)A , TH −U(1)A, TC −U(1)V
and TH − TC anomalies. The latter corresponds exactly to the central charge. In the
limits t → q±

1
2 , the hemisphere partition function specialises to the characters of Verma

29There is a subtlety for non-abelian theories in that L must also be chosen such that there are no non-
trivial orbits of the complexified gauge group GC, else there would be noncompact 2d degrees of freedom
on the boundary. This is discussed in section 4.4 of [32] and also dealt with in section 3 and appendix D.2
in this work for the theory of interest.
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modules of quantised Higgs and Coulomb branch algebras with log q playing the role of the
Ω-deformation parameter, and where the module is that of boundary Higgs and Coulomb
branch operators. The Casimir energy specialises to the lowest weights of these modules.

lim
t→q−

1
2

ZαS1×D = χH,α ,

lim
t→q

1
2

ZαS1×D = χC,α.
(D.4)

D.1 Detailed computation of hemisphere partition functions

We give the details of the computation of the hemisphere partition function from section 3.
Before deformation, for Dirichlet boundary conditions with c = 0 we have:

Z̃λS1×D =
∑
k∈ZN

I(k, q, t, {u−1va}, z, ζ)

≡
∑
k∈ZN

e

log ζ
log q

(∑
a∈λ

log(saqka)
) ∏
a,b∈λ

(
u2 sa

sb
qka−kb ; q

)′
∞(

q sasb q
ka−kb ; q

)′
∞

∏
a∈λ

(
qu−1saq

ka ; q
)′
∞

(usaqka ; q)′∞

∏
a,b∈λ s.t.

(b∈λB)∩(ia>ib)
or (b/∈λB)

(
qz−1u−1 sa

sb
qka−kb ; q

)′
∞(

z−1u sasb q
ka−kb ; q

)′
∞

∏
a,b∈λ s.t.

(a∈λB)∩(ib≤ia)

(
qzu−1 sa

sb
qka−kb ; q

)′
∞(

zu sasb q
ka−kb ; q

)′
∞

,

(D.5)

where recall
(a; q)′ = e−E[− log(a)](a; q) , E [x] = β

12 −
x

4 + 1
8βx

2 (D.6)

and q = e−2β . We deform to the partition function ZλS1×D for the exceptional Dirichlet
boundary condition Bλ by setting to 1 the product of fugacities dual to the charges of the
chirals whose scalars are fixed to non-zero values at the boundary. This corresponds to the
non-zero value of scalars at the boundary breaking the combination of gauge, flavour and
R-symmetry under which they are charged. These are the components of (A,B, I) given
by the particular tree Tλ. Thus:

s(1,1) = u , sa = u(zu)ia−1(z−1u)ja−1 ≡ u−1va . (D.7)

The vortex partition function. We can isolate the dependence on monopole charge
as the vortex partition function:

ZλS1×D = I
(
0, q, t, {u−1va}, z, ζ

)
ZλVortex (D.8)

by using the identity: (aqn; q)∞ = (a;q)∞
(a;q)n , and the form of the E(x) function. We have:

ZλVortex =
∑
ka

(
ζt

1
2 q−

1
4
)∑ ka ∏

a∈Y

(
u2v−1

a ; q
)
−ka(

qv−1
a ; q

)
−ka

∏
a 6=b

(
qu−2 vb

va
; q
)
kb−ka(

vb
va

; q
)
kb−ka

(
zu vbva ; q

)
kb−ka(

qzu−1 vb
va

; q
)
kb−ka

.

(D.9)
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We now prove that the only non-zero contributions to ZλVortex are when {k} form a reverse
plane partition. To do this, first note when various q-Pochhamers could develop poles
or zeros:

• For a = (1, 1):
(
u2v−1

a ; q
)
−ka is 0 if ka < 0 and non-zero if ka ≥ 0.

• For a directly below b: a
b

,
(
zu vbva ; q

)
kb−ka

is a zero if ka < kb, and non-zero if
ka ≥ kb.

• If b directly right of a: a b ,
(
qzu−1 vb

va
; q
)−1

kb−ka
is zero if kb < ka and non-zero if

kb ≥ ka.

• For b diagonally to the right of a:
a
b ,

(
qu−2 vb

va
; q
)
kb−ka

can develop a pole if
kb < ka. But if this is the case, there are at least two zeros coming from considering
a, b in relation to the two green boxes corresponding to the cases above. Such a
configuration of {k} is always zero. We must have kb ≥ ka.

None of the other q-Pochhammers can develop poles or zeros. Therefore ka must increase
along the rows (going to the right) and columns (going down) of the Young diagram, and
forms a reverse plane partition.

Perturbative contribution. We now describe the perturbative piece of the hemisphere
partition function I(0, q, t, {u−1va}, z, ζ). This undergoes significant cancellations. Naively
we see that in the contribution of the vector multiplet,

(
u2 sa

sb
; q
)
∞

gives a zero whenever

there is a pair of boxes a, b in the configuration :
a
b . We will see that these are cancelled.

First consider the terms:

∏
a,b∈λ

1(
q vavb ; q

)′
∞

∏
a∈λ

(
qu−2va; q

)′
∞

∏
a,b∈λ s.t.

(b∈λB)∩(ia>ib)
or (b/∈λB)

(
qz−1u−1 va

vb
; q
)′
∞

∏
a,b∈λ s.t.

(a∈λB)∩(ib≤ia)

(
qzu−1 va

vb
; q
)′
∞

≡
∏

a,b∈λ s.t.
b 6=(1,1)

k(a, b)−1 ∏
a,b∈λ s.t.

(a∈λB)∩(ib≤ia)

f(a, b)
∏

a,b∈λ s.t.
(b∈λB)∩(ia>ib)

or (b/∈λB)

h(a, b).

(D.10)

where hopefully the definition of the functions h,k, f are obvious. We note the following
identity:

h(a, b) = k(Ta, T ↓ b) = k(T ↑ a, Tb), (D.11)

– 47 –



J
H
E
P
0
3
(
2
0
2
1
)
2
3
4

bb

Figure 7. The green highlighted boxes forming λ̃b for either of the boxes marked b.

where T is any translation, and ↑, ↓ are shifts up and down by one box in the Young
diagram. Using this, we can see upon making successive cancellations:

∏
a,b∈λ

h(a, b)∏
a,b∈λ s.t.
b 6=(1,1)

k(a, b) =

∏
a,b∈λ s.t.
b∈λB

h(a, b)

∏
a,b∈λ s.t.
b ∈(1,·)′

k(a, b) =

∏
a,b∈λ s.t.

(b∈λB)∩(ia≤ib)

h(a, b)

∏
a,b∈λ s.t.

(b∈(1,·)′)∩(a/∈λ̃b)

k(a, b) . (D.12)

Here (1, ·)′ is the set of boxes in the first row of λ except for (1, 1). λB the bottom-most
boxes in the diagram. λ̃b for some b ∈ (1, ·)′ is defined as the set of boxes obtained by
shifting all boxes c such that ic ≥ λ∨jb all the way to the top. See figure 7 for an example.
In particular this implies that:∏

a,b∈λ s.t.
(b∈λB)∩(ia>ib)

or (b/∈λB)

h(a, b)
∏

a,b∈λ s.t.
b 6=(1,1)

k(a, b)−1 =
∏

a,b∈λ s.t.
(b∈(·,1)′)∩(a/∈λ̃b)

k(a, b)−1. (D.13)

Now we claim that:∏
a,b∈λ s.t.

(a∈λB)∩(ib≤ia)

f(a, b)
∏

a,b∈λ s.t.
(b∈(·,1)′)∩(a/∈λ̃b)

k(a, b)−1 =
∏

a,b∈λ s.t.
(a∈λB)∩(b∈λR)
∩(ib≤ia)

f(a, b), (D.14)

where λR are the rightmost boxes in λ. To justify this, note we have:

f(a, b) = k(T ← a, T b) = k(Ta, T → b). (D.15)

Define the subset of pairs of boxes in λ:

S =
{

(a, b) | (a ∈ λB) ∩ (b /∈ λR) ∩ (ib ≤ ia)
}

S′ =
{

(a, b) | (b ∈ (1, ·)′) ∩ (a /∈ λ̃b)
} (D.16)

where

|S| = |S′| =

 λ1∑
j=1

λ∨j∑
i=1

λi

−N, (D.17)

and the map:

M : S → S′, M : (a, b) 7→ (a′, b′) ≡ (↑ib−1 a, ↑ib−1→ b). (D.18)
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We can show that M truly maps S into S′. Take (a, b) ∈ S. For jb < ja it is clear. For
jb ≥ ja note that ia − i→b ≥ λ∨ja − λ

∨
j→b

, which implies ia′ − ib′ ≥ λ∨ja′ − λ
∨
jb′
. The latter

implies that a′ /∈ λ̃b′ . Noting that f(a, b) = k(a′, b′), and that M clearly injects, we arrive
at (D.14). So all together:

∏
a,b∈λ s.t.

(b∈λB)∩(ia>ib)
or (b/∈λB)

h(a, b)
∏

a,b∈λ s.t.
(a∈λB)∩(ib≤ia)

f(a, b)
∏

a,b∈λ s.t.
b 6=(1,1)

k(a, b)−1 =
∏

a,b∈λ s.t.
(a∈λB)∩(b∈λR)
∩(ib≤ia)

f(a, b) . (D.19)

From the arguments of the other q-Pochhamers appearing in I(0, q, t, {u−1va}, z, ζ), we see
there are identical cancellations from the remaining terms (cancelling any zeros from the
denominator of the 1-loop determinant for the N = 4 vector multiplet), and at the end of
the day we have:

I(0, q, t,{u−1va},z,ζ) = e
logζ
logq (

∑
a∈λ logu−1va) ∏

a,b∈λ s.t.
(a∈λB)∩(b∈λR)
∩(ib≤ia)

e
−E
[
− log

(
qzu−1 va

vb

)](
qzu−1 va

vb
;q
)
∞

e
−E
[
− log

(
zu va

vb

)](
zuvavb ;q

)
∞

.

(D.20)
Note a, b ∈ λ such that (a ∈ λB)∩ (b ∈ λR)∩ (ib ≤ ia) uniquely defines a box s in the same
column as a and row as b, and this identification is 1-1. In particular ia − ib = lλ(s) and
ja − jb = −aλ(s) in terms of arm and leg lengths. In total then, we can write:

ZλS1×D = ZλClassicalZλ1-loopZλVortex (D.21)

where:

Zλ1-loop =
∏
s∈λ

(
qzaλ(s)+lλ(s)+1u−aλ(s)+lλ(s)−1; q

)
∞(

zaλ(s)+lλ(s)+1u−aλ(s)+lλ(s)+1; q
)
∞

(D.22)

and:

ZλClassical = e
−[∑s∈λ c(s)] log ζ log z

log q e[
∑

s∈λ h(s)] log v log z
log q e[

∑
s∈λ h(s)] logu log ζ

log q e
−[∑s∈λ c(s)] logu log v

log q

(D.23)
where we defined v = q

1
4 t−

1
2 . In writing the classical piece, the explicit form of E (D.6)

and identities (A.4) have been used.

Superconformal index. We demonstrate that the above hemisphere partition func-
tion fuses exactly to the superconformal index computed in [16], which we rewrite in our
notation as:

ZS.C.
S1×S2(q, t, x, ζ) =

∑
λ

ZS.C.,λ
Pert Z

λ
Vortex(q, t, z, ζ)ZλVortex(q−1, t−1, z−1, ζ−1) (D.24)
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where ZS.C.
pert is given in (2.49) of [16] as:

ZS.C.,λ
Pert =

∏
a∈λ

(
qv−1
a ; q

)
∞(

u2v−1
a ; q

)
∞

(
qu−2va; q

)
∞

(va; q)∞

∏
a,b∈λ

(
vb
va

; q
)
∞(

q vavb ; q
)
∞

(
u2 va

vb
; q
)
∞(

qu−2 vb
va

; q
)
∞∏

a,b∈λ

(
qzu−1 va

vb
; q
)
∞(

z−1u vbva ; q
)
∞

(
qz−1u−1 va

vb
; q
)
∞(

zu vbva ; q
)
∞

(D.25)

and implicitly any vanishing factors in the q-Pochhammers are discarded. In fact, this
assumption can be dropped as we can write:

ZS.C.,λ
Pert =

∥∥∥∥∥∥
∏
a,b∈λ

(
u2 va

vb
; q
)
∞(

q vavb ; q
)
∞

∏
a∈λ

(
qu−2va; q

)
∞

(va; q)∞

∏
a,b∈λ s.t.

(b∈λB)∩(ia>ib)
or (b/∈λB)

(
qz−1u−1 va

vb
; q
)
∞(

z−1uvavb ; q
)
∞

∏
a,b∈λ s.t.

(a∈λB)∩(ib≤ia)

(
qzu−1 va

vb
; q
)
∞(

zuvavb ; q
)
∞

∥∥∥∥∥∥∥∥∥
2

S.C.

=
∥∥∥Zλ1-loop

∥∥∥2

S.C.
.

(D.26)

where the gluing ‖·‖2S.C. is given by (3.20) and we have used the analytic continuation of the
q-Pochhammer (A.11). In the second line identical cancellations to the perturbative piece
of the hemisphere partition function have been made. We also have

∥∥∥ZλClassical

∥∥∥2

S.C.
= 1. In

total then:
ZS.C.
S1×S2(q, t, x, ζ) =

∑
λ

∥∥∥ZλClassicalZλ1-loopZλVortex

∥∥∥2

S.C.
(D.27)

The inclusion of fluxes in the superconformal index can be achieved as usual by shifting
fugacities z → zq−

nz
2 , ζ → ζq−

nζ
2 in one block, and the opposite in the other. The

factorisation is still exact but now the classical piece glues non-trivially.

D.2 Geometry of the boundary condition

Here we give evidence to support the claim in section 3.1 that the holomorphic Lagrangian
defined by the image of the boundary conditions on the Higgs branch coincides with the
attracting Lagrangian Lλ of the fixed point labelled by λ.

We first show that the gauge group is completely broken in a neighbourhood of any
fixed point λ of the ADHM theory described in section 2, i.e. there are no non-trivial
GL(N,C) orbits. More precisely, if θ ∈ gl(N,C) ' Hom(V, V ) is such that:

(
A+ [θ,A], B + [θ,B], I + θI, J − Jθ

)
∈ Bλ ⇒ θ = 0, (D.28)

for the values (A,B, I) at the fixed point λ (we will use this notation throughout the
remainder of this section). The left hand side is an infinitesimal gauge transformation.
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This is line with the argument in [32] that there should be no non-trivial gauge orbits in
Bλ, at least locally around the fixed point. For the left side of (D.28) to hold we must have:

Pab ≡ [θ,A]ab = 0 ∀ a, b ∈ λ s.t. (b ∈ λB) ∩ (ia > ib) or (b /∈ λB)
Qab ≡ [θ,B]ab = 0 ∀ a, b ∈ λ s.t. (a ∈ λB) ∩ (ib ≤ ia)

(θi)a = 0 ∀ a.
(D.29)

The last equation implies that, θa(1,1) = 0 ∀ a. If λ has more than one row i.e. λ∨1 > 0
then ∀a:

Pa(1,1) = θa(2,1)A(2,1)(1,1) −Aabθb(1,1) = θa(2,1) = 0
⇒ Pa(2,1) = θa(3,1) = 0 . . .

(D.30)

so:
θab = 0 ∀ b ∈ (·, 1), (D.31)

where (·, 1) is the first column. Next, we consider a general θuv and show that it must
be zero. We enumerate the equations in (D.29) that it can appear in, also noting the
restrictions on indices on the r.h.s.:

(a) If v /∈ (1, ·), u ∈ (1, ·) then Pu,↑v = θuv = 0.

(b) If v /∈ (1, ·), u /∈ (1, ·) then Pu,↑v = θuv − θ↑u,↑v = 0.

(c) If v /∈ λB, u /∈ λB then P↓u,v = θ↓u,↓v − θuv = 0

(d) If v ∈ λB, u /∈ λB and iu ≥ iv then P↓u,v = −θuv = 0.

(e) If u ∈ λB, u /∈ (·, 1), v /∈ (·, 1) and iu ≥ iv then Qu,←v = θuv − θ←u,←v = 0.

(f) If u ∈ λB, u ∈ (·, 1), v /∈ (·, 1) and iu ≥ iv then Qu,←v = θuv = 0.

(g) If u /∈ λR, (→ u) ∈ λB, v /∈ λR and iu ≥ iv then Q→u,v = θ→u,→v − θuv = 0.

(h) If u /∈ λR, (→ u) ∈ λB, v ∈ λR and iu ≥ iv then Q→u,v = −θuv = 0.

All the non-zero (A,B, I) are normalised to 1 here. Note that the above already demand
some of the {θuv} to be 0. We consider different cases, assuming v /∈ (·, 1):

• If iv > iu, repeated applying (b):

θuv − θ↑iu−1u,↑iu−1v = θuv = 0 (D.32)

where the last equality comes from (a). So:

θuv = 0 ∀ u, v ∈ λ | iu < iv. (D.33)

• If iu ≥ iv and also l(u) > l(v) (necessarily requiring that jv > ju) then repeated
application of (c) gives:

θ↓l(v)u,↓l(v)v − θuv = −θuv = 0, (D.34)

where the last equality follows from (d).
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• It remains to show that θuv = 0 where iu ≥ iv and l(u) ≤ l(v). Repeated application
of (c) gives:

θuv = θu′v′ (D.35)

where u′ ≡ (↓l(u) u) ∈ λB, and v′ ≡ (↓l(u) v). If u′ ∈ (·, 1) i.e. u′ is the lowest box in
the first column of the Young diagram, we are done since θu′v′ = θuv = 0 by (f) (if
v ∈ (·, 1) then (D.31) implies θuv = 0 already). Otherwise, applying (e) we have:

θuv = θu′v′ = θ←u′,←v′ ≡ θu′′,v′′ . (D.36)

If v′′ ∈ (·, 1) we are done. Otherwise, we still clearly have iu′′ ≥ iv′′ and if l(u′′) >
l(v′′), then from (D.34) we have:

θu′′v′′ = θuv = 0. (D.37)

If instead l(u′′) ≤ l(v′′), we can iterate what we just did to u′′ and v′′, decreasing the
j coordinate of u and v each time. Eventually we must have that:

θuv = θũṽ (D.38)

where either l(ũ) > l(ṽ), or either ũ or ṽ ∈ (·, 1), and thus θuv = 0.

Therefore we have shown (D.28), i.e. that θuv = 0 ∀u, v.

Tangent space character. With this information, we now prove:

TλBBulk
λ =

∑
s∈λ

zaλ(s)+lλ(s)+1t
1
2 (−aλ(s)+lλ(s)+1) = Tλ(Lλ), (D.39)

i.e. TλBBulk
λ ⊂ TλHilbN (C2) is precisely the positive weight subspace under the z-action

(since hook-length is always positive), which is locally the attracting Lagrangian subman-
ifold. We can describe the tangent space to λ in BBulk

λ (which we have shown to coincide
with Bλ ∩µ−1

C (0) in a neighbourhood of the fixed point), as the kernel of the differential of
the complex moment map dµ:⊕

a,b∈λ s.t.
(a∈λB)∩(ib≤ia)

Hom(Va, Q1 ⊗ Vb)⊕
⊕

a,b∈λ s.t.
(b∈λB)∩(ia>ib)

or (b/∈λB)

Hom(Va, Q2 ⊗ Vb)

⊕
Hom(V,

2∧
Q⊗W )

dµ−→ Hom(V, V )⊗
2∧
Q (D.40)

where Qi is the 1-dimensional module of Ti, i = 1, 2 (with fugacities t1, t2), and Q is the
2-dimensional module of T 2 = T1×T2. They have been inserted so that dµ is an equivariant
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map. No quotient by the gauge action is needed by the result just proven. That is, for
(Ã, B̃, J̃) in the vector space on the left hand side of (D.40):

dµ(Ã, B̃, J̃) =
[
A, B̃

]
+
[
Ã, B

]
+ IJ̃ , (D.41)

and TλBBulk
λ = Ker(dµ). dµmust be surjective since Ker(dµ) isN (complex) dimensional as

the tangent space to BBulk
λ , there are no-nontrivial gauge orbits in it, and µ−1(0) provides at

most N2 constraints. Notice that λ(t1, t2) makes V (and in fact each Va) into a T 2-module.
We abuse notation by representing the weight of an eigenspace with the eigenspace itself,
e.g. Va = t−ia+1

1 t−ja+1
2 = z−ia+jbt

1
2 (−ia−ja+2) ≡ tṽ−1

a , and compute the T 2-character of the
tangent space:

TλBBulk
λ =

∑
a,b∈λ s.t.

(a∈λB)∩(ib≤ia)

t1V
∗
a ⊗ Vb +

∑
a,b∈λ s.t.

(b∈λB)∩(ia>ib)
or (b/∈λB)

t2V
∗
a ⊗ Vb

+ t1t2
∑
a∈λ

V ∗a − t1t2
∑
a,b∈λ

V ∗a ⊗ Vb

= t


∑

a,b∈λ s.t.
(a∈λB)∩(ib≤ia)

zt−
1
2
ṽa
ṽb

+
∑

a,b∈λ s.t.
(b∈λB)∩(ia>ib)

or (b/∈λB)

z−1t−
1
2
ṽa
ṽb
−

∑
a,b∈λ s.t.
b 6=(1,1)

ṽa
ṽb


=

∑
a,b∈λ s.t.

(a∈λB)∩(b∈λR)
∩(ib≤ia)

zt
1
2
ṽa
ṽb

(D.42)

where we have performed precisely the same cancellations as in (D.19). Using the afore-
mentioned correspondence between a pair of boxes (a, b) where a ∈ λB and b ∈ λR with a
single box s, we arrive at (D.39).

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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