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Body Wave Separation in the Time-Frequency Domain
Roberto H. Herrera, Member, IEEE, Jean Baptiste Tary, Mirko van der Baan, and David W. Eaton

Abstract—Separation of a seismogram into its individual con-
stitutive phases (P- and S-wave arrivals, surface waves, etc.) is
a long-standing problem. In this letter, we use a high-resolution
time-frequency transform to achieve this and reconstruct their
individual waveforms in the time domain. The procedure is illus-
trated using microseismic events recorded during a hydraulic frac-
turing treatment. The synchrosqueezing transform is an extension
of the continuous wavelet transform combined with frequency
reassignment. Its high-resolution time-frequency decompositions
allow for separation and identification of P- and S-waves with
subtly different frequency contents that would not be recoverable
using short-term Fourier transforms due to its smearing in the
frequency domain. It is an invertible transform, thus allowing for
signal reconstruction in the time domain after signal separation.
The same approach is applicable to other seismic signals such as
resonance frequencies and long-period events and offers promis-
ing new possibilities for enhanced signal interpretation in terms of
underlying physical processes.

Index Terms—Signal reconstruction, spectral decomposition,
synchrosqueezing transform (SST), wave separation.

I. INTRODUCTION

THE separation of P- and S-waves is a challenging task

that, if solved, could bring more insights into the nature

and location of the generating source. It is crucial in estimating

the subsurface elastic properties (e.g., [1]–[5]), which can later

be used, for instance, in moment tensor inversion [6], [7] or

improved event locations [8], [9].

The problem of separating P- and S-waves was addressed

by Dankbaar [10], with the application of a filter in the

wavenumber–frequency domain to remove the array’s response

from the incident wavefield. The filter coefficients are extracted

from the near-surface P- and S-wave velocity and from the

geometry of the geophone groups. It can also be done by di-

vergence and curl computations in the space domain [11], [12].

These wave-theoretical methods rely on the complete character-

ization of the wave propagation field [13], which requires dense

arrays of receivers situated inside a thin homogeneous layer [2],

[10], [11].

Alternative parametric methods, e.g., [14] and [15], on the

other hand, do not require a priori information about the near-
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surface layer, but they assume that the signal is comprised

only of a small number of interfering plane waves [11]. Thus,

these methods cannot handle more complex wave propagation

phenomena, e.g., the free-surface effect [13]. Statistical ap-

proaches, like independent component analysis [13], exploit the

statistical differences between the P- and S-waves without the

need of further a priori information but are limited to cases

where the wave components are statistically independent.

Time-frequency analysis is an alternative choice, specifically

if signal components separate in the time domain or the fre-

quency domain. In the first case, simple time domain tapering

can retrieve the signals. In the other case, bandpass filtering is

sufficient. Alternatively, short-time Fourier transforms (STFTs)

or continuous wavelet transforms (CWTs) can retrieve the

signal components if they do not overlap in the time-frequency

domain [16]–[18] and if the invoked transform has sufficiently

high time-frequency resolution. Indeed, each transform intro-

duces temporal and spectral smearing [19] which may impede

successful separation even if the original components do not

overlap.

We present a derivative of the CWT, called synchrosqueez-

ing, that improves the resolution of the time-frequency map

via a combination of frequency-reassignment [20] with in-

stantaneous frequency (IF) estimation [21]. We first introduce

the theory of the synchrosqueezing transform (SST) and then

test our method on two microseismic events from a hydraulic

fracturing treatment [22].

II. THEORY

We represent a time domain seismic signal s(t) in terms of

time-varying harmonic components K [19], [21]

s(t) =

K
∑

k=1

Ak(t) cos (θk(t)) + η(t) (1)

where Ak(t) is the instantaneous amplitude and fk(t) =
(1/2π)(d/dt)θk(t) is the IF of the signal component k, derived

from the instantaneous phase θk(t). η(t) represents the additive

noise.

Daubechies et al. [21] noticed that the CWT of the signal

s(t) could be improved by computing the IF of the wavelet

coefficients followed by a frequency reassignment step. An

application to seismic signal processing with extended theory

can be found in [19]. The transformation starts from the CWT

of signal s(t) [23]

Ws(a, b) =
1√
a

∫

s(t)ψ∗
(

t− b

a

)

dt (2)
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where ψ∗ is the complex conjugate of the mother wavelet and b
is the translation of the mother wavelet which is also scaled by

a. Ws(a, b) are the coefficients which are used to compute the

IFs ωs(a, b) [21]

ωs(a, b) =
−j

Ws(a, b)

∂Ws(a, b)

∂b
. (3)

The final reassignment step maps every point (b, a) to

(b, ωs(a, b)). This combination of CWT and IF followed by re-

assignment of the wavelet coefficients is called synchrosqueez-

ing [21]. We can compute the discrete scale ∆ak = ak−1 − ak
for any ak in the wavelet coefficient matrix Ws(a, b). When

mapping from the time-scale plane to the time-frequency plane

(b, a) → (b, ws(a, b)), the SST Ts(w, b) is determined only at

the centers ωl of the frequency range [ωl −∆ω/2, ωl +∆ω/2],
with ∆ω = ωl − ωl−1

Ts(ωl, b) =
1

∆ω

∑

ak:|ω(ak,b)−ωl|≤∆ω/2

Ws(ak, b)a
−3/2∆ak.

(4)

From the discrete version of the SST T̃s(ωl, tm), with dis-

crete time tm = t0 +m∆t at a sampling rate ∆t, we can

reconstruct the individual components over a small frequency

band lǫLk(tm) around the kth component [24]

sk(tm) = 2C−1
φ ℜ

⎛

⎝

∑

lǫLk(tm)

T̃s̃(wl, tm)

⎞

⎠ (5)

where Cφ is a constant dependent on the selected wavelet. As

we take the real part ℜ of the discrete SST in that band, we

recover the real component sk. An extended explanation can be

found in [24] with applications to seismic signals in [19].

III. APPLICATIONS TO MICROSEISMIC SIGNALS

A. Event 1: Time-Frequency Representation and Polarization

Fluid injection during hydraulic fracturing of tight reservoir

generates multiple brittle failure events inside the reservoir

[25]. Arrival times of body waves generated by these small

magnitude events (−3 < Mw < −1) are usually very close,

and their limited bandwidth can cause even partial overlap in

the time and frequency domains.

The data set used in our example comes from multistage

hydraulic fracturing treatment programs performed in two hor-

izontal wells (see [22] for more details). Six 3C geophones

with a sampling rate of 0.5 ms were deployed in a deviated

borehole.

Event 1 is recorded by the vertical component of the deepest

geophone at well A stage 2 [Fig. 1(a)]. P- and S-waves are

visible in the time domain signal. Fig. 1(b) shows the STFT

spectra for the signal segment from 0.2 to 0.7 s and frequencies

from 100 to 400 Hz. We use a Hanning window of 64 ms

with 50% overlap. The frequency components are blurred in

the time-frequency representation due to the limited resolution

of this transform. For the SST, we use a bump wavelet with a

ratio central frequency to bandwidth of 50 and 32 intermediate

Fig. 1. Event 1. (a) Microseismic event (vertical component). (b) STFT for
the segment of the signal shown in (a) by the red rectangle. (c) SST output for
the same portion.

Fig. 2. 3C time series for event 1 (left) and eigenvectors estimated from their
hodograms. Colors indicate possible wave types for each wavepacket. (a) 3C
microseismic traces at station 7, stage 2. (b) Polarization vectors for the waves
modes.

scales per octave. The SST produces a sharper time-frequency

representation [Fig. 1(c)] showing frequency components that

are hidden in the STFT.

In a single-component trace as in Fig. 1(c), it is not immedi-

ately clear which frequency component belongs to which wave.

We apply a polarization analysis on all three components to

identify individual P- and S-wave arrivals and project them onto

their main components.

Using the classical covariance matrix method [26], we find

the main axes for the three eigenvectors. No satisfactory set of

orthogonal vectors is obtained by the classical decomposition in

radial, transverse, and pseudovertical components, mostly due

to the waves having nonlinear polarizations. We first isolate

each wavepacket and then compute the principal eigenvector

from the 3C signal. The resulting set of vectors for the 3C

signal from Fig. 2(a) is presented in Fig. 3(b) and shows quasi-

orthogonal polarizations. The North component shows the

most prominent P-wave arrival (magenta). The converted P- to

S-wave (blue) follows the main P-wave and has almost the same

polarization as the Sv-wave (green). The Sh-wave (red) clearly

visible in the East component is close to orthogonal to the

P- and Sv-waves.

Fig. 4 shows the 3C data projected onto its eigenvectors

and their time-frequency representations using the SST and

the STFT. Despite the 3C data projection, some energy of the
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Fig. 3. Hodograms and corresponding vectors for the three components shown in Fig. 2. (a) Hodograms for the stage 2 event. (b) Vectors corresponding to the
hodograms.

Fig. 4. Event 1: projected components and their corresponding time-
frequency representations using SST and STFT. The STFT is computed using
a Hanning window of 0.03 s and 90% overlap. The amplitude scale of the
three components is normalized by the maximum amplitude of the strongest
eigenvector. The main spectral components are highlighted on the SST plot
with arrows and their corresponding values.

different wavepackets may leak onto other components due

to their nonlinear polarizations. The central frequency of the

P-wave appears to be about 315 Hz. The Sv-wave projection

shows the P-to-Sv-wave around 0.05 s with a frequency at

315 Hz, and then, the Sv-wave splits into two components at

205 and 315 Hz. The Sh-wave projection shows two strong

components of 245 and 210 Hz.

The enhanced resolution of the SST permits recognition of

the various phases present in the three-component recording

which would not have been possible using an STFT, although a

comparison of Fig. 1(b) and (c) indeed confirms their presence

in both time-frequency representations even if, in the STFT,

the phases are blurred. Next, we show a second example and

illustrate the waveform reconstruction in the time domain after

separation.

B. Event 2: Time-Frequency Decomposition and

Signal Reconstruction

Next, we use another microseismic event from this ex-

periment. Fig. 5 shows the three-component seismogram for

event 2. The vertical component shows the most prominent

P-wave (magenta). As before, we separate the seismograms

into three signals with quasi-orthogonal polarization, namely,

P-, Sv-, and Sh-waves. Fig. 6 shows their projections onto the

eigenvectors. The P-wave projection has a central frequency

around 280 Hz. Sv-wave contributions are around 305 Hz. The

patch at 320 Hz on the Sv-wave projection corresponds to the

arrival time of the P-wave. It could then also be contributions

of the remnant P-wave broadband spectrum projected onto the

Sv-component due to its nonlinear polarization. The Sh-wave

projection shows two strong components at 290 and 350 Hz.

There is a patch at 185–225 Hz present in all components.
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Fig. 5. Three-component seismogram (left) and corresponding hodograms
(right) for event 2. Colors indicate possible wave types for each wavepacket.
The three phases P, Sv, and Sh are quasi-perpendicular. (a) 3C microseismic
traces, stage 3. (b) Polarization vectors for the waves modes.

Fig. 6. Event 2: projected components and their corresponding time-
frequency representations using SST and STFT. The STFT is computed using
a Hanning window of 0.03 s and 90% overlap. The amplitude scale of the
three components is normalized by the maximum amplitude of the strongest
eigenvector. The main spectral components are highlighted on the SST plot
with arrows and their corresponding values.

Time domain reconstruction is possible by extracting a ver-

tical rectangle comprising only the P- or S-waves in the time-

frequency domain and applying an inverse SST following (5)

(Fig. 7). The reconstructed phases in red resemble the original

signals (blue), which include all of the frequency bands in the

same time segment. In this case, both waves are separated in

the time domain, yet such a narrow time-frequency filtering

operation would be more challenging for the corresponding

STFT decompositions due to its increased spectral smearing

(Fig. 6).

IV. DISCUSSION

Both events show an interesting pattern with P- and S-waves

comprising consistently two to three narrow-band frequency

components. The band-limited nature of microseismic signals

imposes another degree of complexity on separating frequency

components. For both examples, polarization analysis clearly

shows a quasi-orthogonal set of three to four wavepackets

arriving at the receivers. For the first example, the P-wave

is immediately followed by another wave with a polarization

similar to the principal Sv-wave. The frequency content of

seismic waves is not expected to change due to body wave

conversion when incidence angles remain real-valued [27] but

arise at the source [28] or due to frequency-dependent attenua-

tion and wave scattering [29]–[31]. A tentative interpretation

of the series of arrivals for the first example could be as

Fig. 7. Time domain reconstruction of the P- and S-waves. The reconstructed
waveform (red) shows good approximation with the original component (blue).
(a) Zoom-in of SST TFR. (b) P-wave. T-F map and reconstruction. (c) S-wave.
T-F map and reconstruction.

follows. The P-wave with a frequency content around 315 Hz is

converted to an Sv-wave close to the receiver location, leading

to a change in polarization but no frequency changes. Then,

Sh- and Sv-waves arrive with a frequency content around 245

and 205 Hz, respectively. The second component at 315 Hz

could correspond to a P-wave converted close to the source

location.

At this stage of the analysis, multiple explanations are

possible. Some noises appearing as spectral lines are visible

on the SST representations, showing potential flaws in the

instrument clamping. Some of the monofrequency components

of the observed body waves could then correspond to the

instrument response to the microseismic excitation. Most of

the S-wave frequency components also have relatively long-

duration monofrequency tails, which could also arise from

ringing due to bad coupling. The analysis of the recordings

at other geophones, including other events as well, may help

in assessing the impact of the instruments on the recorded

data [32].

Another interesting possibility is that the two frequency

contents originate from two concomitant processes at the source

location creating different signals. For instance, a shear failure

event on one fracture could be accompanied by tensile failure

on a wing fracture, or one P-wave and two S-wave radiation

lobes could be indicative of a compensated linear vector dipole

fracture type [33]. Nondouble couple events indeed play an

important role in rock deformation during hydraulic fracturing

[22], [34].

Irrespective of the cause of the detected narrow-band signals,

SST allows for separation of these waves in the time-frequency

plane and subsequent time domain reconstruction after high-

resolution filtering. This would be challenging for many other

time-frequency transforms due to their associated temporal and

spectral smearing.

In addition to SST, several other high-resolution time-

frequency transforms exist such as empirical mode decompo-

sition [35], [36] and nonstationary autoregressive models [37].
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These methods are based on very different concepts from

wavelet and Fourier transforms yet remain reversible such

that they offer much promise for seismic data processing and

interpretation.

V. CONCLUSION

The increased resolution of the SST and variants in the time-

frequency plane provides useful information that was hitherto

hidden by traditional methods. We have illustrated its use for

identification and separation of narrow-band P- and S-waves

for two microseismic events. The proposed method works even

if the different phases overlap in time yet separated by their

frequency content. We have envisioned various applications for

SST and other high-resolution transforms including improved

event detection, identification and location, time picking, wave-

field separation, and possibly moment tensor inversions.
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