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Abs t rac t .  An elementary "majorant-minorant method" to construct the 

most stringent Bonferroni-type inequalities is presented. These are essentially 

Chebyshev-type inequalities for discrete probability distributions on the set 

{0, 1 , . . . ,  n}, where n is the number of concerned events, and polynomials 

with specific properties on the set lead to the inequalities. All the known re- 

suits are proved easily by this method, b'~rther, the inequalities in terms of 

all the lower moments are completely solved by the method. As examples, the 

most stringent new inequalities of degrees three and four are obtained. Simpler 

expressions of M~rg~ritescu's inequality (1987, Stud. Cerc. Mat., 39, 246-251), 

improving Galambos' inequality, are given. 

Key words and phrases: Binary random variable, Galambos' inequality, 

Kwerel's inequality, moment problem. 

1. Introduction 

A n Let A -- { i}i=i be a set of events in a probability space, and let K denote 

the count of those Ai's which occur. Pu t  P m =  P { K  = m},  qm = P { K  >_ m},  

So = 1, and 

(1.1) Sr = ~ P(Ai lA i2 . . 'A i~ ) ,  r = 1, 2 , . . . ,  n. 

O<il ( i2<" '~i~ <_n 

Inequalities which bound pm or qm by linear combinations ~-~r~0 brSr are called 

Bonferroni-type inequalities. They are used to evaluate the distribution functions 

of the order statistics of dependent random variables, and are important  in theories 

of extreme statistics, multiple comparisons, applied probability, and others. As 

introductions to Bonferroni-type inequalities, Alt (1982) and Galambos (1984, 

1987) are recommended. 

Lemmas 2.1 and 2.2 in Section 2 show the simple fact tha t  a Bonferroni-type 

inequality is just  a Chebyshev-type inequality of the probability distributions on 

the integer interval [0, n] = {0, 1 , . . . ,  n}. Then Theorem 2.1 shows tha t  there is 
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a natural bijection between Bonferroni-type inequalities and "majorant-minorant 

polynomials". 

In Section 3, the set of all possible values of ($1, $2 , . . . ,  S~) and that  of 

some of its components are studied; in other words, the moment problem of K is 

discussed. Theorem 3.1 states that an inequality obtained in Theorem 2.1 is, in 

fact, the most stringent in a strict sense in the region that is easily specified. The 

relationship between the moment space and "the majorant-minorant of 0" helps 

us to understand the geometry of the former by that of the latter. Theorems 3.2 

and 3.3 state that if a vector of all the lower moments is given, the most stringent 

inequality in the strict sense (defined in Section 2) is determined by" the proposed 

method. 

In Section 4, as examples, new inequalities of degree three (in terms of ($1, $2, 

$3)) on p~ and qm are obtained. In Section 5, new inequalities of degree four on 

p0 and Pn are obtained. Propositions 4.1, 4.2 and 5.1 state new inequalities. 

In Section 6, classical Bonferroni's and Galambos' inequalities on Pm and 

qm based on S,~, Sin+l, . . .  are simply proved. These inequalities, except for 

Galambos' ones on qm, are shown to be the most stringent. Simpler expressions 

of M~rg~ritescu's most stringent inequalities on qm (M~rg~ritescu (1987)), which 

improve Galambos' ones, are obtained. In Section 7, a general method to find 

exhaustively majorants and minorants is shown. 

Kwerel (1975a, 1975b, 1975c) showed that  Bonferroni-type inequalities can be 

obtained by solving a linear programming problem by the simplex method, and 

obtained all the inequalities of degree 2 on Pm (1975a) and the inequalities of 

degree 3 on P0 and pn (1975b). He showed also tile general method for obtaining 

those of any degree on P0 and Pn (1975c). The method of this paper is valid for 

any m, 0 < m < n, for both Pm and qm, and is simpler for obtaining explicit 

expressions than the simplex method. The point is, the use of geometry of the 

moment space and polynomials, as discussed in Section 3. 

There are other type of inequalities, which strengthen the classical Bonferroni 

inequalities by using not Sr but a partial sum of the definition in (1.1). General 

results were given by RSnyi (1961) (see also Galambos (1987)), Hailperin (1965), 

Kounias and Marin (1976), and others; a practical inequality was obtained by 

Hunter (1976) and rediscovered by Worsley (1982). There is another result using 

the ordered P-values (Simes (1986)). However, these types of inequalities are out 

of the scope of this paper. 

2. Elementary facts 

In a probability space (~t, ¢4, P), let A denote a finite set of events {Ai E 

A; i = 1, 2 , . . . ,  n}, and K the count of those Ai's which occur. That  is, 

K = K(w;  A) = ~I (w;  Ai), 
i=1 

w e f t ,  

where I denotes an indicator function. If the probability space and the event set 

are arbitrary, then the random variable K can have any probability distribution 

on [0, ~.] = {0, 1 , . . . ,  n}. 
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LEMMA 2.1. For any probability function (Pm)~=o on [0, n] (Pro >_ O, 
~-~=oPm = 1), there exists a probability space (12, .4, P) and a set of n events 

A n n A = { i}i=l such that K ~- ~'~i=1 I(w, Ai) has the probability function, P{ K  

= e [0, h i .  

PROOF. Let ~ = [0, 1], A the family of Borel sets of ~, and P the Lebesgue 

measure. Partition 12 into 2n subintervals so that there are ( n )  intervals of 

t h e l e n g t h p m / ( : ) , m E [ O , n ] .  There are possibly intervals which degenerate 

1 / \  

to a point. An interval of the length p , ~ / ( n )  is regarded as an event B j =  
i \ , , ~ /  

N i e j A i ~ j c j c  A~ where J is a subset of [0, n] with cardinality IJ] = m and c 

denotes the complement. The union (-JlJl=m Bj  is the event that K = m, and the 

union [J iej  B j,  where the union is with respect to J such as i E J C [0, hi, defines 
A n A~. Thus, the partition {B j; J C [0, n]} defines the event set { i}i=1. 

Lemma 2.1 tells that the sum of n dependent 0-1 random variables can have 

any distribution on [0, 1]. 

In the above proof an exchangeable set A is chosen; that is, the probability 

of any Boolean function of A is invariant with respect to the permutation of 

the indices of Ai E A. This fact was remarked by Galambos (1975), in a more 

specific context, and by Galambos (1987) and Takeuchi and Takemura (1987) in a 

general way. If A is independent, then K has a log-concave probability function, 

P~ >_ Pm-lP,~+I, which is strongly unimodal (see Keilson and Gerber (1971)), and 

cannot be arbitrary. 

It is known that S~ is the binomial moment, a version of the factorial moment, 

of K. 

LEMMA 2.2. 

Sr = m~_rPm_ r = E 

PROOF. The random variable K is related with the indicator functions by 

15il <...<i~ <_n j=l 

(7) 
In fact, among terms of I-Ij=l I(~0, A~ ), are 1 and the others are zero. 

The expectation of the left-hand side is Sr by definition (1.1). 

Thus, the inequalities to bound Pm = P{K = ra} or qm = P{K >_ m} in 

terms of the moments of K are Chebyshev-type inequalities. Except for Sr = 0, 

r = n + 1, n + 2, . . . ,  it is not essential to use the binomial moments. In fact, 

some inequalities are better expressed in terms of the moments around the origin, 
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Mr = E[Kr]. At any rate, using Stirling numbers [rl  of the first kind (unsigned), 

and { r }  of the second kind (the notation by Knuth (1975), see also Jordan (1960) 

and Riordan (1968)), 

j = l  

and M r - -  ~ ~r~j 'Sj .  

j = l  ~ ,3J  

For example, $1 = M1, 2S2 = M2 - M1, 6S3 = M3 - 3M2 + 2M1; M2 = 2S2 + $1 

and M3 = 6S3 + 6S2 + $1. 
In the following, n is assumed to be known and fixed, and the dependence on 

n is sometimes implicit in the notations. The dependence of the probabilities pm 

and qm, and the moments Mj's and Sj's on an arbitrary random variable K on 

[0, n] is also implicit. 

A standard technique to prove a Chebyshev-type inequality is the "majorant- 

minorant method". Define 

and 

1, 
~m(x) = ~m(x; n) = 0, 

{0, 
~m(X) ~-- ?']m(X; n) -~ 1, 

if x = m ;  m • [ 0 ,  n], 

if x ~ m  and x •  [0, n], 

if x • [0, m - 1 ] ;  m E  [1, n -  1], 

if x • [m, n]. 

Let 0 denote a generic subset of [0, n] with r + 1 elements. A "majorant uo of 

~m (X) on 0" is a polynomial of degree r such that 

 m(x) <_ uo(x), x e [o, n], and = uo(x), x • O. 

A minorant of ~m and a majorant and a minorant of/]m are similarly defined. 

THEOREM 2.1. Let n be any fixed positive integer. A polynomial u(x) = 

n n ( ~ )  
Ej=o aJ xj -= Ej=o bj satisfies 

(2.1) (m(X) <_ u(x), x e [0, n], 

if and only if 

n 

(2.2) Pm <~ U(M1,.. . ,  M n ) :  E a j M j  : E b j S j ,  
j =0 j=O 

for any possible values of Pm and Mj 's. 
Further, if uo is a majorant of ~m of degree r, the corresponding Uo(M1,..., 

Mr) is the most stringent in the sense that there is no other linear combinations of 

M1, . . . ,  M~ which is not greater than Uo for "all" possible values of (M1,.. •, Mr). 
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Conversely, the polynomial u corresponding to a most stringent upper bound U is 

a majorant. Such Uo(M1, . . . ,  Mr) is equal to p,~ if and only if the distribution 

has probability one on O. 

Similar statements on lower bounds on pro, or upper and lower bounds on qm 

hold. 

PROOF. Sufficiency of the first part. Take the expectation of both sides of 

~m(I() < u(K) .  Necessity of the first part. A distribution on [0, n] is a mixture of 

distributions which have probability one at a single point x E [0, n]. Since (2.2) is 

( x ) ,  and valid for these degenerated distributions, for which Mj = xJ and Sj = J 

Pm = 1 or 0 if x = m or # m, respectively, (2.1) holds. 

The second part. If the values of uo (x) are specified for x E 0, uo is uniquely 

determined and no polynomial, not smaller than ~m and of degree r, is uniformly 

smaller than uo. If a polynomial is not a majorant, a value u(xo) > ~m(x0) can be 

decreased to ~m(x0) without changing the values u(x) = ~m(x) at less than r + 1 

points, and the corresponding U cannot be the most stringent. 

Remark. Theorems of this paper hold for discrete probability distributions 

on a finite set of any real values. We discuss distributions on [0, n] to obtain 

simpler expressions. 

In general there are several majorants, and the minimum of the corresponding 

bounds for given values of moments is "the most stringent in the strict sense". A 

most stringent upper bound (or lower bound) in the wide sense can be greater than 

one (or negative) for some values of moments (Schwager (1984)). Since each of 

the most stringent bounds in the strict sense is equal to the estimated probability 

for specific distributions of K, the bound is always between 0 and 1. 

Let us go back to the event set A for a while. The above proof means that 

an inequality like (2.2) holds for any event set if it holds for any A such that 

the events A1, . . .  , A n are mutually independent, P(A1) . . . . .  P ( A j )  = 1 and 

P(Aj+I)  . . . . .  P ( d n )  = O, j e [1, n]. Such an event set corresponds to K which 

is equal to j with probability one. 

The method of indicators by Lohve (1942, 1963) limits the check of (2.2) 

to such A that P(Ai)  -- 0 or 1, i C [1, n]. Galambos (1975) limits to A o f j  

independent events such that P(A1) . . . . .  P ( A j )  = p, 0 < p < 1, j C [1, n]. 

The new method in Theorem 2.1 is simpler than these methods: An inequality 

(2.2) on the multivariate function U reduces to (2.1) of the single-variable function 

u. Moreover the original events can be completely disregarded. 

Kwerel (1975a, 1975b, 1975c) used Lemma 2.1 without mentioning it explicitly. 

He, however, did not use the conventional geometric approach to the Chebyshev- 

type inequalities but  used the simplex method to solve linear programming prob- 

lems. The equivalence of these two approaches has been well known (Isii (1964)). 

Mdri and Sz~kely (1985) mentioned Lemma 2.1 and showed a geometric ap- 

proach to (2.2) but did not go back to (2.1). Recently, Samuels and Studden (1989) 

remarked the relationship between Bonferroni-type inequalities and Chebyshev- 
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type inequalities. They examined applications of the general theory of Chebyshev 

systems. Here, the sequence of all polynomials are mainly considered to get simply 

typical results. 

3. Moment problems and the most stringent inequality in the strict sense 

The most stringent inequality in the strict sense depends on the moment  

values. It is necessary, therefore, to find the possible range of the moment  vector 

(M1, M2 , . . . ,  Mn) or (S1 , . . . ,  Sn). The answer is simple and well-known (e.g. 

Theorem of M6ri and Sz~kely (1985)). 

LEMMA 3.1. The possible range of (M1, . . . ,  Mn) is the closed convex hull F 

of n + 1 points 

(3.1) Gj = (j, j 2 , . . . ,  jn) ,  j E [0, n], 

in R n. That is, by symbol, 

(3.2) F = C.H.{G0, G1 , . . . ,  Gn}. 

(It is rather an n-dimensional simplex.) The possible range of ($1 , . . . ,  Sn) is 

PROOF. The moments of a mixture (a convex combination) of distributions 

are the mixture of their moments.  The moments (M~)~__I of the distribution 

degenerated to j are (ff)~-l ,  and the moment  of a general distribution is the 

corresponding convex combination of (jr)m1. 

In general, the possible range of (E[f ,(K)],  E[f2 (K) ] , . . . ,  E[f~(K)]) is 

C.H.{(fl( j) ,  f 2 ( j ) , - . . ,  fr( j)) :  j C [0, n]}. This can be applied to (Sr)~n_l. 

Remark. The possible range of some moments,  say (M],/l//3), is the projec- 

tion of F on the MiM3-subspace. The projection of F on the (M1,/1//2,. . . ,  M~)- 

subspace is denoted by Ft. In the following, the symbol Gj of (3.1) is intentionally 

abused to denote any projection of Gj on a context dependent subspace. 

It can be shown that  the most stringent bound obtained by the majorant- 

minorant method of Theorem 2.1 is the most stringent in the strict sense (defined 

in the previous section) in a specific region. 

THEOREM 3.1. Suppose uo(x) is a majorant of ~m of order r on O, ]0] = r + l .  

Then the corresponding bound Pm <- Uo(M1,.. •, Mr) is the most stringent in the 

strict sense for (M1, . . . ,  M~) E C.H.{Gj: j e 8}. 

For the other bounds on Pm or qm, similar statements hold. 
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PROOF. The first part. The equalityprn = Uo(M1,..., Mr) holds if (M1, . . . ,  

Mr) = Gj, j • 0, that is P{K = j}  = 1, j • O. Therefore the equality 

holds if P{K  • 0} = 1, and under this condition (ELK], ELK2],. . . ,  E[Kr]) • 

C.H.{Gj: j • 0}. Conversely, a point of C.H.{Gj: j • 0} corresponds to a distri- 

bution on 0. Therefore there is no other upper bound on Pm smaller than or equal 

to Uo in C.H.{Gj: j • 0}. 

Remark 1. As a minorant of ~m (or ~m) the constant 0 may be included. If 

(M1, . . . ,  Mr) • C.H.{Gj: j ~ m} (or C.H.{Gj: j < m}) 0 is the most stringent 

lower bound of Pm (or qm if m >__ r + 1) in the strict sense. Similarly, the constant 

1 may be included as a majorant of ~,~ if n - m > r. 

Remark 2. Let O denote the index set of all the majorants of ~m of order 

r; {ue(x): 0 • O}. If the corresponding set of convex hulls is a partition of 

the possible range of (M1, . . . ,  Mr); Fr = U0eo C.H.{Gj: j • 0}, then the best 

possible bound is determined for a given moment vector (M1, . . . ,  Mr). The fact 

of the partition is shown in Theorem 3.2. 

Remark 3. In applying Theorem 3.1 we have to find all the majorants or 

minorants of ~m or /Ira. A method to find them is given in Theorem 7.1. 

To examine Remark 2 of Theorem 3.1, the geometry of Fr is further studied. 

For this purpose a variant of the majorant-minorant method is again useful. 

Let u(x) be a monic polynomial of degree r (the coefficient of x r is 1), such 

that u(x) >_ O, x • [0, n], and u(x) = 0 for x = k l , . . . ,  kr • [0, n]. It will be called 

"a majorant of 0 of degree r". "A minorant l(x) of 0 of degree r" is similarly 

defined. A method to find all the majorants and the minorants of 0 is discussed in 

Section 7. For this u(x), U(M1,. . . ,  Mr) --- E[u(g)] >_ 0 gives a lower bound of Mr 

in terms of (M1, . . . ,  Mr - l ) ,  and U(M1,... , Mr) = 0 i f P { g  • {k l , . . . ,  kr}} ---- 1. 

Similarly, Ell(K)] <_ 0 gives an upper bound of Mr. 

The boundary 0F of the closed simplex F (3.2) in R '~ is the set of n pieces of 

(n - 1)-dimensional simplexes 

~//,n = C.H.{Gj: j ¢ i, j • [0, n]}, i • [0, n]. 

A simplex ~'i,n is on a hyperplane determined by the equation 

r "1 

L - -  J 

and the boundary of ~/i,n is the set of n - 1 pieces of (n - 2)-dimensional simplexes 

(3.4) C.H.{Gj: j 7~ i, /}, l ~ i, l • [0, n]. 

A polynomial 1-Ij¢i(x-j)  in (3.3) of degree n is a majorant of 0 if i = n, n - 2 , . . . ,  

or a minorant of 0 if i = n - 1, n - 3 , . . . .  That  is, 

> 0, if i = n, n -  2, . . . ,  
T(i,n; M 1 , . . . , M ~ )  < 0 ,  if i = n - l , n - 3 , . . . , f o r ( M 1 , . . . , M ~ ) • F .  
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This means that 

In/2] [,~/21 

(3.5) U ffn-2i,n and U 7n-2i+l,~ 
i = 0  i=1  

are the upper and lower part of 0F, respectively. The border of the upper and 

lower parts is the set of segments Uj=o GjGj+I u GnGo. The umons of (3.5) 

form a partition of the upper and lower surfaces, and being projected on the 

(M1, • . . ,  M~_ 1)-subspace each subset is a partition of r ~ - l .  The partition bound- 

ary is the projection of (n - 2)-dimensional simplexes, (3.4), (i = n, n - 2 , . . .  or 

i = n - 1, n - 3, . . . ) ,  which are still (n - 2)-dimensional simplexes. Some of them 

axe inside Fn-1 and others form the boundary 0Fn_l of F~-I .  The upper (or 

lower) part of 0F~_I is formed by the (n - 2)-dimensional simplexes, whose cor- 

responding polynomial Hj#i,z ( x -  j)  is a majorant (or minorant) of zero of degree 

n - 1 .  

The projection can be continued, and the corresponding fact holds: 

LEMMA 3.2. The boundary OF~ of the closed convex hull F~ in the (M1, . . . ,  

Mr)-space consists of the set of all (r - 1)-dimensional simplexes 

C.H.{Gj • Fr: j • k = {k l , . . . ,  k~}} 

such that n j e k ( X -  xj)  is a majorant or a minorant of zero. Those corresponding 

to majorants (or minorants) form the lower (or upper) part of OF~. 

We are ready to state a theorem confirming that the most stringent upper 

bound of p,~ in the strict sense is determined by using the majorant-minorant 

method for any given value of (M1, . . . ,  M~). 

THEOREM 3.2. Let 0 denote the index set of all the majorants of (m of order 

r: o e o}. Th n, 

U C.H.{Gj c Fr: j C 0} 

0 c O  

is a partition of Fr, the possible range of (M1 , . . . ,  Mr). That is, for any given 

value o f ( M 1 , . . . ,  Mr) EFr ,  there is a most stringent upper bound Uo(M1, . . . , Mr) 

of Pm in the strict sense. 

PROOF. Suppose that 0 = {k l , . . . ,  kr, m}. Since 0 < ~m(X) ~_ no(X), X E 

[0, hi, the unary polynomial H~=I(x - kj), which is equal to ue(x) divided by its 

coefficient of x ~, is a majorant or a minorant of 0. Lemma 3.2 shows that 

C.H.{Gj e L :  j e 0 -  0 e e ,  

are the set of all "(r - 1)-dimensional" simplexes on OFt but not those with Gm 

at a vertex. Therefore, the set of "r-dimensional" simplexes with Gm at a vertex 

C.H.{Gj E F~: j E 0}, 0 C O, 
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form a part i t ion of F~. 

Example. The case r = 2. All the majorants  are 

( x - j ) ( x - j -1 ) / (m- j ) (m- j -1 ) ,  jE[0, m-2]U[m+l,n-1]; 
x ( n  - x ) / m ( n  - m ) .  

and 

The monic polynomials ( x - j ) ( x - j -  1) are majorants  and x ( x -  n) is a minorant  

of 0. Segments GjGj+I, j E [0, m - 2] U [m + 1, n - 1], and GnGo form 0F2 

if Gm-lGm and GmGm+l are added. The set of triangles /NGjGj+IGm, j E 

[0, m - 2] U [m + 1, n - 1] a n d / k G o G m G n  is a part i t ion of F2. The case r = 3 is 

explained in Section 4. 

In Theorem 3.2 only the upper bound of Pm was discussed. The cases of the 

lower bounds of Pm and the upper and lower bounds of qm are examined. 

First,  the upper bound of qm is examined. Theorem 7.1 shows tha t  if uo(x) is 

a majorant  of 7/,~ there exists a majorant  of ~rn with the same tg. The opposite is 

not always true since a majorant  of ~,~ can be equal to ~,~ only on [m, n], provided 

tha t  n - m >_ r. The corresponding majorant  of 7/m is the constant  1. Tha t  is, for 

the given vector of moments  in C.H.{Gy: j E [m, n]}, n - m >_ r, 1 is the most 

stringent inequality in the strict sense. Except for this special feature, Theorem 

3.2 holds for the upper bound of qm. 
Secondly, the lower bound of qm is examined. Theorem 7.1 again shows tha t  

if lo(x) is a minorant of ~m there exists a majorant  of ~m-1 (not ~m) with the 

same 0. The opposite is not always true since a majorant  of ~,~_ 1 can be equal to 

~m-1 only on [0, m -  1], provided tha t  r _< m. For the given vector of moments  in 

C.H.{Gj: j E [0, m - 1]}, r < m, 0 is the most stringent inequality in the strict 

sense. Except for this feature, Theorem 3.2 holds for the lower bound of qm. 

Lastly, the lower bound of pm is examined. Pu t  

F~,~ -- C.H.{Gj E F r :  j ~ m, j E [0, n]}, 0 _< m _< n. 

In Fro, ~ the most stringent lower bound in the strict sense is 0. The discussion 

before Lemma 3.2 can be applied on the distributions on [0, m - 1] U [m + 1, n]. 

If l-I~_l(X - kj) is a majorant  (or minorant)  of 0 on [0, m - 1] U [ m +  1, n], the 

(r - 1)-dimensional simplex 

C.H.{Gj E Fr: j E k - -  { k l , . . . ,  k~}} 

is a part  of the lower (or upper) boundary  of F~,  r. There is a majorant  (or 

minorant)  such tha t  { m -  1, m +  1} E k ( i f m  --= 0 or n, 1 E k or n -  1 E k, 

respectively). Theorem 7.1 shows tha t  if/~ = k U {m} for such a set k, then  



270 MASAAKI SIBUYA 

is the most stringent lower bound of Pm in the strict sense, for the moment vec- 

tor in the r-dimensional simplex C.H.{Gj: j E O}. This simplex has a surface 

C.H.{Gj: j E k} E 0Fro, r, and the total of simplexes of this type is a partition of 

Fr - Fro, r. Thus, for any moment vector in F~, L~ or 0 is the most stringent lower 

bound of Pm in the strict sense. 

The discussions are summarized as Theorem 3.3. 

THEOREM 3.3. For any value of (M1, . . . ,  Mr) EFr ,  1 < r < n, the most 

stringent lower and upper bounds of pm, 0 < m < n, and Of qm, 1 < m < n - 1, 

in the strict sense, are determined by the majorant-minorant method. 

Remark. Theorems 3.2 and 3.3 can be proved as a special case of the linear 

programming theory. The proofs of this paper help us to understand the geometric 

meaning of the results. 

Incidentally, Lemma 3.2 gives a method to check whether a given r-vector v 

belongs to Fr or not: 

LEMMA 3.3. Put 

T(k,  n; M 1 , . . . ,  Mr) = E  k : {k l , . . .  , kr} C [0, n], 

for such k that the polynomial l-Ij~k(x -- j)  is a majorant or a minorant of zero. 

Then v = ( v l , . . . ,  vr) EFr  if and only if 

( > 0 
T(k, n; vl, .  vr) 

" ' '  ~ ~ 0  

for k of a majorant, 

for k of a minorant, 

v E C.H.{Gj EFr :  j E k}. 

To apply Lemma 3.3 we have to know v* = ( v l , . . . ,  Vr--1) E C.H.{Gj E 

Fr - l :  j E k}. Similarly, to apply Theorem 3.1, we have to know v E C.H.{Gj E 

Fr: j E 0}. 

Locating algorithm. Put 

T(i, k, n; M1, . . . ,  Mr - l )  = E I I  ( ( x -  j ) / ( i  - j))] , 
jEk-{i} 

Then, v* E C.H.{Gj E Fr - l :  j E k} if and only if 

i E k .  

T(i, k, n; v l , . . . ,  vr-1) > 0, i E k. 

This condition means that v* is the same side of Gi with respect to the (r - 2)- 

dimensional hyperplane determined by {Gj E Fr-1; j E k - {i}}. 



BONFERRONI-TYPE INEQUALITIES 271 

4. Most stringent inequalities based on (M1, M2, 1143) 

Theorems 3.2 and 3.3 in the case r = 2 leads to the results by Kwerel (1975a), 

Sathe et al. (1980) and Platz (1985). The derivation is simple and is omitted. For 

the case r = 3 Kwerel (1975b) obtained the inequalities on P0 and pn. Here, new 

inequalities on Pra and qm, for a general m, based on (M1, M2, M3) are shown. 

Before stating the propositions the shape of F3 is studied again. The polyhedron 

Fa = C.H.{Go, E l , . . . ,  Gn}, aj  = (j, j2, j3), 

is separated into two parts by the triangle AGoGmGn. (The following discus- 

sions are valid for m E [0, n], although some shapes degenerate unless m E 

[3, n - 3].) Assume m fixed. The points G1, a s , . . . ,  a , ~ - i  are above the plane 

determined by Go, am and an ,  while the points Gin+l, am+Z,.. . ,  an- l ,  are be- 

low it. Thus, the upper part is C.H.{G0, a l , . . . ,  am,  an}  and the lower part is 

C.H.{G0, am,  G in+ l , . . . ,  G~}. Each is partit ioned into two parts A and B, and 

C and D, respectively, and finally all are partitioned into tetrahedrons as follows: 

m-2  

A = C.H.{V0, a l , . . . ,  am} = [_J c.H.{a0, G ÷I, am}, 
j = l  

m--2 

B = C.H.{(~o, G I , . . .  , a m  , G n } -  A = U C . H . { a j ,  aj_t_l, am, an} , 
j=o 

n--2 

C = C.H.{Gm, a m + l , . . . ,  an}  = L.J C.H.{Gm, aj ,  aj+l, a , } ,  
j = m + l  

n - ]  

D = C.H.{Go, am,  a , ~ + l , . . . ,  an}  - C = 

and 

U C.H.{G0, Gm, Gj, Gj+I}. 
j=m+l 

In fact, the shape of the part A (or C) is the same as F3. The upper (or lower) 

boundary of A (or C) is given by triangles AGjGj+IGm, j E [0, m - 2], (or 

G,~GjGj+I, j E [m + 1, n - 1]), and the tetrahedrons C.H.{Gj, Gj+~, Gin, Gn} 

(or C.H.{G0, Gm, Gj, Gj+I}) form the remaining part B (or D). 

To identify the tetrahedron to which a given point (M1, 2142, 2143) belongs, the 

following procedure can be used. A point on the boundary can be on either side. 

Pu t  

T(i, j, l) = T((i, j ,  l), n; M1, M2, M3) = M 3 - ( i + j + l ) M 2 + ( i j + j l + l i ) M 1 - i j l .  

T(i, j ,  l) = 0 on the plane determined by Gi, Gj and Gt. 

Locating algorithm. 

1) Put  

(4.1) # = [(M3 - mM2)/(M~ - mM1)]. 
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If T(0, #, # + 1) > 0 and T(#, # + 1, m) < 0, then 

(Ma, M2, M3) • C.H.{Go, G u, G,+I,  Gm} 

C ~ d '  if m • [ 3 ,  n] and /~ • [1, m - 2 ] ,  
[ D, if m • [1, n -  2] and # • [m+ 1, n -  1]. 

2) Otherwise, put 

(4.2) u = [(M3 - (m + n)M2 + m n M 1 ) / ( M 2  - (m + n)M1 + ran)]. 

If T(u, u + 1, n) <_ 0 and T(u, u + 1, m) >_ O, then 

(M1, M2, 21//3) • C.H.{Gm, G~, G.+a, G,} 

B, if m e [2, n - 1 ]  and u • [O, m -  2], 

C C, if m E [ O , n - 3 l a n d u E [ m + l , n - 2 ] .  

If none of these conditions are satisfied, then (Ma, 2142, M3) ~ F3. 

PROPOSITION 4.1. The most stringent inequalities on Pm = P { K  = m}  in 

the strict sense in terms of (/l//1, M2, Ma) are as follows: 

(1) The upper bound. 

(1-1) In C.H.{G0, Gin, G, ,  Gu+I } in A or D which is characterized by 

, of (4.1), 

1 
(4.3) p m <  m ( m  - # ) (m  - # - 1)(M3 - (2# + 1)/1//2 + #(# + 1)M1). 

(1-2) In C.H.{Gm, G~, G~+I, Gn} in B and C which is characterized by 

u of (4.2) 

1 

(4.4) p,~ < (m - u ) (m - u - 1)(m - n) 

• (M3 - (n + 2u + 1)M2 + ((2u + 1)n + u(u + 1))M1 - u(u + 1)n). 

To locate a tetrahedron to which the given (Ma, M2, M3) belongs, the 

above mentioned procedure can be used. 

(2) The lower bound• 

(2-1) F o r m  e [2, n - 1], in C.H.{Go, a , ~ - l ,  Gm, Gin+l}, 

(4.5) 
1 

Pm >_ - - ( - M 3  + 2raM2 - (m 2 - 1)M1). 
m 

For m G [1, n - 2], in C.H.{Gm-1, Gin, G,~+a, Gn}, 

(4.6) p,~ _> 
1 

(M3 - (2ra + n)M2 + (2ran + m 2 - 1)M1 - n(m 2 - 1)). 
n - - T g t  
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(4.7) 

(4.8) 

The triangle AGm-IGmGm+I is the boundary between C.H.{G0, Gin-l,  

Gm, Gin+l} and C.H.{Gm-1, Gin, Gm+l, Gn} and characterized by T ( m  

- 1 ,  m, m + l )  = O. Outside these tetrahedrons there is no available lower 

bound better than O. 

(2-2) Form = 0 orn. In C.H.{G0, G1, G , ,  G ,+I}  which is characterized 

by 

p = [(M3 - M2)/(M2 - M1)], 2 _< p _< n - 1, 

1 
Po >_ 1 #(#  + 1)(M3 - 2(# + 1)M2 + (2p + 1 + p(# + 1))M1). 

In C.H.{G~,, G.+I ,  Gn-1,  Gn} which is characterized by 

v = [(M3 - (2n - 1)/142 + (n - 1)nM1)/(M~ - (2n - 1)M1 + (n - X)n)], 

1 
pn _> 

( n -  v ) ( n -  v -  1) 

• (M3 - (2v  + n)M2 

+ ((2v + 1 ) ( n -  1) + p(v + 1))M1 - , ( -  + 1)(n - 1)). 

In the other parts of F3 there is no available lower bound better than O. 

For example, in C.H.{G1, Gj, Gj+I,  G~-I} ,  j e [2, n - 3], the possible 

bound of po or p~ is O. 

PROOF. 

(1) The upper bounds. 

(1-1) The cubic polynomial 

~ m ( x )  __< x ( ~  - t , ) ( ~  - t ,  - 1 ) / m ( , n  - ~ ) ( m  - ~ - 1) ,  

w h e r e  ~ c [1, m - 2] ( R e g i o n  A)  or t' ~ [m + 1, n - 1] ( R e g i o n  D ) ,  g ives  

(4.Z).  

(1-2) The cubic polynomial 

era(x) _< (x - , ) ( x  - ,  - 1)(n - x ) / ( m  - ~)(m - .  - 1)(n - ,~), 

where u e [0, m - 2] (Region B) or u e [m + 1, n - 2] (Region C), gives 

(4 .4) .  

(2) The lower bounds. 

(2-1) The cubic polynomials 

(m(x) >_ x(x  - m + 1)(m + 1 - x) /m,  and 

~ m ( x )  >_ ( x  - m + 1 ) ( x  - m - 1 ) ( ~  - n ) / ( n  - . ~ ) ,  

give the inequalities (4.5) and (4.6), respectively. 

(2-2) The cubic polynomials. 

(0(x) _> - ( x  - 1)(x - #)(x  - # - 1)/ t t(# + 1), # C [2, n - 1], 

~,~(x) > ( x -  v ) ( x -  v -  1 ) ( x -  n +  1 ) / ( n -  v ) ( n -  v -  1), 

and 

v C [0, n -  3], 
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give (4.7) and (4.S), respectively. 

There  is no other  cubic minorant  of ~m positive somewhere  on [0, n]. 

Next, new results on qm in te rms of (M1, /142, M3) are given. 

PROPOSITION 4.2. The most stringent inequalities on qm = P { K  >_ m} in 

the strict sense in terms of (M1, M2, M3) are as follows: 

(1) The upper bounds. 

(1-1) In C.H.{Go, Gin, G•, Gu+l} with # of (4.1), if # E [1, m - 2] 
(Region A), then 

(4.9) qm _< 
r e ( m -  t t ) ( m -  # -  1) 

(M3 - (2# + 1))1//2 + # (#  + 1)M1), 

else if, # E [m + 1, n - 1] (Region D), then 

(4.10) qm <- 
1 

rap(# + 1)(M3 - (m + 2# + 1)M2 + (m(2tt  + 1) + # (#  + 1))M1). 

(1-2) In C.H.{G, ,  G,+I, Gin, Gn} in B with u e [0, m - 2] of (4.2), 

(4.11) qm <- 
- 1  

(m - u ) ( m -  u -  1 ) ( n -  m) 

• (M3 - (n + 2u + 1)M2 + (n(2u + 1) + u(u + 1))M, - nu(u + 1)) 

1 
+ 

( n -  u ) ( n -  u -  1 ) ( n -  m) 

• (M3 - (m + 2u + 1)M2 + (m(2u + 1) + u(u + 1))M1 - mu(u + 1)). 

(2) 

In Region C there is no available upper bound better than 1. To locate 

a tetrahedron to which the given (1141, M2, Ma) belongs, the above men- 

tioned procedure can be used. 

The lower bounds. 

In the following lower bounds, Regions B, C and D are defined as in the 

beginning of this section with m - 1 replacing m. 

(2-1) In C.H.{G. ,  a~+l, Gin-l,  G,~} withu of ( 4 . 2 ) ( w i t h m - 1  replacing 

m), /f u e [0, m - 3] (Region B), then 

(4.12) 
1 

qm >_ ( n - u ) ( n - u - 1 ) ( n - m + l )  

• (M3 - ( m  + 2 . ) M 2  

+ ((m - 1)(2v + 1) + v(u + 1))M1 - (m - 1)v(u + 1)), 

else if, e [m, n - 21 (Region c) then 

1 
qm > -- 1 +  

(U-- m + X)(u-- m + 2)(n-- m + i) 

• (M3 - (2u + n + 1)M2 + ((2u + 1)n + u(u + 1))M1 - nu (u  + 1)). 
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(2-2) In C.H.{G0, Gin- l ,  Gt,, G~t+l} in Region D with it E [ m ,  n -  1] of 

(4.1) (with m - 1 replacing m) ,  

(4.14) 
1 

qm _> - (M3 - (m + it)M2 + (m - 1)(it + 1)M1) 
lt(p - m + 1) 

1 
+ (it + 1)(/, - m + 2)(M3 - (m + p - 1)M2 + (m - 1)#M1). 

Remark.  The bound (4.9) on q,~ is the same as (4.3) on Pm, and the bound 

(4.12) on qm, m = n, is the same as (4.8) on Pn. The bound (4.13) on qm is 

equivalent with (4.4) on Pro-1 (not p,~), and (4.10) on qm, m = 1, to (4.7) on P0. 

PROOF. 

(1) The upper  bounds. 

(1-1) The cubic polynomial  

~m <_ x ( x  - # ) ( x  - it - 1 ) / m ( m  - i t ) (m - # - 1), it e [1, m - 21, 

gives (4.9); and the cubic polynomial  

~m <- l + ( x -  m ) ( x -  # ) ( x -  p - 1 ) / m # ( #  + l) ,  # e [ m + l , n - 1 ] ,  

gives (4.10). 
(1-2) The cubic polynomial  

rim <_ (x - v ) ( x  - v - 1) 

.{ x-2 
( m -  v ) ( m -  v -  1 ) ( m -  n) 

} 
+ ( n -  v ) ( n - ~ - ~ l ) ( n -  m) ' 

(2) 
for v E [0, m - 2], gives (4.11). 

The lower bounds. 

(2-1) The cubic polynomial  

~m ~ (X-- V)(X-- V-- 1 ) ( x - - m + l ) / ( n - -  v ) ( n - -  v - -  1 ) ( n - - m + l ) ,  

for v E [0, m - 3], gives (4.12); and the cubic polynomial  

( x -  v ) ( x -  v -  1)(x- n) 
r/m > 1 -  ( m - l - v ) ( m - 2 - t , ) ( m - l - n ) '  v e  [re, n - 2 ] ,  

gives (4.13). 
(2-2) The cubic polynomial  

x - #  x - # - i  } 
~ ? m > _ X ( x - r n + l )  ( p + l ) ( p - m + 2 ) - i t ( T t : T n - - + - l )  ' # C [rn, n -  1], 

gives (4.14). 
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5. Most stringent inequalities on P0 and Pn based on (M1, M2, M3, M4) 

In this section new inequalities of degree 4 on Po and p~ are shown. Because, 
the algorithm to determine the most stringent inequalities in the strict sense is 

simpler for m = 0 and n. Inequalities on Pm and qm in general are very close to 
these• For example, the upper bound on Pm is obtained by replacing the denom- 

inator A(A + 1)tt(# + 1) of (5.2) by (A - m)(A - m + 1)(# - m)(/z - m + 1) and 

adjusting the possible values of A and #. 
In this section Gj -- (j, j2, j3, j4), j C [0, n], and the possible range of 

(M1, M2, M3, M4) is F4 = C.H.{Go, G1, . . . ,  G~}, which is partitioned into the 
four-dimensional simplexes, of which the boundary consists of five hyperplanes. A 

hyperplane determined by four points Gjl, Gj2 , Gj~ and Gj4 has the equation 

(5.1) T( j l ,  j2, j3, j4) = T(( j l ,  j2, j3, j4), n; M1, M2, M3, M4) 

= M4 - E J i  M3 + E JilJ~2 M2 
\ i = 1  / 1<i1<i2_~4 

1~_Q <i2<i3 ~_4 i=1 

PROPOSITION 5.1• The most stringent inequalities in the strict sense on Po 

and Pn in terms of (M1, M2, M3, M4). 

(1) The upper bound on Po. 

1 
(5.2) Po -< 1 + 

A(A + 1)it(# + 1) 

• ( M 4  - + + 1 ) M 3  

+ (A(A + 1) + #(# + 1) + (2A + 1)(2# + 1))M2 

- (A(A + 1)(2# + 1) + (2A + 1)#(#  + 1))M1), 

for (M1, M2, M3, M4) E C.H.{Go, Gx, G~+I, G, ,  G~+I}, 1 _< A, A + 2 _< # _< 

n -  1. I f  # is given, the simplex is located by 

[ M 4 - ( 2 # + l ) M 3 + # ( # + l ) M 2 ]  

(5.3) A =  M33 ( 2 # + I ) M 2 + # ( t t + I ) M 1  ' 

and if A is given, the simplex is located by (5.3) with A and # exchanged. An 

approximate value of A and p is the solution of the quadratic equation 

(5.4) (M3M1 - M~)z 2 - (M4M1 - M3M2)z + (MaM2 - M~) = O. 

(2) The upper bound on pn. 

1 

(5.5) Pn ~ ( n - A ) ( n - A - 1 ) ( n - # ) ( n - # - l )  

• (M4 - 2(A + # + 1)M3 

+ (A(A + 1) + #(# + 1) + (2A + 1)(2# + 1))M2 

- (A(A + 1)(2# + 1) + (2A + 1)#(# + 1))M1) -+- A(A + 1)#(#  + 1), 
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for (M1, M2, M3, M4) • C.H.{G;~, GA+I, ~/~, ~'p,+l, G'n}, 0 ~ )% )~ -{- 2 _~ /.£ 
n - 2. If # is given, the simplex is located by 

[M4 - (2p + 1 + n)M3 + (n(2# + 1) + #(p + 1))M2 - np(p + 1)M1 ] 

(5.6) ~ = L ~ :-~;V- ~+~)M~+-~Vffi+l-) ~--~;1---~M1:-~(~7-~) J' 

and if A is given, the simplex is located by (5.6) with A and # exchanged• 

approximate value of A and # is the solution of 

An 

(5 .7)  ( ( M 3  - n M 2 ) ( M I  - n )  - (M2 - n M 1 ) 2 ) z  ~ 

- ( ( M ~  - n M 3 ) ( M 1  - ~ )  - ( M ~  - n M 2 ) ( M ~  - ~ M 1 ) ) z  

+ ( ( M 4  - nM3)(M2 - nM1) - (M3 - nM2) 2) = O. 

(3) The lower bound on Po. 

1 
(5.8) P o > - l +  

A(A + 1)n 

• (M4 - (2A + n + 2)M3 + (A(A + 1) + (2A + 1)(n + 1) + n)M2 

- (A(A+ X)(n+ 1)+ (2A+ 1)n)M1), 

for (M1, M2, M3, M4) E C.H.{Go, G1, Gx, Gx+i, Gn}, A E [2, n - 2]. The sim- 

plex is located by 

[ M4 - (n + I )M3 + nM2 ] 

(5.9) A= M33 (n+1)/142+nM1 " 

(4) The lower bound on Pn. 

1 
(5.10) Pn __ 

n ( n -  A)(n-  A -  1) 

• (M4 - 2(A + n)M3 

+ ((2A + 1)(n - 1) + A(A + 1))/142 - A(A + 1)(n - 1)M1), 

for (M1, M2, 1143, M4) E C.H.{Go, G~, G~+I, Gn_~, Gn}, A C [1, n - 3]. The 

simplex is located by 

M4 - ( 2 n -  1)M3 + ( n -  1)nM2 ] 

(5.11) A---- M33 (2n 1)2142 + (n ~ J "  

In cases (2) (4), outside the specified simplexes, the available bounds are 1 or O. 

The consistency of the moments is checked in each simplex comparing it with the 

boundary. For example, in C.H.{Go, G1, G~, Gx+l, G,~} for the case (3), /f the 

value of ~ is on [2, n - 2], u s i n g  the function (5 .1)  

T(0,1, A,A+I)>_0,  T(0, A , A + I , n ) < _ 0  and T(1, A, A + I, n) _> 0 

should be checked. 



278 MASAAKI SIBUYA 

PROOF. 

(1) The quartic polynomial 

~0(x) _< (x - A)(x - A - 1)(x -/_t)(x - # - 1)/)~(A + 1)#(# + 1) 

gives the inequality (5.2). Given #, the value of A is determined by T(O, )~, #, # + 

1) = 0. The quadratic equation to obtain an approximate value of )~ and # is 

obtained from the system of this equation and T(0, A, A + 1, #) = 0. 

(2) The quartic polynomial 

~n(x) < ( x - / ~ ) ( x -  A -  1 ) ( x -  # ) ( x -  p -  1 ) / ( n - ) ~ ) ( n - ) ~ -  1 ) ( n - # ) ( n -  # -  1) 

gives the inequality (5.5). The discussions are similar to those in case (1). 

(3) The quartic polynomial 

~0(x) _> ( x -  1 ) ( x -  A ) ( x -  A -  1 ) ( x -  n)/A()~ + 1)n 

gives the inequality (5.8). The value (5.9) of A is determined by T(0, 1, A, n) -- 0. 

(4) The quartic polynomial 

~n(x) > x (x  - ;~)(x - )~ - 1 ) ( x -  n ÷ 1 ) / n ( n -  )~ ) (n -  A -  1) 

gives the inequality (5.10). The value (5.11) of A is determined by T(0, )~, n - 

1, n) = 0 .  

6. The classical Bonferroni inequalities and the Galambos inequalities 

Unless all the lower moments are used, Theorems 3.2 and 3.3 are not applica- 

ble. Still Theorems 2.1 and 3.1 are useful for obtaining Bonferroni-type inequal- 

ities. In this section a new proof is given to the five groups of inequalities; the 

classical Bonferroni, Galambos' and M~rg~ritescu's (1987) on Pm and qm. The 

proof is shorter than those of Walker (1981), Galambos (1987) and Recsei and 

Seneta (1987). Here, only elementary properties of the binomial coefficients are 

used. Moreover, all the inequalities are shown to be stringent. Galambos' inequal- 

ities on qm (1977) are not stringent, and were improved by M~rg~ritescu (1987). 

Proposition 6.2 expresses the improved ones in a shorter form, and proves them 

simply. 

PROPOSITION 6.1. The following inequalities (6.1) (6.4) hold. 

(6.4), they are the most stringent. 

The classical Bonferroni inequalities, 

Except for 

m+2u--1 m+2u ( ) 
(6.1) E ( -1 ) r  m ( r ~ S ~  <pm < E (--1)r--m r - -  - -  S ~ ,  

\ m /  m 
T ~ m  T ~ m  

(O < m < n; 2 <_ 2u < n -  m + l for the l.h.s, and O <_ 2u <_ n -  m for the r.h.s.), 

m 2ul ) m 2u ( : : 1 )  
(6.2) E ( - 1 ) ~ - m (  r - 1  S~ <qm < E (--1)~--m S~, 

~--m m - 1 - - ~=m 
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(1 ~_ m < n; u is the same as (6.1)); and Galambos' inequalities, 

(6.3) m+2u-1 ( ~ )  2U ( m ~ 2 U )  Sra+2u<pm E (--1)r-m Sr + -  
r=m n -- m 

~n+2~ ( r )  2 u + l ( m + 2 u + l ) s  
_< ~ (-11 ~ - =  s~ . . . . .  ~ + ~ + 1 ,  

?2--m m 

(O < m < n; 2 < 2u < n -  m for the l.h.s, and O < 2u < n -  m -  l for the r.h.s.), 

(6.4)  
m+2u-1 ( r - _  11) 2u ( m + 2 u - 1 ) S  

Z ( - 1 )  "-m s ,  + - -  m+2u < q~ 
r=m n -- m m -- 1 -- 

m+2,~ ( v _ l , ~ s  r 2 u + l [ m + 2 u ~  S 
< E ( -1 )~ -m\m_  1] n m - ~=~ ~ -  ~, m -  1 ) m + ~ + ~ ,  

(1 < m < n; u is the same as (6.3)). 

PROOF. Firstly, let 

tl(X)-~tl(x; m~ m-~g) = (Xm)(X--m-- 1) / ( k l  

i=0 

k m+k 
= ( x ) E ( - l ) i  (x - r e ) i = 0  i = r=mE ( -  l)r-m ( : ) ( : )  " 

(Notice that ( k l )  = ( -  1)k.) The first expression shows that 

f 0, 
tl(x) = 

1, / 
if x E [ O , m - 1 ] U [ m + l , m + k ] ,  

if x = m, 

and that, for x >- m + k + 1, 

m + k + l  
->(  m ) > 1 ,  if 

< -  , i f  

k is even, 

k is odd. 

Thus, tl(x) is an upper or lower bound of ~m(x) if k is even or odd, respectively, 
and t l (x)  = ~m(X) at m + k + 1 points if the degree of t l (x )  is m + k. Taking the 
expectation of tl(K) in the last expression, (6.1) and its stringency is proved. 
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Secondly, let 

m+k rn+k rn+k 

t2(x)=t2(x; m, r n + k ) =  E tl(x; j, r n + k ) =  E E(--1)r-J(~) (x) 
j mm j=m r=j 

~+~ ~ 1 , ~  :11  = ~_~m(_l)r.(: ) ~ ( _ 1 )  ~-j ( ~ ) :  m_~k ( _ ) ( : )  

From the definition, 

{° / l i 
1, if x E [m, m + k], 

t2(x) = 1 + (-1) k h m + k + j - 1  k + j - 1  

m - 1  k 
j=l  

if x = m + k + h ,  h =  1, 2, . . . .  

The same argument as tl(x) proves (6.2) and its stringency. 
Thirdly, let 

t3 (x)  = t3(~; m, m + k) 

=tl(x;  m, mq-k)+(--1)k+l  k - + - l ( m + k ) (  x ) 
n - m \  m m + k + l  

: ( - l ) k ( : ) ( x - m - l )  ( ~ - - (  ) k +(--1)k+ 1 x x - - m  x - - m - - 1  
k i n / n  - m k 

n - - X  
=t l (x ;  m , m - k k ) - - .  n--ggt 

Therefore 

{1, 
t3 (x)  = o, 

if X ~ m ~  

if x e [ O , m - 1 ] U [ m + l , m + k ] U { n } ,  

and t3 has the sign (-1) k for x E [m + k + 1, n - 1], and (6.3) and its stringency 
are proved. 

Finally, let 

~,,x, :,,(~ ~ m÷~, : ~,~ ~ ~+~,+, 1,~+1 ~ + 1 ( : ÷  ~1)( ~+~+lX ) 

The last term vanishes if x E [0, m + k], and since 

+ k +  m + k  ' j=l 

h 

m + k (m--i-l~.k! k + j 
j=l  

n~m) 
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The summand is nonnegative if n >_ m + k + j ,  thus t4 has the same property as t2, 

and (6.4) is proved. The inequality cannot be stringent. Since t4(m + k + h) v£ 1 

for h = 1, 2, . . .  unless m + k + 1 = n. Using up to Sn, however, (6.2) and (6.4) 
become exact. 

Galambos' inequalities imply the classical ones. If one uses just {Sin, Sin+l, 
. . . ,  Sm+k} with even k, however, the bounds appear as an upper bound in (6.1) 
and (6.2), and as a lower bound in (6.3) and (6.4). With odd k, the bounds appear 
in the opposite sides. In this sense, Galambos' inequalities are complementary to 

the classical ones and not improvements. It happens, therefore, that (6.2) is the 

most stringent but (6.4) is not. 
Proposition 4.1 suggests the possibility to improve (6.4) by obtaining the most 

stringent inequality like (6.3). 

PROPOSITION 6.2. The following inequality (6.5) is an improvement of 

Galambos' inequality (6.4) on qm, and it is the most stringent. 

m + 2 u - 1  11 ) 
(6.5) E ( - 1 ) r - m ( m L  S~ + A(m + 2u; m, n)Sm+2~ <_ qm 

~+2. ( r 3  11) -< E (-1)~-m Sr - A(m + 2u + 1; m, n)Sm+2u_t_l, 

where 

(6.6) A(m + k + l; re, n) 

n--rrt--]~ 

= E (m+km+J-1)(k+j-l)/(-1 k m÷k+ln ) 

j = l  

( )/( ) (_l~k_ l m + l - - 1  n n 
= m- -  1 m + l  "--1"k+1 m + k + l  

o 

For example, 

(6.6a) 

(6.65) 

and 

(6.6c) 

k + 2  
m(k+2;  1, n ) -  , 

7/ 

k + 3  
A(k + 3; 2, n) = n ( n -  1)((k + 1)n + 1), 

Remark. M~rg~ritescu (1987) solved the same problem and obtained a more 
complex expression 

A(m + k + l, m, n) - 

n - m - k - 1  

n - m - -  i = 0  

i!(n - m - k - 1) (i) 

(n -- m -- 1)(i)(m + k + 1 + i)(i) 



282 MASAAKI SIBUYA 

by using an integral expression of t2(x). The  equali ty of this expression wi th  (6.6) 

is discussed elsewhere (Sibuya (1991}). 

PROOF. Using the nota t ion  in the proof  of Proposi t ion 6.1, define 

ts(x; m, m +  k ) =  t2(x; m, re + k ) +  (--1)k+lA(m + k + 1; m, n ) (  x ) 
m + k + l  " 

Then,  as t4(x; re, re + k), 

t (x) = { o, if x e [0, r e -  1], 
1, if x E [m, m + k], 

and by similar computa t ions  as t4, 

t h ( r e + k + h ) = l + ( - l ) k (  ~(re+k+j-1)(k+j-1)j=l m - i  k 

- A ( m  + k + l; re, n) m + k 
m + k + l  ' 

and t5 (n) = 1 from the definition (6.6) of A(re + k + 1; re, n). From the definitions 

t4(x) - ts(x) = O, x e [0, m + k], and the  difference is of degree m + k + 1 and 

mono tone  outside [0, m + k]. Moreover, 

> 0, if k is even, 
t4(n) - ts(n) < 0, if k is odd,  

and the inequalities hold for x E [re + k + 1, n]. Thus,  (6.5) is an improvement  of 

(6.4). 
The  improvement  on (6.4) is evident  for m = 1 and 2, (6.6a) and (6.6b), 

respectively. The  inequality (6.5) with  re -- 1 is equivalent to the  inequali ty (6.3) 
with re = 0, but  the inequali ty (6.4) with  m = 1 is not  so. 

7. Finding majorants and minorants 

The  following fact is basic to  find exhaust ively majoran ts  and minoran ts  of 

~,~ and ~?m. 

LEMMA 7.1. 

(1) Let h: R --* R be a polynomial of degree r = s + t such that 

h(a i )=O,  i = l , . . . , s ;  h ( m ) = l ;  and h(bj )=O,  j = l , . . . , t ;  

where as < "" < al < re < bl < ""  < bt, then 

~ 0 i f  a2i ~ x ~ a2 i -1  or  b2 j -1  < x ~ b2j ,  
h(x) > o i f  a2i+l ~ x ~ a2i,  b2j < x ~ b2j+l or  a l  < x < b l ,  

i ---- 1, 2 , . . .  , and j = 1, 2 , . . .  



(2) 

h ( a i ) = O ,  i =  l , . . . ,  s; and 

where a~ < . . .  < al < bl < . . .  < bt, then 

(i) h'(x)  > 0 e l  < X < bl 

I < 0 i f  a2i < x < a2i-1, 
(ii) h(x)  

> 0 i f  a2i+l < x < a2i , 

> 1 i f  b2j_l < x < b2j, 
(iii) h(x)  < 1 i f  b2j < x < b2j+l, 

BONFERRONI-TYPE INEQUALITIES 

Let h: R --* R be a polynomial of order r = s + t - 1 such that 

h ( b j ) = l ,  j =  1 , . . . , t ;  

i = 1, 2 , . . .  

j = 1, 2, . . . .  

283 

PROOF. The first part.  Because of the mean-value theorem ht(x) = 0 some- 

where in (hi, hi+l) ,  i • [1, s - 1], (el ,  bl) and (bj, bj+l),  j • [1, t -  1]. Tha t  is, 

there are r - 1 zeroes of h'(x) ,  and there cannot be zero outside (as, bt). These 

facts mean tha t  

h'(x)  > O, x : a2i-1 or b2j; and h'(x)  < O, x = a2i or b2j-1. 

The last par t  is similarly proved. 

All the majorants  and minorants  of ~m(X) and ~m(x) are determined from 

Lemma 7.1. A majorant  u0 of ~m of degree r satisfies 

(7.1) uo(x) >_ ~m(x), x • [0, n] 

and 

(7.2) ue(x)  = ~m(X), x • 0, for a set 0 C [0, n] and l e l  - r ÷ 1, 

and is determined by specifying 0. The point x = m must always be selected, 

otherwise ue(x)  - O. If a point of [1, m - 1] t2 [m + 1, n - 1] is selected, it must  

be in a pair of adjacent points [j, j + 1] which are included within [0, m - 1] or 

within [m + 1, n], otherwise ue(x)  < 0 at one of the adjacent points. Both ends 

are exceptional. 

THEOREM 7.1. 

(1) A majorant  of ~m. A polynomial ue, tOI = r + 1, is a majorant of ~m if  

and only i f  0 C [0, n] is selected as follows: 

(i) Always m E 0 (m E [0, n]). 

(ii) I f  the degree r of ue is even, the end points 0 and n are not in- 

cluded or included as a pair {0, n}. I f  m = 0 or n, the other cannot be 

included. The other even number of points are pairs of  adjacent points 

within [0, m - l ]  or within [ re+ l ,  n] (if{0, n} is selected, within [1, m - i ]  

or within [m + 1, n]). 

(iii) I f  r is odd, one of {0, n} must  be included. I f  m = 0 or n, the other 

must  be included. The other even number of  points are pairs of  adjacent 
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points within [0, m - 1] or within [m + 1, n] excluding the selected end 

point 0 or n. 

(2) A minorant of ~m. 

(i) I f1  < m < n, three points o f [ m - l ,  m + l ]  must be selected. I f  m = 0 

or m -= n, [0, 1] or [n - 1, n], respectively, must be selected. 

(ii) If  the number of remaining points are even, pairs {0, n} (if both are 

not selected yet) or pairs of adjacent points within [0, m - 2] or within 

[m + 2, n], excluding the selected end points, are selected. 

(iii) I f  the number of remaining points are odd, one of {0, n} must be 

selected. The other even number of points must be pairs of adjacent points 

as in the above case (ii). 

(3) A majorant of 77m. The selection of 0 is the same as a majorant of ~m, 

except that at least one point of [0, m - 1], where ~m = O, must be selected. 

(4) A minorant of ~m. 

(i) Always m - 1 • 0 (m • [1, n]). In the following selection, at least one 

point of [m, n] must be included. 

(ii) I f  r is even, the pair {0, n} or pairs of adjacent points within [0, m - 2 ]  

or within [m, n], excluding the selected end points, must be selected. 

(iii) I f  r is odd, one of {0, n} must be selected. If  m = 1 or n, the pair 

is selected by (i). The remaining even number of points must be pairs of 

adjacent points within [0, m - 2] or within [m, n] excluding the selected 

end points. 

In the discussions for Theo rem 3.2, majoran t s  and minorants  of 0 were com- 

pared with those of ~m. For tha t  purpose,  and  just  for checking the consistency of 

a given vector of all the  lower moments ,  the  following m e t h o d  to find a ma jo ran t  

and  a minorant  of 0 is necessary. 

THEOREM 7.2. A monic polynomial of degree r is a majorant or a minorant 
T 

of O if  and only if it is of the form h(x; k) = 1 - ] j=l (x -k j ) ,  and k = { k l , . . . ,  kr}, 

kj e [0, n], satisfies the following condition. 

(1) The case r is even. I f  the set k consists of pairs of adjacent points within 

[0, n], h is a majorant. I f  k consists of the pair {0, n} and ( r /2)  - 1 pairs of 

adjacent points within [1, n - 1], h is a minorant. 

(2) The case r is odd. I f  k consists of n and (r - 1)/2 pairs of adjacent points 

within [0, n -  1], h is a majorant. I f  k consists of O and ( r -  1)/2 pairs of adjacent 

points within [1, n], h is a minorant. 
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