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Boosted black holes play an important role in General Relativity (GR),

especially in relation to the binary black hole problem. Solving Einstein vac-

uum equations in the strong field regime had long been the holy grail of nu-

merical relativity until the significant breakthroughs made in 2005 and 2006.

Numerical relativity plays a crucial role in gravitational wave detection by

providing numerically generated gravitational waveforms that help search for

actual signatures of gravitational radiation exciting laser interferometric de-

tectors such as LIGO, VIRGO and GEO600 here on Earth. Binary black

holes orbit each other in an ever tightening adiabatic inspiral caused by en-

ergy loss due to gravitational radiation emission. As the orbits shrinks, the
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holes speed up and eventually move at relativistic speeds in the vicinity of each

other (separated by ∼ 10M or so where 2M is the Schwarzschild radius). As

such, one must abandon the Newtonian notion of a point mass on a circular

orbit with tangential velocity and replace it with the concept of black holes,

cloaked behind spheroidal event horizons that become distorted due to strong

gravity, and further appear distorted because of Lorentz effects from the high

orbital velocity. Apparent horizons (AHs) are 2-dimensional boundaries that

are trapped surfaces. Conceptually, one can think of them as ‘quasi-local’

definitions for a black hole horizon. This will be explained in more detail in

chapter 2. Apparent horizons are especially important in numerical relativ-

ity as they provide a computationally efficient way of describing and locating

a black hole horizon. For a stationary spacetime, apparent horizons are 2-

dimensional cross-sections of the event horizon, which is itself a 3-dimensional

null surface in spacetime. Because an AH is a 2-dimensional cross-section of

an event horizon, its area remains invariant under distortions due to Lorentz

boosts although its shape changes. This fascinating property of the AH can be

attributed to the fact that it is a cross-section of a null surface, which, under

the boost, still remains null and the total area does not change. Although

this invariance of the area is conceptually easy to see it is less straightfor-

ward to derive this result. We present two different ways to show the area

invariance. One is based on the spin-boost transformation of the null tetrad

and the other a direct coordinate transformation of the boosted metric under

the Lorentz boost. Despite yielding identical results the two methods differ

significantly and we elaborate on this in much more detail. We furthermore

show that the use of the spin-boost transformation is not well-suited for binary
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black hole spacetime and that the spin-boost is fundamentally different from

a Lorentz boost although the transformation equations look very similar. We

also provide a way to visualize the distorted horizons and look at the multi-

pole moments of these surfaces under small boosts. We finish by summarizing

our main results at the end and by commenting on the binding energy of the

binary and how the apparent horizon is distorted due to presence of another

black hole.
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Chapter 1

Introduction

Although one usually refers to the event horizon of a black hole when

one speaks of ‘the horizon’, because of its unusual features, a black hole event

horizon does not always make for a practical physical boundary. This stems

from the fact that it is difficult to properly define a ‘region of no escape’ in

the strict mathematical sense. This notion of no escape was mathematically

formulated by introducing the concept of a black hole event horizon (EH),

which is defined as a three-dimensional null surface in a spacetime that is the

“future boundary of the causal past of future asymptotic null infinity I+”

[2]. Also in [2], Hawking and Ellis provide a more technical version of the

above quoted definition with the following statement: “The event horizon is

an achronal boundary which is generated by null geodesic segments which may

have past endpoints but which can have no future endpoints.” An achronal

set is one that contains no two points in it that are timelike separated. So,

achronal sets are made up of spacelike and null segments. In more physical

terms, the definition given in [2] means that an event horizon is described as

the boundary in spacetime between null geodesics that escape to infinity, and

those that fall into the singularity. Because it takes an infinite amount of
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time to reach infinity, one must wait till ‘the end of time’ (end of spacetime

actually) to locate the event horizon of a given spacetime. One determines the

position of the event horizon by finding that one null ray at that neither falls

into the black hole, nor escapes to null infinity I+. Then, one simply traces

that special ray backward in time to locate the event horizon at each instant of

time. Because of this requirement to know the entire future of the spacetime,

event horizons are said to be teleological and non-local.

Furthermore, the non-local nature of the event horizon causes it to

evolve in non-intuitive ways. This can be seen by looking at how the rate of

change of horizon area evolves (2nd time derivative of the area). Using the

Raychaudhuri equation ([3]) one obtains

d2ǫ̃

dλ2
=

(

1

2
Θ2

(ℓ) − σ(ℓ)µνσ
µν
(ℓ) − 8πTµνℓ

µℓν

)

ǫ̃. (1.1)

Above ǫ̃ is the area 2-form of a 2-dimensional spacelike cross-section of the

EH, Θ(ℓ) is the expansion of the null geodesics ℓµ tangent to the event horizon

(the growth rate of area along ℓµ) and σµν
(ℓ) is the tidal shearing (simply called

“shear”) of that vector field. λ is the affine parameter to the geodesics ℓµ. All

these terms will be explained in more detail later on. For now, it suffices to note

that Eq.(1.1) tells one about the behavior of the rate of change of the growth

rate of the horizon area. When there is no matter falling in (vacuum) both

σµν
(ℓ) and Tµν equal zero, which means that in the case of Θ(ℓ) 6= 0 (expanding

horizon), the horizon expansion has maximum acceleration when no matter is

falling. In other words, the infall of matter slows the expansion rate down,
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which is very counterintuitive to say the least. Obviously, this picture severely

contrasts with what one might expect in dynamical processes such as matter

accretion by a black hole. This behavior of the growth not being related to

the rate of infalling matter is another strange feature of event horizons along

with their teleological nature. Another unusual property is the fact that event

horizons are only defined for spacetimes containing a future null infinity I+

(cf. [2]).

It is precisely these properties that make event horizons impractical for

use in ‘local’ (in space and time) physics. This is because in order for one to

locate the horizon, one would have to know the entire future of the spacetime.

Once that is known, one can then trace the appropriate null rays backward

in time and draw this boundary that one calls the event horizon. In more

technical terms, one would have to solve the Cauchy problem for the whole

future development of a given partial Cauchy surface [2]. A partial Cauchy

surface is a spacelike hypersurface which no non-spacelike curve intersects

more than once. “Whole future development” is presently unattainable in

computational practice. Current numerical simulations have total run times

of fractions of a second in real time. A typical simulation time might at best

last for 104M = 5µs × 104(M/M⊙) = 0.05s(M/M⊙) where M is the mass of

the black hole of interest and M⊙ = 1.99 × 1030kg is a solar mass. It is easy

to see that this is far from being the null infinity one must reach in order to

track the event horizon. In short, the non-local nature of an event horizon can

be even more troubling in numerical relativity.
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Apparent horizons (AH), on the other hand, are not plagued by such

prescient definitions. They are quasilocal in nature and are more straightfor-

ward to locate in a given spacetime. Apparent horizons were first introduced

by Penrose and Hawking in [1]&[2]. An apparent horizon is defined as the

outermost marginally trapped surface on a given (partial) Cauchy slice Σ. A

trapped surface is a smooth, closed 2-surface which has both of its forward-in-

time, normal-to-the-surface null directions ℓµ and nµ have negative expansions

Θ(ℓ) and Θ(n) everywhere. That is, a 2-surface S is trapped if

Θ(ℓ) ≡ qµν∇µℓν < 0 and Θ(n) ≡ qµν∇µnν < 0 (1.2)

where

qµν ≡ gµν + (ℓµnν + nµℓν) / (−ℓ · n) (1.3)

is the 2-metric induced on S and gµν is the spacetime 4-metric. Here and

henceforth, ℓµ denotes the outgoing null normal and nµ the ingoing one unless

specified otherwise (see Fig. 1.1). One can apply this definition of a trapped

surface to Minkowski spacetime. There, the outgoing normals have positive

expansion everywhere, thus telling us that there are no trapped surfaces in

Minkowski spacetime whatsoever as one should expect. Physically, the ex-

pansion of a vector field Θ corresponds to the projection of the divergence

of that vector field onto the 2-surface S. One can show that this expansion

corresponds to the rate of change of the area of the 2-surface S (see [38] for a

nice derivation of this).
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A Marginally Trapped Surface (MTS) is one that has Θ(ℓ) = 0 and

Θ(n) < 0. It is possible to have more than one MTS in a given region of

spacetime. For example, during merger simulations of binary black holes in

numerical relativity, one often finds an MTS around each black hole and a

larger MTS enveloping the entire binary. Of these MTSs, one picks the out-

ermost surface and calls that one the apparent horizon. The existence of an

apparent horizon implies the existence of an event horizon outside it or coin-

ciding with it. However, the converse is not true: It is possible to have no

apparent horizons whatsoever inside an event horizon [2], [4]. Hawking im-

posed additional global assumptions for the existence of an apparent horizon,

namely that the spacetime is “regular predictable”. This basically forbids the

existence of any naked singularities to the future of the Cauchy slice. Such a

spacetime is called future asymptotically predictable. Several additional condi-

tions are needed to make this regular predictable (see [2], section 9.3). These

are much more severe restrictions than one encounters in contemporary def-

initions of apparent horizons. One being, in particular, that the apparent

horizon, much like the event horizon, is only defined for asymptotically flat

spacetimes. There are less restricted, more conventional ways of definining

an apparent horizon. For example, one can define an apparent horizon as a

topologically spherical 2-dimensional surface on which the expansion of the

outgoing null rays orthogonal to that surface is zero [5]. Thus, it is a surface

where gravity is so strong that putative outgoing null rays can only “hover”

against the gravitational force. The presence of such a trapped surface in a

5
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Σ

t
n

rµ

µ
µ

l
µ

Figure 1.1: The spacelike Cauchy hypersurface Σ with a 2-dimensional trapped
surface S in it. tµ is timelike and normal to Σ whereas rµ is spacelike and lies
in Σ but is normal to S. ℓµ and nµ are null linear combinations of tµ and rµ

and are orthogonal to S.

spacetime implies the existence of a singularity at least in the sense of a caustic

(inextendible geodesic) [2],[6],[7]. Additionally, unlike event horizons, which

are globally defined as the boundary in spacetime between null geodesics that

escape to infinity, and those that fall into the singularity, apparent horizons

are local objects, computable at one instant of time, hence much more accessi-

ble in numerical simulations and in computations that deal with non-isolated

black holes. Examples of non-isolated black holes can be binary black holes,

accreting black holes or a black hole merging with a neutron star. Moreover,

apparent horizons can be extended into 3-dimensional world tubes, where every

2-dimensional cross-section of the world tube is an apparent horizon. Further-

more, these 3-dimensional hypersurfaces - the tubes - need not be only null,

they can be spacelike and still have time = constant cuts that are apparent

6



horizons.

In stationary spacetimes, apparent horizons and event horizons coin-

cide. For example, in the stationary Kerr spacetime in Boyer-Lindquist coor-

dinates, the apparent and the event horizons are located at radial coordinate

r = r+ ≡ M +
√

M2 − a2, where M is the mass of the black hole and a is the

spin parameter for the Kerr black hole given by a ≡ J/M , with J being the

angular momentum of the black hole. Clearly, the two horizons also coincide

in Schwarzschild spacetime at r = 2M (Here, r is the Schwarzschild radial

coordinate.) as this spacetime is the a = 0 limit of the more general Kerr

solution to Einstein vacuum equations. [Technically speaking Schwarzschild

spacetimes are not subsets of the more general Kerr spacetimes because static

spacetimes (such as Schwarzschild) are invariant under time reversal whereas

stationary spacetimes (such as the rotating Kerr black hole solution) are not.]

It should be added that Ashtekar has extended the apparent horizon

concept to his Isolated/ Dynamical Horizon formalism [8], [9], [10]. Isolated

horizons (IHs) mostly found their use in black hole entropy calculations in

Loop Quantum Gravity ([11], [12]). They are null 3-dimensional surfaces that

are defined as the boundary of black holes in complete isolation at a given

time in a spacetime manifold M with metric gµν . More specifically, a given

3-surface H is an isolated horizon if: (1) It is null and topologically S2 × R,

(2) Any null vector field ℓµ normal to H will have a vanishing expansion on H

i.e.

Θ(ℓ) ≡ hµν∇µℓν = 0 (1.4)
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where hµν is a degenerate 3-dimensional metric of signature (0,+,+) on H

(degenerate because H is null) and ∇µ is the covariant derivative compatible

with spacetime metric gµν . Technically, there are a few more requirements in

order for H to be an isolated horizon, however, they are not relevant here. The

reader is encouraged to read more about this subject in [9] or [10]. Although

the locations of the IHs and EHs coincide in stationary and static spacetimes,

one should keep in mind that an IH is defined locally and will usually be a

subset of the EH of a given spacetime. To see this, consider, for example, the

case of dust falling onto a black hole for some time interval t1 < t < t2. In

this case, the black hole will have 2 separate isolated horizons of differing sizes

(one before t1 and another after t2). However, only the second IH will coincide

with the event horizon.

A Dynamical Horizon (DH), on the other hand, is a spacelike black hole

boundary whose structure accommodates dynamical processes such as gas ac-

cretion or merger events involving a black hole. A nice feature of the use of

DHs as black hole boundaries is the recent success of Ashtekar and collabora-

tors in deriving the laws of black hole mechanics for Dynamical horizons [9].

A dynamical horizon is defined as follows: First, one takes a 3-dimensional

spacelike, smooth surface H foliated by 2-surfaces Si such that on each leaf Si

one has a transverse congruence of null outgoing geodesics ℓµ and null ingoing

geodesics nµ (labeled as before). Then, one looks at the expansion of those

geodesics on the leaf Si; a dynamical horizon exists if Θ(ℓ) = 0 and Θ(n) < 0

on Si. These 2-dimensional cross-sections, Si, are topologically equivalent to
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2-spheres (S2) but technically are not apparent horizons despite the fact that

DHs are, by definition, the outermost marginally trapped surfaces. This is

because the strict definition of an apparent horizon requires a Cauchy slicing

of spacetime meaning that it is tied too rigidly to the choice of spacelike 3-

surfaces. Despite this restriction, we feel compelled to state that such caveats

are more relevant to mathematicians and less important for numerical simu-

lations.

Although the conditions imposed on the ingoing and outgoing expan-

sions seem sufficient to identify a surface as the right black hole boundary,

in [13], it is shown that certain vanishing scalar invariant spacetimes contain

marginally trapped tubes (e.g. a dynamical horizon) but not any trapped sur-

faces or other signatures of black holes. Furthermore, Carter has found black

hole solutions with a cosmological constant [14] where there is a second cosmo-

logical ‘apparent horizon’ satisfying the expansion conditions of Eqs.(1.2) that

does not cloak a spacetime singularity beyond it. To rectify this, Hayward (in

[15]) introduced a third condition for an MTS to be considered a black hole

boundary. By looking at the Lie derivative of the outgoing expansion, Hay-

ward classified a given surface as a trapping horizon if LnΘ(ℓ) 6= 0 (along with

the Θ(ℓ) = 0 and Θ(n) 6= 0 conditions from before). For Θ(n) < 0, the trapped

surface is called future. Furthermore, if LnΘ(ℓ) < 0 the trapped surface is

called outer while if LnΘ(ℓ) > 0 it is called inner. In stationary spacetimes,

a black hole event horizon would be an example for a future outer trapping

horizon (FOTH) whereas a black hole Cauchy horizon (as in the inner hori-
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zon r− of Reissner-Nordström and Kerr spacetimes) is a future inner trapping

horizon.

Even with all the above descriptions for possible candidates for a black

hole boundary, it is generally agreed in the relativity community that the

outermost Θ(ℓ) = 0 cross-section of a 3-dimensional hypersurface is much more

convenient to work with than either an event horizon or an apparent horizon

as strictly defined in [2]. In fact, the classical definition of an apparent horizon

is widely ignored in numerical relativity and other practical applications and

instead one uses the term apparent horizon for the outermost Θ(ℓ) = 0 surface

([16]). This is the definition that we will adopt in this thesis along with the

condition that Θ(n) < 0. Since we deal with stationary and static spacetimes

such as Kerr and Schwarzschild here, the apparent and the event horizons

will coincide. We therefore need not worry about all the intricacies mentioned

above.

A final word of caution should be added here about one’s preference

to use apparent horizons instead of event horizons. There are several issues

that crop up when one looks at apparent horizons in dynamical spacetimes.

One such situation arises in binary black hole mergers where there could be

up to three apparent horizons inside an event horizon at a given time [17],

[18]. In a near merger situation, each black hole has its own AH with a third

AH enveloping the entire binary system. And as this spacetime is far from

settling down to a stationary state the third AH is inside the clairvoyant event

horizon. Another common problem is the so-called ‘horizon jumps’ that can
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Figure 1.2: Finkelstein and Penrose diagrams for a spacetime containing a star
collapsing to form a black hole and a shell of dust collapsing onto that black
hole later. The green and black curves on the left represent outgoing light
rays that become trapped inside the event horizon. The 2-dimensional appar-
ent horizons are zero-expansion surfaces that intersect t = constant spacelike
slices. Note that a surface that is marginally trapped at t = t1, t2 becomes fully
trapped later on. The green curve in the right diagram is the 3-dimensional
world tube of 2-dimensional apparent horizons. Note that it starts from in-
side the event horizon at first and later becomes a spacelike surface during
the infall of dust to finally coincide with the event horizon after all dynamical
processes have settled down. Finally, the event horizon in the left diagram
only becomes a zero-expansion surface as t → ∞, which is consistent with its
technical definition. Its expansion asymptotically goes to zero as t → ∞.
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occur in situations such as when a timelike dust shell falls onto a spherically

symmetric black hole [16], [19], [20], [21], [17]. Once again the AH is inside

the event horizon but instead of smoothly growing, the AH can suddenly jump

to its final location. Or it can move outward at a rate faster than the speed

of light. In this case, the three dimensional world tube of successive apparent

horizons would make up a dynamical horizon (see Fig.1.2). Despite all these

shortcomings, the ubiquitously accepted definition of apparent horizons will

be used as the black hole boundary of choice for this thesis. And as mentioned

before, since we will only be dealing with stationary spacetimes, we will not

have to worry about the aforementioned complications.

We will proceed as follows: In Chapter 2 we will look at apparent

horizons in Schwarzschild and Kerr spacetimes. This will be followed by the

boosted black holes in Chapter 3 where we will also show the area invariance

under boosts and accompany this with some numerical results. In Chapter 4,

we will introduce several methods to visualize the distorted horizons in two or

three spatial dimensions. Chapter 5 will deal with area invariance under spin-

boost transformations and its implications. In Chapter 6, we will use black

hole perturbation theory to investigate the multipole moments of a black hole

distorted by a Lorentz boost. Finally, we will close with a summary of the

work and an outlook on potential follow-ups. Throughout this thesis, we will

use the natural or ‘God given units’ which set G = c = 1. As always, G =

6.67×10−11 Nm2/kg2 is Newton’s gravitational constant and c = 3×108 m/s is

the speed of light. We will normalize all dimensions in terms of the black hole

12



mass M . This will inevitably cause some confusion with units. Some useful

conversion factors are

• Length: M → GM/c2 e.g. 1M = 1.5(M/M⊙) km.

• Time: M → GM/c3 e.g. 1M = 5 × 10−6(M/M⊙) sec.

• Angular Momentum: M2 → GM2/c e.g. M2 = 3×1041(M/M⊙)2kg m2/sec.

Our conventions for the index notation will be the usual choices. The Greek

letters α, β, . . . , µ, nu will denote the spacetime indices, e.g. µ = 0, 1, 2 or 3.

The Roman letters i, j etc. will denote the spatial indices, e.g. i = 1, 2 or 3.
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Chapter 2

Apparent Horizons

Although we have already stated that in stationary spacetimes the ap-

parent horizon coincides with the event horizon, it is nevertheless instructive to

make use of the definition of the apparent horizon provided above to determine

its location. Here, we do this for both Schwarzschild and Kerr spacetimes.

2.1 Apparent Horizon in Schwarzschild Spacetime

First discovered by Karl Schwarzschild while in the trenches of the Rus-

sian front in 1915, the Schwarzschild metric describes the unique (by Birkhoff’s

theorem [29]) spherically symmetric solution to Einstein’s equations in vac-

uum. In spherical coordinates (r, θ, φ) the metric is

ds2 ≡ gµνdxµdxν

= −
(

1 − 2M

r

)

dt2 +

(

1 − 2M

r

)−1

dr2 + r2(dθ2 + sin2 θdφ2).

(2.1)

Here, M is the mass of the black hole and the event horizon is located at

r = 2M . It is a 3-dimensional null surface in the static Schwarzschild spacetime
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and its 2-dimensional cross-sections in time are spheres of radius 2M . These

spheres are the apparent horizons, which here correspond to the t = constant

cuts of the event horizon. Let us see if we can apply the formalism of outgo-

ing and ingoing expansions of chapter 1 to obtain the same location for the

apparent horizons.

Since the spacetime is spherically symmetric, the apparent horizon

should be a surface of t = constant, r = constant. Therefore, we need to de-

termine the radially ingoing and outgoing null geodesics of the Schwarzschild

spacetime. We denote these geodesics by nµ and ℓµ as before. In the coordinate

basis, they are given to be

ℓµ =

(

(

1 − 2M

r

)−1

, 1, 0, 0

)

, (2.2)

nµ =
1

2

(

1,−
(

1 − 2M

r

)

, 0, 0

)

. (2.3)

Using the metric of Eq.(2.1) one can easily verify that ℓµ and nµ are null, that

is ℓ2 = n2 = 0. The normalization factor in front of the vectors is chosen such

that ℓ · n ≡ gµνℓ
µnν = −1. This is not a necessary condition and is a choice

made by convention because it gives a simpler form for the 2-metric qµν (c.f

Eq.(1.3)) of the t = constant, r = constant 2-surfaces. The 2-metric is the

pullback of the spacetime metric gµν onto spheres of constant radius at a given

instant of time. More specifically, the 2-metric equals

qµν = gµν + ℓµnν + nµℓν . (2.4)
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Comparing this with Eq.(1.3), we immediately see the convenience of the choice

for the normalization of ℓµ with respect to nµ.

Recall that the expansion of any vector field (or flow in spacetime) is

the projection of the divergence of that field onto the 2-surface to which it is

orthogonal. This gives

Θ(ℓ) = qµ
ν∇µℓ

ν

= (gµ
ν + ℓµnν + nµℓν)∇µℓ

ν

= ∇µℓ
µ + nνℓ

µ∇µℓ
ν + nµℓν∇µℓ

ν (2.5)

=
1√−g

∂µ

(√−g ℓµ
)

− κ. (2.6)

In the last line above, we made use of several well known identities in General

Relativity (GR). The first term in Eq.(2.6) is the standard identity for the

4-divergence of any vector field (cf. [30], [6] or any other standard GR text),

the second term was obtained using the geodesic equation

ℓν∇νℓ
µ = κℓµ (2.7)

in its more general non-affinely parametrized form. κ = 0 only for an affinely

parametrized geodesic. We also used nµℓ
µ = −1 in the second term. Finally,

the third term in Eq.(2.5) disappears because it equals 1/2 nµ∇µ (ℓ2) which,

by definition, is zero because ℓ2 = 0. A quick computation yields κ = 0 for
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the null geodesic given in Eq.(2.2). Thus, for the expansion we are left with

Θ(ℓ) =
1√−g

∂µ

(√−g ℓµ
)

=
2

r
. (2.8)

If we are to follow our prescription for locating the apparent horizon, we must

solve Θ(ℓ) = 0 for r next. Solving Eq.(2.8) yields r = ∞ for the location of

the apparent horizon! With such a meaningless result, one is compelled to ask

what went wrong here. The problem is with the form of ℓµ in Eq.(2.2). As

it is written in that equation, ℓµ has a component that blows up at r = 2M .

What we need to do is rewrite ℓµ in a non-singular form by rescaling it

ℓµ =

(

1,

(

1 − 2M

r

)

, 0, 0

)

. (2.9)

nµ would also be rescaled accordingly. Once again, it is easily verified that this

is a null vector and a geodesic of the spacetime. However, this new version of

ℓµ is no longer an affine geodesic; as such it will give κ 6= 0 in the geodesic

equation. We explicitly mention these caveats and display the details of the

algebra as this problem will crop up again when we look at spinning black

holes. Computing the expansion once again, we get

Θ(ℓ) =
1√−g

∂µ

(√−g ℓµ
)

− κ

=
2

r
− 2M

r2
− 2M

r2

=
2

r

(

1 − 2M

r

)

. (2.10)

This expression for the expansion of ℓµ gives us the desired result, namely
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Θ(ℓ) = 0 at r = 2M , that is, the apparent horizon is located at r = 2M . To

make sure that this is a trapped surface, we also compute Θ(n). Using the

rescaled version of nµ given by

nµ =
1

2

(

(

1 − 2M

r

)−1

,−1, 0, 0

)

, (2.11)

we get

Θ(n) = −1

r
< 0. (2.12)

This is negative for all values of r. With the conditions Θ(ℓ) = 0 and Θ(n) < 0

satisfied, we have that the 2-surfaces r = 2M of the Schwarzschild spacetime

are apparent horizons. Of course, one could have drawn this conclusion a priori

since one knows that in Schwarzschild spacetime, the event horizon is located

at r = 2M and since the spacetime is static, the apparent horizons simply are

t = constant cuts of the the event horizon.

Let us digress here for a little and present a case where apparent hori-

zon can actually be a spacelike surface located inside the event horizon of a

black hole. In order for this to happen, the spacetime must be dynamical.

The example of null dust collapsing onto a black hole will suffice as a nice

illustration. This collapse problem was first investigated by Vaidya in [22].

Let us begin with the Schwarzschild metric written in outgoing Eddington-

Finkelstein coordinates (First devised by Eddington in [23] then rediscovered

by Finkelstein in [24])

ds2 = −
(

1 − 2M(v)

r

)

dv2 + 2 dvdr + r2(dθ2 + sin2 θ dφ2). (2.13)
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Here, v is the null outgoing ‘time’ coordinate defined as follows

v ≡ t +

∫ (

1 − 2M(v)

r

)−1

dr. (2.14)

The black hole mass increases due to the infalling null dust, thus the black

hole mass is now a function of v i.e. M → M(v) with dM/dv > 0. Let the

dust fall in during a null time interval v1 < v < v2. So, for the mass of the

black hole we can write

M(v) =



















M1 for v < v1

M12(v) = M1 + δm(v) for v1 < v < v2

M2 = M1 + δM for v > v2

Above δm(v) is an arbitrary function that represents the mass of the infalling

dust, which starts from zero mass at v = v1 and reaches δM at v = v2. Before

v1 and after v2 the spacetime is static, therefore the apparent horizon is null

and located at r = 2M1 and r = 2(M1 + δM) = 2M2, respectively. However,

for v1 < v < v2, the apparent horizon is a spacelike surface. One sees this

by determining the norm of the vector field tangent to the apparent horizon’s

3-dimensional world tube. Looking at the expansion of the null outgoing

geodesics, one has

Θ(ℓ) ∝ r − 2M(v). (2.15)

Then, the location of the apparent horizon can be written as a constraint

Φ = r − 2M(v) = 0. (2.16)
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Thinking of Φ as a potential, we look at its gradient

Φ, µ =

(

−dM

dv
, 1, 0, 0

)

. (2.17)

Φ, µ is a one-form dual to the vector V µ ≡ gµνΦ, ν . The vector field V µ is

orthogonal to the apparent horizon. This is analogous to what happens in

electrostatics with electric potentials that can be thought of as level surfaces

and electric fields which are the gradients of those potentials and orthogonal

to the level surfaces. However, in keeping with this analogy, one must keep in

mind that in 3-dimensional Euclidean space, there is no distinction between

vectors and one-forms. This exceptional property of vectors and one-forms only

holds in 3-dimensions. Coming back to General Relativity in 4-dimensional

spacetime, we see that at r = 2M(v), the norm-squared of this one-form is

gµνΦ, µΦ,ν = 2 Φ,vΦ,r + Φ2
,r

(

1 − 2M

r

)

r=2M(v)

= −4
dM

dv
. (2.18)

Since dM/dv > 0, Φ,µ has a negative norm i.e. it is timelike and since Φ,µ

is normal to the horizon, the horizon itself must be spacelike. So, we see

that during v1 < v < v2, the apparent horizon becomes spacelike and outside

that time interval it is null. On the other hand, being teleological in nature,

the event horizon is located at r = 2M(v2) = 2(M + δM) = 2M2 for the

entire history of the spacetime. The apparent horizon coincides with the event

horizon only for v ≥ v2. This situation is illustrated in figure 1.2.
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In this section, we saw that in Schwarzschild spacetime (spherically

symmetric and static), the apparent horizon is located at r = 2M . Even in

the dynamical yet spherically symmetric case of the Vaidya spacetime (null

dust collapsing onto a preexisting Schwarzschild black hole), the apparent

horizon is still at r = 2M(v). In that example, the mass of the black hole is a

function of the null time coordinate v, hence the use of M(v). In both cases,

the apparent horizon is the outermost marginally trapped surface satisfying

the conditions Θ(ℓ) = 0 and Θ(n) < 0.

2.2 Apparent Horizons in Kerr Spacetime

Although the spherically symmetric black hole solutions (Schwarzschild,

Reissner-Nordström [25], [26]) were quickly discovered soon after Einstein re-

vealed his theory in 1915; the axially symmetric, spinning black hole solution

remained elusive for almost a half century. Finally in 1963, Roy Kerr presented

the correct description of a rotating black hole in [27]. This was a very crucial

discovery as it is generally believed that the end-product of the collapse of a

rotating star is a rotating black hole which carries angular momentum because

of conservation of angular momentum. This means that all astrophysical black

holes are Kerr black holes with the exception of a few that might form in a

binary where exact angular momentum cancellation occurs (a very improbable

but not impossible situation, see [28]). We have now reached a point where

strong astrophysical evidence supports the existence of these spinning black

holes ([31], [32],[33]) and manipulating this spacetime has become a frequent
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task in computational astrophysics. The angular momentum of the spinning

black hole automatically selects a preferred direction, the spin axis, and the

Kerr hole is axially symmetric around this direction.

We begin with the Kerr metric in the standard Boyer-Lindquist (BL)

coordinates. The metric components are

gtt = −
(

1 − 2Mr

ρ2

)

, (2.19)

gtφ = gφt = −2Mar sin2 θ

ρ2
, (2.20)

grr =
ρ2

∆
, gθθ = ρ2, (2.21)

gφφ =
Σ

ρ2
sin2 θ (2.22)

(2.23)

where ρ2 = r2 + a2 cos2 θ, ∆ = r2 − 2Mr + a2 and Σ = (r2 + a2)2 − a2∆ sin2 θ.

Here, M is once again the mass of the black hole, a is called the spin parameter

and is defined as a ≡ J/M where J is the angular momentum of the rotating

black hole in units of mass2. The event horizon is located at rEH ≡ r+ =

M +
√

M2 − a2, which satisfies ∆(r = r+) = 0. The Kerr metric is an example

of a stationary spacetime in which a time reversal transformation (t → −t)

changes the rotation direction of the black hole and the sign of gtφ dtdφ term

in the metric. This is what separates stationary spacetimes from static ones

despite the fact that both spacetimes are time independent.

As with the Schwarzschild spacetime, we are once again interested in
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locating the apparent horizon. Therefore, we must look at the expansion of

the outgoing and ingoing null geodesics of the Kerr spacetime. Using the

same notation as in section 2.1, we have the following null, radially outgoing

geodesic:

ℓµ =

(

r2 + a2

∆
, 1, 0,

a

∆

)

(2.24)

Assuming we have a good choice for ℓµ, we can compute its expansion Θ(ℓ) to

determine where it equals zero. That value marks the location of the outermost

trapped surface, namely, the apparent horizon. One can straightforwardly

confirm that this is an affinely parametrized geodesic, which gives κ = 0 in

the geodesic equation. This leaves Θ(ℓ) = 1√−g
(
√−g ℓr),r in Eq.(2.6), which in

the case of the ℓµ of Eq.(2.24) gives

Θ(ℓ) = ∂r

(

ln
√−g

)

=
2r

r2 + a2 cos2 θ

=
2r

ρ2
. (2.25)

Just like in section 2.1, we ended up with an equation that gives r = ∞ for

the location of AH. As before, this incorrect solution to Θ(ℓ) = 0 is the result

of a poor choice of components for the null outgoing normal ℓµ, some of which

are singular at the horizon i.e. ℓt and ℓφ blow up at r = r+ since by definition

∆(r = r+) = 0. So, although it is affinely parametrized, our initial choice for

ℓµ is not well suited for calculating the expansion. We fix this problem by

simply multiplying the vector field above by ∆ (rescaling) and using that for

our null normal. Once again, nµ will be rescaled accordingly to keep ℓ·n = −1.
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The new outgoing null normal is given by

ℓµ =
(

(r2 + a2), ∆, 0, a
)

. (2.26)

Obviously, written in this form, ℓµ is no longer an affinely parametrized geodesic.

Evaluating the expression in Eq.(2.6) with the new components for ℓµ results

in

Θ(ℓ) =
1√−g

(
√−g ∆),r −κ (2.27)

= 2
a2r cos2 θ − a2M cos2 θ + a2r + 2r3 − 3Mr2

r2 + a2 cos2 θ
− 2(r − M)

= 2r
r2 − 2Mr + a2

r2 + a2 cos2 θ

= 2r
∆

ρ2
(2.28)

where ∆ and ρ are defined immediately below Eq.(2.23). As we can see from

the equation above, the apparent horizon is located at ∆ = 0, which gives us

the anticipated rAH = r+ = M +
√

M2 − a2.

We can also reach the very same result using a nonsingular coordinate

system from the start. In an analogous way to Eddington-Finkelstein coor-

dinates for the Schwarzschild metric, we transform from the Boyer-Lindquist

basis (t, r, θ, φ) to ingoing Kerr coordinates (u, r, θ, χ) via

u = t − r̂

χ = φ − r̃ (2.29)
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where

dr̂

dr
=

r2 + a2

∆
and

dr̃

dr
=

a

∆
. (2.30)

In these ingoing coordinates the metric becomes

ds2 = −
(

1 − 2Mr

ρ2

)

− 2du dr + 2a sin2 θ dr dχ

− 4Mar sin2 θ

ρ2
dudχ + ρ2dθ2 +

Σ

ρ2
sin2 θ dχ2 (2.31)

Next, we set out to calculate the expansion of ℓµ once again. Because Eq.(2.27)

is a scalar equation, it is invariant under coordinate transformations and it still

applies. Furthermore, it turns out that the r-component of ℓµ remains the same

because the coordinate transformation only shifts the t and the φ coordinates.

Therefore, the divergence term in the expansion (Eq.(2.27)) yields exactly

the same answer as before. The non-affinity parameter κ also is calculated

to be identical to the above expression. So, we end up with rAH = r+ once

again. We have omitted the details of the algebra here as it is hardly any more

enlightening. The more rigorous reader can convince him/herself of this result.

It is useful to keep in mind that the second coordinate system (ingoing Kerr)

we use here actually is a spheroidal version of the Kerr-Schild coordinates,

which we introduce in chapter 3. As a last note, we should add that using

outgoing Eddington-Finkelstein coordinates still results in the same expression

for the expansion as one should expect.

We must also compute Θ(n) to make sure that it is negative on and
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inside the horizon. The ingoing null normal is given by

nµ =

(

r2 + a2

2ρ2
, − ∆

2ρ2
, 0,

a

2ρ2

)

. (2.32)

Next, we calculate the expansion of the rescaled version of Eq.(2.32). nµ must

be rescaled by a factor of ∆−1 so as to still yield ℓ ·n = −1. For the expansion,

we are left with

Θ(n) = − r

ρ2(r2 + a2)
. (2.33)

This result for the ingoing expansion is negative everywhere as it was in the

Schwarzschild case. Note that the outgoing expansion Θ(ℓ) is proportional to

∆ as can be seen from Eq.(2.28). ∆ is a quadratic function in r which can

be written as ∆ = (r − r+)(r − r−) where r± = M ±
√

M2 − a2 are the roots

of ∆ = 0. These roots physically correspond to the inner (r−) and outer

(r+) Kerr horizons. Clearly, ∆ < 0 only for r− < r < r+, which tells us

that the spheroidal 2-surfaces to which ℓµ and nµ are normal are only trapped

for r− < r < r+. Θ(ℓ) > 0 outside the interval r ∈ [r−, r+] so there are no

trapped surfaces inside r− and outside r+. The fact that there are no trapped

surfaces inside r− is a somewhat surprising but well known result in General

Relativity and it explained in detail in the standard textbooks of Wald [6];

Misner, Thorne and Wheeler (MTW) [30]; and Hawking & Ellis [2].

The results obtained from Eqs.(2.28), (2.33) indicate that the surface

r = r+ in Kerr spacetime has zero outgoing expansion (Θ(ℓ) = 0) and negative

ingoing expansion (Θ(n) < 0). It is therefore the outermost trapped surface
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and thus the apparent horizon in the Kerr spacetime. This was the expected

result since the Kerr solution is a stationary spacetime and therefore has the

event and the apparent horizons coinciding at r = r+. Now that we have

explicitly located the apparent horizon in Schwarzschild and Kerr spacetimes,

let us move on to the case of boosted black holes.
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Chapter 3

Boosted Apparent Horizons

In this chapter we consider only Schwarzschild and Kerr spacetimes

in Kerr-Schild (KS) coordinates as given in Eq.(3.1) below. This form of

the metric contains a “natural” Minkowski background, and hence a natural

definition of a Lorentz boost [34]. It is found (cf. [35], [36], [37]) that the ap-

parent horizon of a black hole will appear distorted in these coordinates when

boosted; the longitudinal coordinate direction undergoes a Lorentz contrac-

tion. However, this is an effect only in coordinates; the point of this chapter is

an explicit calculation to show that the area of the apparent horizon 2-surface,

recomputed in the spatial frame of the boosted observer, remains unchanged,

that is: Area = 4π
(

r2
+ + a2

)

for the Kerr case and Area = 16πM2 for the

Schwarzschild black hole. This result is of course necessary on general princi-

ples.

The invariance of the area depends on the observation that the event

horizon of a stationary black hole is a null 3-dimensional submanifold of the

spacetime with vanishing expansion. And null surfaces naturally remain null

under Lorentz transformations. In fact, the area of any 2-dimensional cross

section of the horizon remains invariant under any redefinition of the 3-space
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t = constant (that is legitimately spacelike). Two cross-sections of the event

horizon that differ by a redefinition of t = constant slice can be put in a point-

wise 1-to-1 correspondence along the null generators of the horizon. These

null offsets do not contribute to the area which is transverse to the null gen-

erators. This situation is schematically illustrated in Fig.3.1. The ‘unboosted’

horizon is on the left and is depicted as two parallel vertical lines in the fig-

ure. One computes the 2-dimensional area of the apparent horizon by taking

a t = constant cut of the 3-dimensional event horizon (one angular dimension

is suppressed in the figure). When the black hole is boosted, the event horizon

still remains null, thus it is still represented by vertical lines in the figure.

However, in the boosted frame, t = constant slices become tilted so they now

give distorted cross-sections for the boosted apparent horizon. But as we will

see below, these null contributions do not change the area of the apparent

horizon.

We give a quick derivation of the Schwarzschild case then present the

most general calculation for the astrophysically realistic spacetimes, namely,

the Kerr black hole boosted along an arbitrary direction.

3.1 Boosted Schwarzschild Black Holes

The special case of the nonspinning Schwarzschild (ı.e. spherical) black

hole provides an illuminating guide to the features of the full Kerr case. Be-

cause the spacetime is spherically symmetric, a boost of the Schwarzschild

metric in an arbitrary direction can always be rotated so that it points along
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AH

EH

t = constant
_

EH
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Figure 3.1: The cylinders represent the 3-dimensional event horizons whose
2-dimensional t = constant cross-sections are the apparent horizons (AHs).
The AH on the left is unboosted and the one on the right is boosted. As can
be seen from the figure, the boost simply tilts the t = constant cuts of the
cylinder. One dimension has been suppressed for convenience. Each circle is
topologically equivalent to a 2-sphere

the z-direction. Although this does not make a difference for the Schwarzschild

case, when we deal with the boost of the Kerr black hole, working out the case

with the z-boost first is helpful because it retains the axisymmetry of the Kerr

metric and thus is simpler.

The Kerr-Newman vacuum solution to Einstein’s equation can be writ-

ten in a special form called the Kerr-Schild form of the metric. This form is,

in general ([30], [38], [39], [40]),

gµν = ηµν + 2Hlµlν (3.1)

where H is a function of spacetime coordinates, ηµν is the Minkowski metric of
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flat spacetime and lµ is a null vector with respect to both gµν and ηµν . Clearly,

this is a special form, and the metric of a general spacetime cannot be put in

this form. But the Kerr vacuum black hole can be so written. Under a Lorentz

boost (a coordinate transformation with the form of a Lorentz transformation

on the t, x, y, z coordinates describing the flat space with metric ηµνdxµdxν),

the Kerr-Schild metric will preserve the general form that it has in Eq.(3.1).

We will denote the coordinates in the unboosted frame by placing bars over

them. Unbarred coordinates refer to those in the boosted frame.

Let us now turn to the business of actually boosting the Schwarzschild

metric. Eq.(3.1) for this case is

gµνdx̄µdx̄ν = −dt̄2 + dx̄2 + dȳ2 + dz̄2 +
2M

r̄
(dt̄ + dx̄ + dȳ + dz̄)2 (3.2)

which, in cylindrical coordinates (r̄||, r̄⊥, φ̄cyl) can be written as

gµνdx̄µdx̄ν = −dt̄2 +dr̄2
|| +dx̄2

⊥ +dȳ2
⊥ +

2M

r̄

(

dt̄ +
r̄||
r̄

dr̄|| +
x̄⊥
r̄

dx̄⊥ +
ȳ⊥
r̄

dȳ⊥

)2

(3.3)

where x̄⊥ = r̄⊥ cos φ̄cyl and ȳ⊥ = r̄⊥ sin φ̄cyl. The coordinate system (r̄||, r̄⊥, φ̄cyl)

aligns r̄|| with the axis of the cylinder parallel to the boost direction ~β; r̄⊥, φ̄cyl

are the polar coordinates of the circular plane orthogonal to the axis of the

cylinder (see Fig.(3.4)). Note that x̄2 + ȳ2 + z̄2 = r̄2
|| + r̄2

⊥.

The boosted (unbarred) coordinates are related to the unboosted frame
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by

t̄ = γ(t − β r||)

r̄|| = γ(r|| − β t)

r̄⊥ = r⊥ , φ̄cyl = φcyl. (3.4)

The boost parameters are the usual dimensionless speed β ≡ v/c, and the

‘gamma factor’ γ = (1− β2)−1/2; both are defined as usual in the background

Minkowski spacetime. The apparent horizon is defined in a given 3-space

(t = constant) and the horizon area will be independent of t, so without loss

of generality we take t = 0. The t = 0 (boosted) 3-metric is

ds2|t=0 = dr2
|| + dx̄2

⊥ + dȳ2
⊥ +

2M

r̄3
(−r̄γβdr|| + r̄||dr̄|| + x̄⊥dx̄⊥ + ȳ⊥dȳ⊥)2 . (3.5)

We have strategically kept some terms expressed using unboosted (barred)

forms. They can be straightforwardly substituted using Eq.(3.4). In this

form, however, we can easily restrict the metric to the horizon surface, since

r̄dr̄ = r̄||dr̄|| + x̄⊥dx̄⊥ + ȳ⊥dȳ⊥ = 0 (3.6)

on the horizon where r̄ is a constant (= 2M). Thus on the horizon:

ds2|t=0, r̄=2M =

[

γ−2dr̄2
|| + dx̄2

⊥ + dȳ2
⊥ +

2M

r̄
(β2dr̄2

||)

]

r̄=2M

= (dr̄2
|| + dx̄2

⊥ + dȳ2
⊥)|r̄=2M . (3.7)

Above, we made use of dt̄ = −γβdr|| and dr̄|| = γdr||. In Cartesian (x̄, ȳ, z̄)
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coordinates this is

ds2|t=0, r̄=2M =
(

dx̄2 + dȳ2 + dz̄2
)

|r̄=2M . (3.8)

This can be put in a more familiar form using spherical coordinates (r̄, θ̄, φ̄)

which now gives

ds2|t=0, r̄=2M = (2M)2
(

dθ̄2 + sin2 θ̄ dφ̄2
)

. (3.9)

Thus the area of the horizon is 4π(2M)2 as expected. Importantly, note that

Eq.(3.7) describes the boosted apparent horizon; the simple form (Eq.(3.8))

that allows immediate evaluation of the surface area is the expression of this

area in terms of coordinates appropriate first of all to the unboosted frame.

On the horizon the contribution from the time transformation exactly cancels

the Lorentz contraction of r̄||.

In section 3.3, we will show the area invariance for a boosted Kerr

black hole by performing a coordinate transformation to facilitate boosting

the spacetime, followed by another coordinate transformation that simplifies

the extraction of the 2-dimensional metric by restricting to the horizon. With

the 2-dimensional metric we will straightforwardly compute the horizon area.

But before we move on the Kerr case, we take a numerical digression and

present results from computer simulations boosting Schwarzschild black holes

toward (or away from) each other.
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3.2 Numerical Results

Before looking at the horizon of a boosted spinning black hole, we

demonstrate some numerical applications of these concepts, concentrating in

this section on only nonspinning black holes. Recent breakthroughs in numer-

ical relativity ([41], [42], [43], [44], [45], [46]) have enabled the community to

investigate various physical scenarios involving interacting black holes. There

are many different approaches to numerically evolving the physical system.

The use of a particular structure, puncture initial data ([47]) has become

ubiquitous for numerical codes. Puncture initial data are conformally flat.

Solution of the constraint equations (elliptic equations describing a nonlinear

generalization of Newtonian gravity) produces a mathematically correct con-

figuration. But if boosted, the puncture is not physically relaxed, so when the

solved (mathematcally correct) data are evolved, the black hole emits short

wavelength gravitational radiation. Some of this spurious radiation propagates

out to infinity and some falls onto the black hole, increasing the horizon mass.

One can instead use superposed Kerr-Schild ([48]) initial data. This

takes the Kerr-Schild metric for a single black hole and creates a background

metric for two black holes by adding a second ‘mass term’ to the flat back-

ground:

gµν = ηµν + H1l
(1)
µ l(1)ν + H2l

(2)
µ l(2)ν . (3.10)

Here H1, H2 are scalar functions that depend on coordinates from the centers of

each black hole as well as the black holes’ masses and spins. They are identical
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in form to single black hole terms centered at the locations of the two holes (cf.

Eq. (3.11) below; there is also a prescription for superposing the momentum

associated with this combination, in the initial data). Although Kerr-Schild

initial data exactly solve Einstein’s equation for a single boosted black hole

and thus satisfy the constraint equations, this is not the case for superposed

Kerr-Schild, which is only an educated guess. However, by starting out with

this initial guess as a conformal background metric (in the same sense that

puncture data has a flat conformal background), one can solve the constraint

equations, so Kerr-Schild data can be adjusted to become proper initial data.

The solution of the elliptic initial data equations modifies the configuration to

be an exact (modulo numerical error) description of a gravitational configura-

tion. In practice, unless the black holes are very close together, the correction

for superposed Kerr-Schild data is small; less than one percent.

The code being developed at University of Texas Austin is called openGR

[49]. Among the suite of programs comprising openGR, there is a finite ele-

ment initial data code, which can produce either puncture or superposed Kerr-

Schild initial data. The evolution code treats the dynamics of binary black

hole systems and the extraction of gravitational waves from the merger of the

black holes. The code is a fourth order accurate adaptive mesh refinement code

with sixth order interpolation between coordinate patches. Our initial physical

setup is very similar to those of [50] and [51], which also evolve the data. [50]

solves conformally flat puncture data instead of our superposed Kerr-Schild

data, and treats higher boosts than we consider. [51] describes the nonax-
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isymmetric almost-head-on collision of two Schwarzschild black holes. Their

initial data is an unsolved superposed version of Schwarzschild initial data in

isotropic coordinates.

The total mass/energy of the spacetime is given by the ADM mass

MADM ([60]) computed at spatial infinity (numerically, “near” the outer grid

boundary). The ADM mass corresponds to the apparent Newtonian mass mea-

sured at large distances from the sources, measured for instance by observing

the period of distant satellites around the central mass. Suppose the individual

black hole masses are given by Kerr-Schild mass parameters m1 and m2. Then

the background gives an ADM mass MADM bkgd = m1 + m2. As noted, solv-

ing the constraint equation changes the superposed Kerr-Schild data slightly,

so the solved ADM mass closely approximates MADM ≈ m1 + m2, though it

does have some dependence on the parameters of the data, particularly on the

separation of the black holes.

Of interest in the design of data is the binding energy Eb of the config-

uration. We can compute this as the measured ADM mass minus the intrinsic

mass of the constituent black holes. The difficulty lies in defining an intrin-

sic black hole mass. We choose the horizon mass. (For nonspinning black

holes, we have MH = (AH/16π)1/2, where AH is the area of the apparent

horizon; openGR includes an apparent horizon finder.) Classically the area of

the horizon can increase, but we also know that the horizon area is an adi-

abatic invariant; it is only slightly affected by slow motions. “Slow” means

slow compared to the normal frequencies of oscillation of the hole, which are
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high frequency; the lowest frequency is on the order f ∼ (20MH)−1, and most

frequencies in binary evolution are lower than this frequency. Hence we are

confident that the apparent horizon mass provides an (almost) constant in-

trinsic mass. Binding is indicated by Eb ≡ MADM − (MH1 + MH2) < 0. If the

data describe black holes in motion, then the kinetic energy also contributes

(positively) to the total energy. For a boosted black hole the ADM mass

acquires a factor γ: MADM 0 → γMADM 0 where MADM 0 is m, the metric

mass parameter in the single hole case. Thus we expect that for a given boost

parameter γ, the binding energy may be negative (i.e. bound) if the holes

are close together, but positive (unbound) if the data are set with the black

holes far apart. Furthermore, for the nonlinear small separation limit (and/or

for significant γ) cases, Newtonian arguments become obscure because of the

change in metric due to the presence of the second hole, and due to coordinate

ambiguities.

We construct an equal mass binary black hole system (nonspinning

Schwarzschild black holes) with initial coordinate separation r. The configu-

ration is axisymmetric; the black holes are boosted toward or away from each

other with Lorentz boost velocity β ≡ v/c (or instantaneously at rest with

β = 0); the boosts are equal but opposite in the computational frame. The

axisymmetry allows extremely high resolution computational simulation. The

code is a finite element code, with an adaptive resolution of 1/100 MADM near

the holes and 1 MADM at the outer boundary. The computational domain is

a sphere of radius 256 MADM .
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We plot the the negative of binding energy −Eb of the binary in figure

3.2. Here, we define the binding energy to be Eb ≡ MADM − 2MH . Since the

configuration is axisymmetric, the black holes have the same horizon mass MH ,

hence the factor of 2. We display our results in units of the total parameter

ADM mass which is normalized to equal 1 (MADM bkgd = m1+m2 = 0.5+0.5 =

1). In Fig. 3.2, r is the coordinate separation between the two black holes

also given in units of MADM (e.g. r = 10 translates to r = 10 GMADM/c2).

The binding energy scales as 1/r at the Newtonian limit; this Newtonian limit

is plotted as a red straight line in Fig. 3.2. Bonning et al. [52] had analyt-

ically predicted this Newtonian limit (see that paper for details). Previous

computational work by Hawley et al. [53] failed to show the Newtonian limit,

because of insufficient domain size to eliminate outer boundary effects. We

clearly see that for every rest configuration the binding energy for large sep-

arations agrees with the Newtonian prediction ([52]), but there is a deviation

to stronger binding for closer coordinate separation. The cause for this will

be discussed below as it related to the distortion of black holes’ horizons near

each other. One can in principle use expressions from post-Newtonian theory

to give the next order correction to Eb. These terms scale as ((Mass)/r)2.

It is of interest to understand how the binding energy is achieved in the

initial data. Fig. 3.3 is a plot of MADM and horizon mass MH versus 1/r for

boosts of β = 0, 0.1, 0.5 represented by the red, green and black curves for

MH , respectively. For the MADM versus 1/r plot, we use a blue solid line,

red “×” marks and pink dashed line for β = 0, 0.1, 0.5, respectively. Note
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the confirmation of the analytical expectation above that the ADM mass is

essentially constant for the binary pair regardless of the coordinate distance

between them. However, although we construct all data with the same param-

eter values m, we see different constant ADM masses for different |β| (motion

with the same |β| together or apart yields the same ADM mass, constant across

the possible separations). This is because the ADM mass scales as γ MADM 0

for a boosted black hole. Thus, for example, the ratio of ADM masses between

the pink dashed line (β = 0.5) and the blue line (β = 0) in Fig. 3.3 should

be (1 − 0.52)
−1/2

= 1.154. This is easily seen in Fig. 3.3. We estimate the

numerical error of about one percent in this quantity by looking at the ADM

mass for the β = 0 case (blue line) which, in principle, should give MADM = 1

but actually is located slightly higher at MADM = 1.01. The most significant

cause of this 1% discrepancy is the fact that we numerically computed the

ADM mass right at the computational boundary as opposed to slightly inside

it.

Though MADM stays almost constant for differing separation, the bind-

ing becomes stronger for smaller separation, even in the Newtonian limit, of

course. As described in [52], when the parameter m is held constant for each

hole, the horizon area of the constituent black holes increases with decreasing

separation. The modification of the geometry by the other black hole modifies

the horizon area so that it is no longer the 16πm2 which would be computed

for an isolated hole, but 16πM2
H with MH > m. If we imagine the initial

data constructed by adiabatically moving the holes from infinite separation, it
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Figure 3.2: Negative of the binding Energy −Eb versus the inverse coordinate
separation 1/r for the cases with boosts speed β = 0, 0.1, 0.5 represented by
the green, black and blue curves, respectively. The red line is the Newtonian
binding energy which scales as 1/r. Ideally, it should be tangent to the β =
0 curve (green) at large r (1/r → 0) but here it is slightly shifted due to
numerical errors. As can be seen in the figure, the binding energy matches the
Newtonian limit very well for large separations (1/r → 0), it grows faster than
1/r as the black holes are closer (1/r → ∞). This is due to changes in horizon
masses because of the distortions induced by the black holes on each other.
It (−Eb) also becomes more negative for large boosts reflecting the unbound
nature of distant rapidly moving black holes where the kinetic energy of the
black holes overwhelms the negative potential energy.
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Figure 3.3: Horizon mass MH and ADM mass MADM versus inverse distance
1/r for boost speeds of β = 0, 0.1, 0.5. MADM (the upper, approximately
parallel curves) is given by the the pink dashed line (v=0.5) and by the closely
overlapping blue line (v=0) and the red X marks (“×”). As expected, the ADM
mass remains constant regardless of the separation r but varies as γ MADM 0

for varying boost speeds β. MH (the lower curves) is represented by closely
overlapping red and green curves for the v=0 and v= 0.1 cases, and by the
higher black curve for v= 0.5. Note that the horizon mass grows larger as the
black holes are nearer i.e. as 1/r → ∞. The horizon mass is invariant under
boosts. For r ≥ 10 (i.e. 1/r ≤ 0.1) the horizon mass curves for different boosts
overlap perfectly. Apparently because of the nonlinear interaction of the black
hole geometries in the full solution, for larger boosts and for small separations
the horizon mass does increase slightly.
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would be this mass MH which is adiabatically invariant. This was predicted

analytically by [52] for nonspinning, instantaneously nonmoving black holes;

it was predicted qualitatively for moving black holes.

The horizon mass is expected to remain invariant under boosts, and in

single boosted black holes this is what we observe. But for fully solved data

– the result of solving a nonlinear elliptic system, Fig. 3.3 shows that the

horizon mass in the β = 0.5 case is somewhat above that of the β = 0 one

for close separations (‘close’ meaning black hole separations less than r = 10).

Indeed, for r > 10 (i.e. 1/r < 0.1), the overlap of the red, green and black

curves is perfect to within less than one percent error. This is an interesting

result depending on both the boost and the separation. The growth of the

horizon area for large boosts is an effect due to the proximity of the two black

holes. For sufficiently large separations, the boost does not change the horizon

mass, hence does not change the horizon area.

3.3 Boosted Kerr Black Holes

We return to the analytic study of black hole horizons, now including

spin. Strong astrophysical evidence supports the existence of spinning (Kerr)

black holes ([31], [32],[33]); manipulating description of this spacetime is a

frequent task in computational astrophysics. The angular momentum of the

spinning black hole automatically selects a preferred direction and the Kerr

hole is axially symmetric around the spin axis. Written in Kerr-Schild coordi-

nates the Kerr spacetime formally admits a boost.
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We will begin with the unboosted Kerr metric written in standard Kerr-

Schild coordinates. We will then rewrite the metric in cylindrical coordinates

where the symmetry axis of the cylinder points toward the boost direction.

(We transform to cylindrical coordinates only to facilitate the boosting of the

spacetime.) Once the spacetime is boosted, we will look at the spatial 3-

metric on a (boosted) t = constant hypersurface. Since we are ultimately

interested in the 2-metric we will perform one final coordinate transformation

from cylindrical to spheroidal coordinates and consider r̄ = r+ (the expected

horizon location). Once we have our 2-metric, we will compute the area of the

apparent horizon and show that it indeed equals the unboosted, stationary

value, which is Area = 4π
(

r2
+ + a2

)

.

The Kerr spacetime in Kerr-Schild coordinates is ([38], [30], [39],[40]):

ds2 = −dt̄2 + dx̄2 + dȳ2 + dz̄2

+
2Mr̄3

r̄4 + a2z̄2

[

dt̄ +
r̄x̄ + aȳ

r̄2 + a2
dx̄ +

r̄ȳ − ax̄

r̄2 + a2
dȳ +

z̄

r̄
dz̄

]2

= −dt̄2 + dx̄2 + dȳ2 + dz̄2 (3.11)

+
2Mr̄3

r̄4 + a2z̄2

[

dt̄ +
r̄

r̄2 + a2
(x̄dx̄ + ȳdȳ) +

a(ȳdx̄ − x̄dȳ)

r̄2 + a2
+

z̄dz̄

r̄

]2

where we rewrote the Kerr metric in the second line in a form that will be

useful in the following. In the a → 0 limit, we recover the Schwarzschild

metric in Kerr-Schild coordinates. The radial coordinate r̄ is related to the

fundamental coordinates x̄, ȳ, z̄ by the equation of an oblate ellipsoid

x̄2 + ȳ2

r̄2 + a2
+

z̄2

r̄2
= 1 (3.12)
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which is equivalent to a quadratic equation in r̄2

r̄4 − r̄2(x̄2 + ȳ2 + z̄2 − a2) − a2z̄2 = 0 , (3.13)

and the horizon is located at r̄ = r+ = M +
√

M2 − a2. Eq. (3.12) motivates

spheroidal coordinates:

x̄ =
√

r̄2 + a2 sin θ̄ cos φ̄,

ȳ =
√

r̄2 + a2 sin θ̄ sin φ̄, (3.14)

z̄ = r̄ cos θ̄.

We now explicitly reintroduce the cylindrical coordinates (r̄||, r̄⊥, φ̄cyl) of the

previous section :

x̄ = r̄|| sin θβ cos φβ + r̄⊥
(

cos θβ cos φβ cos φ̄cyl − sin φβ sin φ̄cyl

)

ȳ = r̄|| sin θβ sin φβ + r̄⊥
(

cos θβ sin φβ cos φ̄cyl + cos φβ sin φ̄cyl

)

(3.15)

z̄ = r̄|| cos θβ − r̄⊥ sin θβ cos φ̄cyl

The angles θβ, φβ specify the direction of the Lorentz boost β in spherical

coordinates based on x̄, ȳ, z̄: β = (β sin θβ cos φβ, β sin θβ sin φβ, β cos θβ). With
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the coordinate transformation in Eq. (3.15) the Kerr metric becomes

ds2 = −dt̄2 + dr̄2
|| + dr̄2

⊥ + r̄2
⊥dφ̄2

cyl

+
2Mr̄

r̄4 + a2
(

r̄|| cos θβ − r̄⊥ sin θβ cos φ̄cyl

)2

×
[

dt̄ + r̄
r̄2+a2 (x̄dx̄ + ȳdȳ) + z̄dz̄

r̄

+
a(sin θβ[r̄⊥dr̄||−r̄|| d(r̄⊥ sin φ̄cyl)]−cos θβ r̄2

⊥dφ̄cyl)
r̄2+a2

]2

. (3.16)

We now carry out a boost along the selected cylindrical axis. Unbarred coor-

dinates will denote the boosted observer frame. They are related to the barred

rest-frame coordinates via Eq. (3.4). After boosting this metric, we will look

at it on an arbitrary t = constant hypersurface, which we take as t = 0 since

this choice simplifies the expressions, to project out the spatial geometry of

the hypersurface in which the apparent horizon lies. This will leave us with

dt̄ = −γβdr|| and r̄|| = γr||. With these changes substituted into Eq. (3.16)

we obtain the spatial part of the boosted Kerr metric on a t = 0 hypersurface:

ds2|t=0 = dr2
|| + dr2

⊥ + r2
⊥dφ2

cyl

+
2Mr̄

r̄4 + a2
(

γr|| cos θβ − r⊥ sin θβ cos φcyl

)2 (3.17)

×
[

−γβdr|| +
r̄

r̄2+a2 (x̄dx̄ + ȳdȳ) + z̄dz̄
r̄

+
a(sin θβγ[r⊥dr||−r|| d(r⊥ sin φcyl)]−cos θβr2

⊥dφcyl)
r̄2+a2

]2

where a few terms involving x̄, ȳ , z̄ , r̄ in Eqs. (3.16), (3.17) were left untouched

with the next step in mind. If one wishes, one could also write all of these

terms as functions of r||, r⊥ and φcyl. Let us remember what we are after; the
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2-metric of the boosted geometry projected out by the condition r̄ = r+. Eq.

(3.12) implies

x̄dx̄ + ȳdȳ

r̄2 + a2
+

z̄dz̄

r̄2
=

(

x̄2 + ȳ2

(r̄2 + a2)2 +
z̄2

r̄4

)

r̄dr̄ −→ 0 at r̄ = r+ . (3.18)

Thus if dr̄ = 0 (e.g. on the horizon, r̄ = r+), the left hand side of Eq. (3.18)

vanishes. This is the analogue of Eq. (3.6) for the Schwarzschild case of Section

??. This simplification reduces the complexities of Eq. (3.17) substantially:

ds2|t=0, r̄=r+
=







dr2
|| + dr2

⊥ + r2
⊥dφ2

cyl + 2Mr+

r4
+

+a2(γr|| cos θβ−r⊥ sin θβ cos φcyl)
2

×
[

−γβdr|| +
a(sin θβγ [r⊥dr||−r|| d(r⊥ sin φcyl)]−cos θβr2

⊥dφcyl)
r2
+

+a2

]2







r̄=r+

.

(3.19)

However, it is difficult to translate the horizon condition r̄ = r+ into something

meaningful in cylindrical coordinates. Therefore, we must rewrite Eq. (3.19) in

spheroidal coordinates to impose the condition r̄ = r+ to extract the 2-metric

of the apparent horizon. We do this by going back to Eqs. (3.15) and rewriting

them as a matrix equation for both boosted and unboosted coordinates







x̄

ȳ

z̄






= M̂







r̄⊥ cos φ̄cyl

r̄⊥ sin φ̄cyl

r̄||






= M̂







r⊥ cos φcyl

r⊥ sin φcyl

γr||






(3.20)

where the components of the matrix M̂ can be determined from Eqs. (3.15).

The radial coordinate r̄ in Eq. (3.14) is related to the Cartesian and cylindrical

coordinates via x̄2 + ȳ2 + z̄2 = r̄2
⊥ + r̄2

|| = r̄2 + a2 sin2 θ̄. Since r̄|| = γr|| on the

t = 0 hypersurface, we also have r2
⊥ + γ2r2

|| = r̄2 + a2 sin2 θ̄ (cf. [38]). Setting
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Eq. (3.20) equal to Eq. (3.14) and multiplying by M̂−1, we get







r⊥ cos φcyl

r⊥ sin φcyl

γr||






= M̂−1







√
r̄2 + a2 sin θ̄ cos φ̄√
r̄2 + a2 sin θ̄ sin φ̄

r̄ cos θ̄






.

Expanding this we obtain

r⊥ cos φcyl = cos θβ cos φβ

√
r̄2 + a2 sin θ̄ cos φ̄

+ cos θβ sin φβ

√
r̄2 + a2 sin θ̄ sin φ̄ − sin θβ r̄ cos θ̄

r⊥ sin φcyl = − sin φβ

√
r̄2 + a2 sin θ̄ cos φ̄ + cos φβ

√
r̄2 + a2 sin θ̄ sin φ̄

γr|| = sin θβ cos φβ

√
r̄2 + a2 sin θ̄ cos φ̄ (3.21)

+ sin θβ sin φβ

√
r̄2 + a2 sin θ̄ sin φ̄ + cos θβ r̄ cos θ̄ .

In the limit θβ = φβ = 0, the equations above reduce to Eq. (3.14) with

the cylindrical coordinates replacing (x̄, ȳ, z̄). This is the case of boosting along

the z-axis, and we briefly treat that here before proceeding. For boost along

the z-axis, with r̄ = r+ (i.e. on the horizon) we have

ds2|t=0, r̄=r+
=

[

dx2 + dy2 + dz2 +
r2
+ (r2

+ + a2)

r4
+ + γ2a2z2

[

−γβdz +
a(ydx − xdy)

r2
+ + a2

]2
]

r̄=r+

.

(3.22)

Because of the boost in the z-direction, only the terms involving z (−γβdz in

the numerator and γ2a2z2 in the denominator) differ from the unboosted case.

In Eq. (3.22) we still have to evaluate some of the terms at r̄ = r+. Using

48



spheroidal coordinates

x =
√

r2
+ + a2 sin θ̄ cos φ̄

y =
√

r2
+ + a2 sin θ̄ sin φ̄ (3.23)

γz = r+ cos θ̄

we get

ds2|t=0, r̄=r+
= (r2

+ + a2)(cos2 θ̄dθ̄2 + sin2 θ̄dφ̄2) +
r2
+

γ2
sin2 θ̄dθ̄2

+
r2
+ + a2

r2
+ + a2 cos2 θ̄

[

βr+ sin θ̄dθ̄ − a sin2 θ̄dφ̄
]2

. (3.24)

With further simplifications, this becomes

ds2|t=0, r̄=r+
= (r2

++a2 cos2 θ̄)dθ̄2+
sin2 θ̄

r2
+ + a2 cos2 θ̄

[

−βar+ sin θ̄dθ̄ + (r2
+ + a2)dφ̄

]2
.

(3.25)

In the a → 0 limit, Eq. (3.25) gives precisely the expression we obtained for

the boosted Schwarzschild metric. Let us now look at the 2-metric gAB(A,B =
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θ, φ) for the apparent horizon component by component.

gθ̄θ̄ =
(

r2
+ + a2 cos2 θ̄

)

+





γβar+ sin2 θ̄
√

r2
+ + a2 cos2 θ̄





2

,

gφ̄φ̄ =





(r2
+ + a2) sin θ̄

√

r2
+ + a2 cos2 θ̄





2

,

gθ̄φ̄ = −





(r2
+ + a2) sin θ̄

√

r2
+ + a2 cos2 θ̄









γβar+ sin2 θ̄
√

r2
+ + a2 cos2 θ̄



 . (3.26)

For any 2 × 2 matrix of the form

HAB =

(

A2 + B2 BC

BC C2

)

(3.27)

the determinant is detHAB = A2C2. The 2-dimensional metric is of this form,

so
√

det (gAB) = (r2
+ + a2) sin θ̄ (3.28)

Since

Area =

∫

√

det (gAB)dθ̄dφ̄ (3.29)

we obtain an area of 4π
(

r2
+ + a2

)

as expected, identical to the unboosted

horizon area.

Going back to our boost in an arbitrary direction, we rewrite the 3-

metric in Eq. (3.19) using the spheroidal coordinates of Eq. (3.21). After

some algebra using a well known algebraic relation for the Kerr spacetime

(2Mr+ = r2
+ + a2) to simplify, and setting r̄ = r+ in most places, we end up
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with a result surprisingly similar to Eq. (3.25)

ds2|t=0,r̄=r+
=

(

r2
+ + a2cos2θ̄

)

dθ̄2 +
sin2 θ̄

r2
+ + a2 cos2 θ̄

[

aγβdr|| +
(

r2
+ + a2

)

dφ̄
]2

(3.30)

Using the last one of Eqs. (3.21), we now expand the terms containing dr||

and obtain the components of the 2-metric for the apparent horizon:

gθ̄θ̄ =
(

r2
+ + a2 cos2 θ̄

)

(3.31)

+
β2a2 sin2 θ̄

r2
+ + a2 cos2 θ̄

(

√

r2
+ + a2 sin θβ cos θ̄ cos(φ̄ − φβ) − r+ cos θβ sin θ̄

)2

,

gφ̄φ̄ =

(

r2
+ + a2

)

sin2 θ̄

r2
+ + a2 cos2 θ̄

(

√

r2
+ + a2 − βa sin θβ sin θ̄ sin(φ̄ − φβ)

)2

, (3.32)

gθ̄φ̄ =
βa

√

r2
+ + a2 sin2 θ̄

r2
+ + a2 cos2 θ̄

(3.33)

×





(

√

r2
+ + a2 sin θβ cos θ̄ cos(φ̄ − φβ) − r+ cos θβ sin θ̄

)

×
(

√

r2
+ + a2 − βa sin θβ sin θ̄ sin(φ̄ − φβ)

)



 .(3.34)

(3.35)

The β → 0 limit of equations (3.31) through (3.32) yields the standard 2-metric

of the Kerr spacetime given in Boyer-Lindquist coordinates. The a → 0 limit

gives the standard Schwarzschild (spherical) 2-metric. The θβ = 0 limit yields

the metric of Eq. (3.26). Eqs. (3.31)-(3.33) show that gAB is again of the form
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of Eq. (3.27). Hence the square root of the determinant of the metric is

√

det (gAB) =
(

r2
+ + a2

)

sin θ̄ − βa
√

r2
+ + a2 sin θβ sin2 θ̄ sin (φ̄ − φβ) . (3.36)

The first term above is the familiar contribution from the unboosted Kerr

metric. To determine the area, we integrate the square root of the determinant

of the 2-metric over the angular variables of the spheroidal coordinate system.

Area =

∫

√

det (gAB)dθ̄dφ̄

=

∫ 2π

0

dφ̄

∫ π

0

dθ̄

[

(

r2
+ + a2

)

sin θ̄ − βa
√

r2
+ + a2 sin θβ sin2 θ̄ sin (φ̄ − φβ)

]

= 4π
(

r2
+ + a2

)

. (3.37)

Above, the second term disappears because of the φ̄ integral. Our calculation

shows that the area of the apparent horizon of a Kerr black hole remains

invariant under arbitrary Lorentz boosts, as expected.

We have now shown that the area of the apparent horizon remains

invariant under Lorentz boosts and yields the usual value Area = 4πr2
horizon

for a static or stationary black hole. This could be seen as an unexpected

result as the horizon becomes distorted because of Lorentz contraction along

the boost direction. Next, we will look at these distortions in detail and show

how they change the shape of the 2-dimensional apparent horizon.
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Chapter 4

Visualization

Schwarzschild spacetime is spherically symmetric. Therefore, the ap-

parent horizons of an isolated (unperturbed), unboosted Schwarzschild black

hole are 2-spheres. Under a Lorentz boost, the sections of these spheres that

are parallel to the boost direction get Lorentz contracted. The resulting shape

is always an oblate spheroid regardless of the boost direction. This will not be

the case with the apparent horizon of a Kerr black hole because the horizon of

an unboosted Kerr black hole is an oblate ellipsoid to begin with. This is clear

from Eq.(3.12); the Boyer-Lindquist ‘radial’ coordinate r in Kerr spacetime

is not spherically symmetric like the radial coordinate r of the Schwarzschild

spacetime. Let us display Eq.(3.12) here once more

x2 + y2

r2 + a2
+

z2

r2
= 1. (4.1)

The horizon is located at r = r+ which, in these Kerr-Schild Cartesian coor-

dinates, gives an oblate ellipsoid, which has a circular cross section of radius
√

r2
+ + a2 at z = 0 and an elliptical cross section in the x, y = constant planes

of semi-major axis a1 ≡
√

r2
+ + a2 and semi-minor axis a2 ≡ r+. This can

be easily seen if we transform the Cartesian coordinates x, y, z to ellipsoidal
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coordinates via

x =
√

r2 + a2 sin θ cos φ,

y =
√

r2 + a2 sin θ sin φ, (4.2)

z = r cos θ.

Obviously, this still satisfies Eq.(4.1). When boosted, the black hole will not

retain its ellipsoidal shape or axisymmetry except for boosts in the z-direction,

which simply give more ‘compressed’ ellipsoids whose ‘height’ (length along the

z-direction) get Lorentz contracted by a factor of γ = (1−β2)−1/2. We present

an example of this in Fig.4.1 where γ = 2. Visualizing the distortions of the

Kerr horizon due to the boosts along the z-axis is almost trivial because of the

axisymmetry of the black hole with respect to the z-axis. One simply Lorentz

contracts the ‘height’ of the horizon as shown in Fig.4.1. Things become much

less trivial once one boosts along directions that break the z-axis symmetry.

The resulting distorted horizons will no longer be oblate spheroids but rather

triaxial ellipsoids. There are several way of visualizing these distorted horizons.

Here, we will present two of the three methods we have come up with. The

reason for presenting two different methods is to strengthen the validity of

our results; both methods give the same distorted surfaces as one will see

below. As was done in Fig.4.1, instead of plotting 3-dimensional ellipsoids, we

will suppress the y-direction for now and work with 2-dimensional x-z cross-

sections of the ellipsoids in sections 4.1, 4.2. In section 4.3, we will add the

third dimension in and briefly look at 3-dimensional figures representing the
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Figure 4.1: x-z cross sections of an unboosted (solid) and a z-direction boosted
(dotted) Kerr black hole with a = M/2, which gives r+ = 1+

√
3/2 = 1.866M .

This gives a1 = 1.932M, a2 = 1.866M for the x-,z-axes, respectively. The
Lorentz boost factor is γ = 2. In the figure and henceforth, we will set M = 1.

apparent horizons distorted by Lorentz boosts.

4.1 Discrete Tracer Line Method

The first method is what we call the tracer line method where we take 1-

dimensional cross-sections of the undistorted x−z projection of the ellipsoid in

the boost direction and replot the new distorted ellipse by Lorentz contracting

the cross-sections along the boost direction by the factor γ ≡ (1−β2)−1/2. The

boost direction is specified by the latitudinal and azimuthal angles (θβ, φβ).

Since the initial undistorted horizon is azimuthally symmetric, we can rotate
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our x-y axes so as to align the x = 0 direction of the Kerr-Schild Cartesian

coordinates with the φ = φβ direction. Then the boost is specified by only

the polar angle θ = θβ. With the x-axis located at φ = φβ, we can rewrite the

boost direction in Cartesian coordinates as a line in x − z plane given by

z = cot θβ x. (4.3)

Therefore the cross-sections of the undistorted ellipse (x−z cut of the horizon)

parallel to the boost direction are given by a line that runs parallel to the line

given in Eq.(4.3). This line runs from one end of the ellipse to the other end.

This is what we call the “tracer line”. It is given by the equation

z = cot θβ x + z0 where z0 ∈ [zmin, zmax] . (4.4)

Here, zmin = −zmax are the z-intercepts of the tracer line at either end of the

ellipse where the tracer line is tangent to the ellipse (see Fig.4.2). For an ellipse

with semi-major and minor axes a1, a2 and boost direction θβ the z-intercepts

are

zmax = −zmin =
√

a2
2 + a2

1 cot2 θβ. (4.5)

The intersection of the tracer line in Eq.(4.4) with the undistorted ellipse is

given by a pair of points located on the upper and lower portions of the ellipse

and are labelled with coordinates (x1, z1) and (x2, z2), respectively (upper

and lower with respect to a reference line that we define below). It is the

distance between these two points that gets Lorentz contracted by a factor
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of γ. We determine the location of the new points of the distorted ellipse by

first finding a reference line from which we can measure the distance between

(x1, z1) and (x2, z2). Such a line needs to be orthogonal to the boost direction.

The equation for this line is z = − tan θβ x and it is shown as the dotted

line in Fig.4.2. As can be seen clearly in the figure, the label 1 is for points

of the ellipse above the line z = − tan θβ x, and 2 is for points below. The

intersection of the tracer line of Eq.(4.4) with this line is labelled (x×, z×).

Since we know the equations for both lines, we can easily solve for (x×, z×) by

setting

− tan θβ x× = cot θβ x× + z0 (4.6)

which gives

x× = − z0

cot θβ + tan θβ

, (4.7)

z× = − tan θβ x×. (4.8)

The point (x×, z×) is equidistant to both (x1, z1) and (x2, z2). As the tracer

line runs from zmin to zmax, we end up with a set of points labelled by ‘×’,‘1’

and ‘2’. This now provides an easy way to locate the points (x′
1, z′

1), (x′
2, z′

2)

of the distorted ellipse which we do by Lorentz contracting distances L1, L2

between (x×, z×) and (x1, z1), and between (x×, z×) and (x2, z2) given by

L1 =
√

(x× − x1)2 + (z× − z1)2, (4.9)

L2 =
√

(x× − x2)2 + (z× − z2)2. (4.10)
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Figure 4.2: A schematic representation of the general lay-out for the tracer-line
method. The red line is the tracer-line, which is parallel to the boost direction
and sweeps the undistorted ellipse from left to right. The dashed line is per-
pendicular to the solid lines. θβ is the boost direction given by the polar angle
θ lying in the x-z plane. The x-direction here does not necessarily coincide
with the overall x-direction of the grid. We always rotate the coordinate grid
so that the azimuthal boost direction φβ is reset to zero.
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With everything in hand, we can finally write down the equations for the

points (x′
1, z′1), (x′

2, z′2) of the boost distorted ellipse

x′
1 = x× + sign(z1 − z×)L1 sin θβ/γ, (4.11)

x′
2 = x× − sign(z× − z2)L2 sin θβ/γ (4.12)

z′1, 2 = cot θβ x′
1, 2 + z0 (4.13)

The ‘sign’ factor is needed for obtaining the correct shape at the very edges of

the distorted ellipse (see Fig.4.2).

We now have an algorithm for drawing the distorted ellipse. Each

value of z0 slides the tracer line from left to right, giving us the values for each

(x1, z1), (x2, z2) and (x×, z×) which subsequently determines (x′
1, z′1), (x′

2, z′
2)

through Eqs.(4.11) and (4.12). As an example we present a numerical result

where we pick 100 values for z0 between zmin and zmax. Specifying the value

of z0 is sufficient for determining (x′
1, z

′
1), (x′

2, z
′
2) via the procedure described

above. In Fig.4.3, we display the x − z cross-section of the horizon of a Kerr

black hole of extremal spin a = 1, which gives r+ = 1 for the horizon location

and a1 =
√

2, a2 = 1 for the axes. These values provide us with the shape

of the undistorted horizon of the Kerr black hole (solid curve). For the boost

direction, we pick θβ = π/6 = 30◦ and a boost speed of β =
√

3/2 which gives

γ = 2. The dots in the figure give us the location of the distorted horizon

under the Lorentz boost. We present a similar result in Fig.4.4 where we have

repeated the same computation for a Kerr black hole with spin a = 0.75 and

Lorentz boost of γ =
√

2 (β =
√

2/2) in the direction θβ = 45◦. The axes of the
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Figure 4.3: A β =
√

3/2 (γ = 2) boost of an extremal (a = 1) Kerr black hole in
the direction θβ = 30◦. The solid curve (the ellipse) is the undistorted horizon
with semi-major axis a1 =

√
2 and semi-minor axis a2 = 1. The distance units

are normalized in terms of black hole mass M . The dotted warped/tilted
ellipse is the new black hole horizon distorted under the Lorentz boost.

undistorted ellipse are a1 = 1.822875656, a2 = 1.661437828 (always in units of

black hole mass M). As in Fig.4.3, the solid curve represents the undistorted

horizon and the dotted curve plots the horizon of the Lorentz boosted Kerr

black hole. In appendix 1, we have included the details of the Maple code on

how to execute this procedure specifically corresponding to the generation of

Fig.4.4. The interested Maple aficionados are encouraged read that section.

Final remark about this method concerns symmetry arguments. The Maple

code provided in appendix 1 only gives the correct shape (distorted horizon)

for the boost direction in the range 0 ≤ θβ ≤ 90◦ (first quadrant of the x-z
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plane). For boost angles larger than 90◦, the symmetry arguments used in

appendix 1 need to be modified. Fortunately, one does not need to change

the code to do that. One can simply use mirror reflections of the case with

θβ lying in the first quadrant. For example, for boost angles in the second

quadrant (90◦ ≤ θβ ≤ 180◦), one can simply compute the case for the boost in

the first quadrant not using θβ for the boost direction but the complimentary

angle π − θβ then mirror reflect each x-coordinate to obtain to correct shape.

Similarly, one can mirror reflect the z-coordinate and obtain boosts whose

direction vectors lie in the third or the fourth quadrants. In short, one only

needs to compute for 0 ≤ θβ ≤ 90◦. All other distorted surfaces (due to boosts

in θ > 90◦ direction) can be obtained by subsequent parity transformations

with respect to x = 0 and/or z = 0 lines. Although this method works

very well and is very simple, it is a discrete method thus only as good as its

resolution. The apparent horizon is a simply connected, smooth 2-dimensional

surface so it might be better to try to reproduce the same distorted ellipses

using transformations of continuous surfaces. Of course, one could always

increase the resolution by using perhaps 104 data points as opposed to 100 or

even more. After all, even a ‘continuous’ plot is not actually continuous when

software plots it. With that said, let us move on to the next method.

4.2 Distorted Polar Coordinate Method

In this section, we present another method for drawing the distorted

horizon. The advantage of this method over the previous one is that this one
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Figure 4.4: A β =
√

2/2 (γ =
√

2) boost of a Kerr black hole with spin a = 0.75
in the direction θβ = 45◦. The solid curve (the ellipse) is the undistorted
horizon with semi-major axis a1 = 1.822875656 and semi-minor axis a2 =
1.661437828. As before, the dotted tilted ellipse is the Lorentz contracted
black hole horizon.

gives a continuous surface as opposed to one that was plotted as a collection

of discrete points. We begin with the equation of an ellipse (with semi-major

and semi-minor axes a1, a2) given in polar coordinates

x2

a2
1

+
z2

a2
2

= 1 =⇒ r(θ) =
a1a2

√

a2
2 cos2 θ + a2

1 sin2 θ
. (4.14)
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As shown in Fig. 4.5, we decompose r(θ) into its components that are parallel

and perpendicular to the boost direction θβ

r|| = r(θ) cos
[π

2
− (θ + θβ)

]

= r(θ) sin(θ + θβ), (4.15)

r⊥ = r(θ) sin
[π

2
− (θ + θβ)

]

= r(θ) cos(θ + θβ). (4.16)

Here θβ is the boost angle measured with respect to the z-axis (as before)

whereas θ is measured from the x-axis. Under a Lorentz boost with β = v/c

β

r(  )θ

θ

θ β

Tr  

r  T

r||

r(  )θ
r||

θ’

’
’ ’ ’

z

x

Figure 4.5: Schematic diagram showing the various angles and vectors used in
determining the location of the distorted ellipse. The ellipses drawn here do
not represent the actual distorted shapes.

giving a gamma factor of γ = (1 − β2)−1/2, the direction along the boost

gets Lorentz contracted while the components orthogonal to the boost remain

63



unchanged , i.e.

r|| → r′|| =
r||
γ

; r⊥ → r′⊥ = r⊥. (4.17)

This gives us the components of the new polar vector r′(θ). Combining Eqs.

(4.15) and (4.16) with the appropriate factor of γ we obtain the length of the

new polar vector

r′(θ) = r(θ)
√

γ−2 sin2(θ + θβ) + cos2(θ + θβ)

=
a1a2

√

a2
2 cos2 θ + a2

1 sin2 θ

√

1 − β2 sin2(θ + θβ). (4.18)

As can be seen from Fig.4.5, the angle θ of r(θ) also gets rotated to the new

angle θ′, which is given by

θ′ =
π

2
− θβ − tan−1 [γ cot(θ + θβ)] . (4.19)

Simply put, because of the Lorentz contraction, a point located at polar coor-

dinates (r(θ), θ) shifts to a new location given by (r′(θ′), θ′).

In order to plot the distorted ellipse, we need to have an equation for it

that is similar to Eq.(4.14). But because of the Lorentz contraction, the new

ellipse should have different lengths for its semi-major and semi-minor axes.

One now also expects to see xz crossterms in the Cartesian side of Eq.(4.14).

To determine the lengths of the new axes, we need to find the “turning points”

of the new ellipse. Meaning that just as the extrema of r(θ) determine the

angular location of the axes a1, a2 so will the extrema of r′(θ′) determine the

locations of the new turning points. In short, we need to extremize r′(θ′) by
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looking at

∂r′(θ′)

∂θ′

∣

∣

∣

∣

∣

θ′=θ′max
min

= 0

which is evaluated to be

∂r′(θ′)

∂θ′
=

∂r′

∂θ

∂θ

∂θ′
=

∂r′

∂θ

(

∂θ′

∂θ

)−1

. (4.20)

Although the derivatives of Eqs.(4.18) and (4.19) are trivial, displaying the

analytical expression of Eq.(4.20) explicitly will crowd the page without serving

much purpose. For this reason, we will pick specific values for γ, θβ, a1 and a2

and evaluate Eq.(4.20) numerically. We choose the following values

γ = 2, θβ = 30◦, a1 =
√

2, a2 = 1 (4.21)

(a1, a2) = (
√

2, 1) correspond to the extremal spin value of a = 1 for the Kerr

black hole. Evaluating Eq.(4.20), we get the following results

r′max
min

θ′max
min

θ′max
min

(◦)

1.33487 -0.3773 -21.61
1.33487 2.7642 158.38
0.5297 1.1934 68.38
0.5297 -1.9481 -111.61

Table 4.1: Numerically determined values yielding the length of the distorted
ellipse’s long and short axes a′

1, a
′
2 as well as the angular locations θ′max

min

of

those axes. In each column, the top two rows correspond to a′
1 and bottom

two to a′
2.
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These values give us the lengths for the new axes of the ellipse as well

as their angular locations. The new long and short axes have the following

lengths

a′
1 = 1.33487, a′

2 = 0.5297 (4.22)

Keep in mind that these axes no longer point along the x, z-axes but are

actually rotated by an angle given in table 4.1. The question is which one of

θ′max
min

’s give us the correct orientation for the distorted ellipse? In the x-z frame,

r = a1 is located at θ = 0◦. The same holds true for r′ = a′
1 in x’-z’ frame,

however that frame is rotated by an angle θ′ with respect to the x-z frame.

From table 4.1, we see that r′ = a′
1 is given by θ′max = −21.61◦ or 158.38◦.

By looking at the overall geometry, one can ascertain that the correct rotation

angle is −21.61◦ (otherwise the ellipse would tilt the wrong way). Let us call

this rotation angle ∆θ. Now, it is simple to relate the x,z coordinates to the

x’,z’ coordinates via a rotation matrix

(

x′

z′

)

=

(

cos ∆θ sin ∆θ

− sin ∆θ cos ∆θ

)(

x

z

)

. (4.23)

Inverting this and solving for x and z we get

x = cos ∆θ x′ − sin ∆θ z′, z = sin ∆θ x′ + cos ∆θ z′. (4.24)

The new version of Eq.(4.14) reads

(cos ∆θ x′ − sin ∆θ z′)2

a
′2
1

+
(sin ∆θ x′ + cos ∆θ z′)2

a
′2
2

= 1 (4.25)
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Now, one easily sees the aforementioned xz cross terms. We solve for z′ using

the quadratic equation which has two solutions corresponding to the upper

and lower halves of the distorted ellipse. We skip these trivial steps here and

have Maple do it for us. The result that matters is the actual shape for the

distorted ellipse, which is given in Fig.4.6 below. The details of how this figure

–1

–0.5

0

0.5

1

–1.5 –1 –0.5 0.5 1 1.5x

Figure 4.6: Horizon of a Kerr black hole with a = 1 distorted by a Lorentz
boost with γ = 2 in the direction θβ = 30◦. This was plotted using the polar
plot method.

is drawn using Maple are provided in appendix 2. The symmetry arguments

made in section 4.1 hold here as well so we do not need to present cases with

boost angle larger than 90◦ i.e. 0◦ ≤ θβ ≤ 90◦ covers all possible angles using

mirror reflections with respect to x- and z-axes.
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4.2.1 Overlap Between The Two Methods

Here, we compare the results obtained by the two different methods

mentioned above. The most straightforward way of doing this is to simply

superimpose the distorted horizons obtained by these two methods. Once

again, we stick with the a = 1, θβ = 30◦ case and simply plot the distorted

ellipses on top of each other.

As can (or rather, can not) be seen from Fig.4.7, the overlap of the

two ellipses is perfect. Without the colors, one would not be able to even tell

that there are actually two superimposed ellipses. So, we have two distinct

methods both yielding the same x-z cross-section for the Lorentz distorted

ellipsoid. This clearly supports the validity of these results and the soundness

of the methods used. There only remains the question of what the actual

distorted ellipsoids look like embedded in 3-dimensional space.

4.3 Adding The Third Dimension

Although at first this may seem like an involved extra step, the inclusion

of the third dimension (y-direction) is rather straightforward. Since we have

constrained the distortions to the x-z plane, the distorted ellipsoid in three

dimensions is given by adding the ‘y-term’ into Eq.(4.25). Let us demonstrate

how to proceed by first doing this to a regular ellipse in the x-z plane given

by

x2

a2
1

+
z2

a2
2

= 1 (4.26)
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Figure 4.7: The overlap of the methods showing a perfect match. This figure
shows an undistorted Kerr black hole with a = 1 and the same black hole
distorted by a γ = 2 Lorentz boost with angle θβ = 30◦ with respect to the
z-axis.

which becomes an ellipsoid in 3-dimensions via

x2 + y2

a2
1

+
z2

a2
2

= 1. (4.27)

Reapplying the same procedure to Eq.(4.25), we end up with

(cos ∆θ x′ − sin ∆θ z′)2

a
′2
1

+
y

′2

a2
1

+
(sin ∆θ x′ + cos ∆θ z′)2

a
′2
2

= 1 (4.28)

Note that although the distorted ellipsoid acquires new axes a′
1, a

′
2 in the x,z-

directions, the y-direction retains the original semi-major axis length a1. This

is because the boost lies in the x-z plane thus does not have any effects along

the y-direction. Using Maple’s plot3d command, we can easily visualize this
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(a) x-y plane cut.
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(b) x-z plane cut.
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(c) View from a random angle.
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(d) y-z plane cut.

Figure 4.8: Different cross-sections of the triaxial ellipsoid which is an extremal
Kerr black hole of spin a = 1 distorted from its original shape by a γ = 2
Lorentz boost toward θβ = 30◦ direction which lies on the x-z plane. Starting
from the upper left and going clockwise, the x-y, x-z, y-z cuts and the view
from a random angle are displayed. The “jaws of doom” effect is an artifact
of insufficient resolution, or rather, number of points used in generating the
plots. Here, each plot contains 10,000 points. One can ‘close’ the jaws by
increasing the number of particles at the expense of computing time.
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triaxial ellipsoid in 3-dimensions. We apply this method to the case of a Kerr

black hole with spin a = 1 boosted toward θβ = 30◦ with γ = 2. The result-

ing boost distorted ellipsoid is displayed from four different viewing angles in

Fig.4.8. The “jaws of doom” effect in the figure is a resolution effect. These

plots were made using 10000 particles (plot points) each. Increasing the num-

ber to something like 107 would greatly reduce the gap. However, this adds

unnecessarily long computation times for compiling on a single machine.

4.4 Elliptical Coordinates

Although the methods shown above suffice in providing us with the

shape of the apparent horizon distorted by a boost. There is another way to

obtain these surfaces using elliptical coordinates. Let us begin by once again

looking at a simple ellipse in the x-z plane with long and short semi-axes given

by a1 and a2 respectively. We begin with the equation of an ellipsoid written

with a free parameter ξ ∈ [b,∞) as given in [54]:

x2 + y2

ξ2 − a2
+

z2

ξ2 − b2
= 1 (4.29)

For ξ > a we get a circle on the x-y plane with radius2 = ξ2 − a2, and ellipses

on the x-z and y-z planes.

We go from the rectangular coordinates x, y, z to the curvilinear (in

this case ellipsoidal) coordinates ξ1, ξ2, ξ3 via the following relations given in

71



[54]

x = ξ3

√

(ξ2
1 + d2)(1 − ξ2

2), (4.30)

y =
√

(ξ2
1 + d2)(1 − ξ2

2)(1 − ξ2
3), (4.31)

z = ξ1ξ2. (4.32)

(4.33)

Another coordinate transformation takes us from ξ1, ξ2, ξ3 to µ, θ, φ with the

following identifications

ξ1 = d sinh µ; ξ2 = cos θ; ξ3 = cos φ (4.34)

Combining Eqs.(4.33), (4.34), one can directly go from Cartesian x, y, z coor-

dinates to ellipsoidal coordinates µ, θ, φ with

x = d cosh µ sin θ cos φ, (4.35)

y = d cosh µ sin θ sin φ, (4.36)

z = d sinh µ cos θ. (4.37)

The coordinate µ acts as a radial distance and determines the ellipticity of the

coordinate system. µ << 1 gives us a radial grid made up of very eccentric

ellipses where as µ = ∞ gives us a perfectly circular radial grid. So as µ

increases, our grid goes from elongated ellipses near the origin to concentric

circles very far away.

Finally, to truly accept the coordinates µ, θ, φ as giving us ellipsoids we
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must somehow obtain

x2 + y2

a2
1

+
z2

a2
2

= 1 (4.38)

from the new identifications. This is accomplished by defining new constants

d2 ≡ a2
1 − a2

2 , µmin = tanh−1

(

a2

a1

)

. (4.39)

A few simple steps of algebra using the well known identity cosh2 µ−sinh2 µ =

1 gives us

d2 cosh2 µmin = a2
1 , d2 sinh2 µmin = a2

2 .

We see that for µ = µmin, the equation for an ellipsoid (Eq.(4.38)) is obtained

with a1, a2 as the axes. The value µmin is sometimes called the mask radius

[55]. Using the ellipsoidal coordinates (µ, θ, φ), we can form a new coordinate

grid around the black hole that starts at the horizon with µ = µmin as the

innermost ellipsoid and grows more and more spherical as µ → ∞. In Fig.4.9

below, we provide an example that uses different ellipsoidal grids around two

different Kerr black holes. As before, we suppress the third dimension and only

look at the x-z cuts (y = 0 or φ = φβ) of the ellipsoids. So technically speaking,

we are plotting the elliptical grid. The generalization to three dimensions is

straightforward as shown in section 4.3. The hyperbolae in Fig.4.9 are curves

of θ = 60◦, 45◦, 30◦, respectively. θ is similar to the usual polar angle of the

spherical coordinates and asymptotically becomes identical to that.
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(a) Kerr black hole with a = 1.
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(b) Kerr black hole with a = 0.5.

Figure 4.9: Ellipsoidal coordinates for two Kerr black holes with spins a =
1, 0.5 respectively. The innermost ellipses are the horizons. The hyperbolae
are curves of θ = 60◦, 45◦, 30◦, respectively.

4.4.1 Elliptical Coordinates for Boosted Horizons

We now apply the polar coordinate rotation method of section 4.2 to

the elliptical coordinates of the previous section. In fact, all we really need

is the relevant information from that section. As one recalls, we need the

new semi-major and semi-minor axis lengths a′
1, a

′
2 as well as the angle ∆θ by

which the distorted ellipses rotate. For example, for a Kerr black hole with

spins a = 1, 0.5, one gets, respectively

a′
1 = 1.33487, 1.91588 ;

a′
2 = 0.52972, 1.06663 ;

∆θ = −0.3773, −0.50416 .
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The distortion mostly comes from the crossterms in the equations for the

ellipses such as the one in Eq.(4.25). Of course, here, our ellipses are written

in terms of elliptical coordinates µ, θ, (φ = φβ) and new constants d and µmin.

We omit these details here and present them in appendix 4 which contains the

relevant Maple code. We present the outcome in Fig.4.10 below where we have

applied this method to Kerr black holes of spins a = 1 and 0.5 for a boost of

γ = 2 along polar angle θβ = 30◦ in the x-z plane as before.

–1

–0.5

0.5

1

–1.5 –1 –0.5 0.5 1 1.5xp

(a) Kerr black hole with a = 1.
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2

–2 –1 1 2xp

(b) Kerr black hole with a = 0.5.

Figure 4.10: Tilted ellipsoidal coordinates for two Kerr black holes with spins
a = 1, 0.5 respectively. The innermost ellipses are the horizons. The boost
is in the x-z plane given by polar angle θβ = 30◦ with γ = 2 as before. The
untilted ellipses represent the unboosted horizons. One can visually compare
these figures with the figures obtained in sections 4.1, 4.2.

In summary, we have several methods that all yield the same shapes for

the distorted horizons. Depending on what one wishes to do, one could either

employ the discrete tracer line method or the continuous polar plot method.

Or if one wishes, one could do everything in terms of ellipsoidal coordinates
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from the start. Having different methods offers the user the option of picking

the one that would suit his or her purposes best. Of course, the selling point of

it all is that all of the methods agree on the shape and the size of the distorted

apparent horizon.
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Chapter 5

Area Invariance under Spin-Boost

Transformations

Our calculation of the area invariance presented in chapter 3 is per-

formed using a specific coordinate system and it is rather lengthy. It turns

out that there is another way of showing the area invariance of a null surface

using what is called a spin-boost transformation of a null tetrad. Such trans-

formations are especially relevant in the so-called Newman-Penrose formalism

of General Relativity [56]. The derivation of area invariance under spin-boosts

is presented in [38] by Poisson. There, Poisson shows that the 2-metric [of

the 2-surface called the apparent horizon] is what remains invariant whereas

we have shown that the 2-metric changes (in the specific coordinate system

used), but the area of the horizon (the 2-dimensional integral of the determi-

nant of the 2-metric) remains invariant. This crucial difference between these

two methods is our first clue as to why one should not take the derivation in

[38] as being compatible with the way we have shown the area invariance in

Chapter 3, that is, under a Lorentz boost in the sense of a transformation to

a moving coordinate system. More specifically, Poisson shows the area invari-

ance under a specific class of transformations of a null tetrad in a spacetime
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called a spin-boost transformation or a type III rotation. Although a spin-

boost can be made to look very similar to a Lorentz transformation, below we

will show that the spin-boost and the Lorentz boost as employed in this work

yield different physical pictures. In Poisson’s own words [57]:

The phrase ‘Lorentz Boost’ is sometimes used to mean two different

things. The usual meaning is ‘Lorentz transformation’, and this

means a coordinate transformation to a moving frame; in this case

the boost may change the form of the metric. The second meaning

is mainly used in the context of Newman-Penrose formalism, and it

means a change of the null tetrad...This does not change the form

of the metric.

We will use the explicit example of a spin-boost transformation in Schwarzschild

spacetime to illustrate the subtle but crucial differences between these seem-

ingly identical transformations. First let us present Poisson’s derivation.

5.1 Poisson’s Derivation

The derivation below is identical to the one written in Poisson’s book

[38] but provides a few more details.

Consider a null vector field ℓα tangent to the event horizon, and λ, the

affine parameter for this vector field (i.e. ℓµ = ∂xµ/∂λ thus ℓα∂αℓβ = ∂ℓβ

∂λ
).

The 2-dimensional cross-sections of the event horizon are what we call apparent
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horizons and are orthogonal to ℓα. Under spin-boost transformations, the null

vector changes its parametrization

λ → λ̄(λ, θA) (5.1)

where θA (A = 1, 2) are coordinates on the 2-dimensional cross sections trans-

verse to the null vector ℓα. Here λ̄ is the new parameter given as a function

of λ and θA. Let us see how such a change of parametrization affects the

geometry of the 2-surfaces. The differential form of Eq.(5.1) is

dλ̄ =

(

∂λ̄

∂λ

)

θA

dλ +

(

∂λ̄

∂θA

)

λ

dθA

≡ C dλ + cA dθA (5.2)

A displacement within the 3-dimensional null event horizon (parametrized by

λ, θA or λ̄, θA) can be given in either coordinate system

dxα = ℓαdλ + eα
AdθA

= ℓ̄αdλ̄ + ēα
AdθA . (5.3)

where eα
A ≡ (∂xα/∂θA)λ. eα

A are the vector fields tangent to 2-dimensional

cross sections (apparent horizons). Therefore, by construction ℓαeα
A = 0. The

barred vector fields are given by

ℓ̄α ≡ (∂xα/∂λ̄)θA ; ēα
A ≡ (∂xα/∂θA)λ̄.
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From Eq.(5.2), we see that the tangent vectors transform as

ℓ̄α =
∂xα

∂λ̄
=

(

∂λ

∂λ̄

)

∂xα

∂λ
≡ C−1ℓα (5.4)

and

ēα
A = eα

A + ℓα

(

dλ

dθA

)

λ̄

= eα
A − ℓα ∂λ

∂λ̄

∂λ̄

∂θA
= eα

A − cAC−1ℓα. (5.5)

It can be easily verified that the barred vector fields are still orthogonal to

each other. Since we are interested in the area of the apparent horizon, let us

investigate what happens to the induced 2-metric of the cross sections. The

2-metric hAB is defined as the projection (called a ‘pullback’ in differential

geometry) of the 4-metric gαβ onto the 2-surfaces via

hAB ≡ gαβ eα
Aeβ

B (5.6)

Under the reparametrization, the following changes take place

h̄AB = gαβ ēα
Aēβ

B

= gαβ (eα
A − cAC−1ℓα)(eβ

B − cBC−1ℓβ)

= gαβ eα
Aeβ

B

= hAB (5.7)

From this, we see that the induced metric of the apparent horizon is invariant

under a spin-boost transformation, therefore its area remains constant. This

argument is made in a coordinate invariant manner. Basically, what is shown

is that the tangent vectors to the horizon eα
A acquire a contribution in the
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null direction under Lorentz the spin-boost transformation. Therefore, these

contributions do not change the 2-metric given by Eq.(5.6).

There could be one reasonable objection to this derivation if one in-

spects Eq.(5.7) carefully. Then one would notice that in Eq.(5.7) we simply

used the original spacetime metric gαβ instead of using ḡαβ (the transformed

spacetime metric). As we will show below this is not incorrect. This is because

the transformation used in Eq.(5.1) is a spin-boost transformation and not a

Lorentz coordinate transformation as it was used in Chapter 3. It turns out

that the spacetime metric gαβ remains invariant under these special transfor-

mations unlike in the case of a Lorentz boost. To see this, we must learn

more about spin-boost (type III rotation) transformations and the null tetrad

formalism of General Relativity.

5.2 Null Tetrad Formalism

Given any vacuum spacetime one can construct a basis made up of

four linearly independent vectors whose coefficients depend on the spacetime

variables. At each point P in spacetime, one sets up a basis of four contravari-

ant vectors. Let us denote this basis by eµ
(a) where µ is the spacetime index

and (a) = 1, ..., 4 is the tetrad index. We lower the spacetime index with the

spacetime 4-metric as usual

eµ(a) = gµν eµ
(a).

81



The orthonormality conditions are given by the following

eµ(a)eν(a) = δµ
ν , and eµ(a)eµ(b) = δ

(a)
(b)

where we raised the tetrad index using eµ(a) = η(a)(b)eµ
(b). η(a)(b) is the inverse

of the “tetrad metric” η(a)(b), which is given to be

η(a)(b) = eµ
(a)eµ(b). (5.8)

If one knows the tetrad a priori then one can construct the spacetime metric

with

gµν = e(a)
µ eν(a) . (5.9)

So far we have made no restrictions as to what kind of tetrad one can have.

The Newman-Penrose formalism is a particular type of tetrad formalism where

the four tetrad vectors are null vectors.In this formalism of General Relativity,

one picks a null tetrad given by (we will be omitting the spacetime indices for

the next few paragraphs)

e(a) = (ℓ, n, m, m̄) (5.10)

where each member of the tetrad is a null vector i.e. ℓ2 = n2 = m2 = m̄2 = 0

and m̄ is the complex conjugate of m. In addition, one also must impose the

following spacetime inner products on the tetrad

ℓ · n = −1 and m · m̄ = 1 (5.11)
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with all other inner products equaling zero. It is not strictly necessary to

impose the additional inner products in Eq.(5.11), but these extra conditions

offer certain advantages which are mentioned in [40] that are beyond the scope

of this thesis. With all the inner products known, we can now construct the

tetrad metric

η(a)(b) =













0 −1 0 0

−1 0 0 0

0 0 0 1

0 0 1 0













. (5.12)

Inverting this matrix and using it in e(a) = η(a)(b)e(b), we can determine the

elements of the dual tetrad basis. They are

e(1) = −n, e(2) = −ℓ, e(3) = m̄, e(4) = m. (5.13)

Using these in Eq.(5.9) we obtain

gµν = −ℓµnν − nµℓν + mµm̄ν + m̄µmν . (5.14)

The null tetrad formalism is mainly used to extract gravitational waves from a

given spacetime by looking at the so-called Weyl scalars (Ψ0, Ψ1, Ψ2, Ψ3, Ψ4),

which are various contractions of the Weyl tensor Cαβγδ with the members of

the null tetrad. Our interest here does not lie with the Weyl scalars but rather

with certain transformations of the null tetrad.

One transforms the null tetrad according to which Weyl scalar one

wishes to remain constant. There are three such transformations. The one

that is relevant here is called a type III null rotation of the tetrad. This is
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also known as a ‘spin-boost transformation’. We will show below why this is a

fitting term. In a type III transformation, one performs a rotation in the null

m − m̄ plane and this results in the following changes for the null tetrad.

ℓ → A−1ℓ, n → A n, m → eiθm, m̄ → e−iθm̄ (5.15)

where A and θ are real valued parameters. There is one very special feature

of this type of transformation and it is that it leaves the spacetime metric

invariant. One could easily verify this by substituting the transformed vectors

into Eq.(5.14) above. This is the reason why we used gαβ in Eq.(5.7) and not

ḡαβ. The two are the same under a type III rotation. What guarantee do we

have that the transformation in Eq.(5.1) is a type III rotation? A quick look

at Eqs.(5.4), (5.15) confirms that Eq.(5.1) is indeed a type III rotation which,

as shown above, leaves gαβ unchanged. The fact that gαβ remains invariant is

a clear indication that a type III rotation (spin-boost) is a transformation on

the tetrad and not on the spacetime itself.

Having explained what spin-boost transformations are, let us know turn

to the issue of why they might be relevant to the case of Lorentz boosts. To

start, let us take a closer look at the spin-boost transformation. Given any

two distinct null vectors ℓµ and nµ with ℓ · n = −1, one can construct a unit

timelike vector tµ and a unit spacelike vector sµ out of these with

t =
1√
2

(ℓ + n) and s =
1√
2

(ℓ − n) . (5.16)
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These equations are covariant so under the type III rotation (spin-boost) we

get the following

t → t̄ =
1√
2

(

ℓ̄ + n̄
)

=
1√
2

(

A−1ℓ + An
)

=
A2 + 1

2A
t +

1 − A2

2A
s. (5.17)

For a suitable choice for the parameter A i.e. v/c ≡ β = (A2 − 1)/(A2 + 1) we

obtain

γ =
(

1 − β2
)−1/2

=

(

1 − (A2 − 1)2

(A2 + 1)2

)−1/2

=
A2 + 1

2A

and

γβ =
(A2 − 1)

2A

which change Eq.(5.17) to

t̄µ = γ (tµ − βsµ) (5.18)

where we have restored the spacetime index µ. Similarly for sµ we get

s̄µ = γ (sµ − βtµ) . (5.19)

Now, one clearly sees the connection between a type III rotation of the null

tetrad and a Lorentz boost. Eqs.(5.18) and (5.19) look like Lorentz boost

equations along vector sµ. It is for this reason that a type III rotation is also

called a spin-boost transformation. That is, when this null rotation is applied
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to a null tetrad, it gives a boost along sµ which looks just like a regular Lorentz

boost.

It appears that we are now faced with a conundrum. We seemingly have

a Lorentz transformation which, in one hand, changes the spacetime metric gαβ

as was done in chapter 3 and in the other hand, leaves gαβ invariant as shown

in this chapter. The inconsistency stems from the fact that a Lorentz boost

can be taken to mean a coordinate transformation as in chapter 3 or a rotation

of the tetrad as in this chapter. The point is that these two transformations

result in fundamentally different physical pictures although often mistakenly

grouped under the same name. We illustrate this explicitly by applying a

spin-boost transformation to a well known black hole spacetime, namely the

Schwarzschild solution. More precisely, what the spin-boost transformation

does is a change of parametrization for the generators of the null tetrad, and

not a transformation of the spacetime coordinates. So the basis vectors (null

tetrad) change, but not the spacetime metric.

There is much more to Newman-Penrose formalism than what is men-

tioned here. In fact, this formalism plays a crucial role in gravitational wave

extraction in spacetime which is especially relevant in Numerical Relativity

and its applications toward gravitational wave detection. Interested readers

can find more details in [58], [40] for example.
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5.3 Spin-Boost Transformation for the Schwarzschild

Spacetime

We are ultimately interested in connecting this formalism with boosted

black holes. Therefore, in this section we will apply the spin-boost transforma-

tion to a Schwarzschild black hole. To begin, we must pick an appropriate null

tetrad for our spacetime. The usual tetrad for the Schwarzschild spacetime

will do just fine. This choice of tetrad picks a radially outgoing null vector for

ℓµ and and ingoing one for nµ. The components in Schwarzschild coordinates

(t, r, θ, φ) are

ℓµ =

(

(

1 − 2M

r

)−1

, 1, 0, 0

)

(5.20)

nµ =
1

2

(

1,−
(

1 − 2M

r

)

, 0, 0

)

.

Although we refer to the vectors ℓµ, nµ as the “null” tetrad, this is clearly

misleading since a tetrad by definition requires four vectors. Here and for the

rest of this chapter, we simply overlook the other two vectors of the tetrad

(mµ, m̄µ) as they are not relevant to our discussion. One can easily check that

the conditions ℓ2 = n2 = 0 and ℓ · n = −1 are satisfied. It can also be quickly

verified that these vectors are null geodesics of Schwarzschild spacetime. How-

ever, because ℓ and n are null, Eq.(5.20) is unique only up to a rescaling of

the vectors. Any vector field of the form ℓµ = (f(r), g(r), 0, 0) satisfying the

null condition ℓ2 = gttf(r)2 + grr g(r)2 = 0 will be proportional to the explicit

choice in Eq.(5.20). Another nice property of this tetrad is that the coordinate
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r is the affine parameter for ℓµ i.e. ℓα∂αlβ = ∂lβ

∂r
. The tetrad in Eq.(5.20) is

the most commonly used tetrad for Schwarzschild spacetime. However, we will

show that this choice of tetrad is undesirable for a spin-boost transformation in

the sense of a Lorentz transformation to a moving coordinate system. For the

spacelike vector sµ, which is to be the boost direction, Eqs.(5.16) and (5.20)

give a vector whose only non-zero spatial component is in the radial direction.

sµ =
1√
2

(

r + 2M

2(r − 2M)
,
1

2

(

3 − 2M

r

)

, 0, 0

)

(5.21)

If we now apply a spin-boost transformation on the tetrad of Eq.(5.20), the

resulting Lorentz boost along sµ as given by Eqs.(5.18) and (5.19) translates

to a boost in the radial direction as shown in Eq.(5.21). This is absurd as a

Lorentz boost in the sense of a Lorentz transformation on the coordinates must

always be rectilinear in direction and never radial. The concept of a ‘radial

boost’ becomes especially vexing in the case of boosting a black hole. This

would mean that all parts of the black hole would be boosted radially outward

at once. This clearly makes no sense. So, although in a strict mathematical

sense the spin-boost transformation equations (5.18) and (5.19) look just like a

Lorentz transformation of coordinates, calling such a transformation a Lorentz

boost of coordinates is misleading as the boost direction is radial in this case.

Of course, the form of sµ completely depends on our initial choice of null

tetrad vectors ℓµ and nµ and infinitely many choices exist. The exercise above

simply shows us that the obvious tetrad choice in Schwarzschild spacetime is

not the correct one. Let us see if we can actually find a proper tetrad so that
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a spin-boost transformation would translate to a Lorentz boost in the sense of

Lorentz transformation of coordinates in a rectilinear direction. Let us try a

different coordinate system for our next attempt.

Kerr-Schild coordinates that we introduced in chapter 3 seem like a

more suitable choice since by construction they are rectilinear. KS spatial

coordinates (x, y, z) are related to Schwarzschild spatial coordinates in the

same way as Cartesian coordinates relate to spherical. For example, the radial

vector r has components in KS coordinates given by r = (x, y, z) with r2 =

x2 +y2 +z2 as was shown before in section 3.1. So, for ingoing KS coordinates,

with the restriction ℓ · n = −1, we have

ℓµ =
1

2

(

1 − 2M

r

)(

r + 2M

r − 2M
,
x

r
,
y

r
,
z

r

)

and nµ =
(

1,−x

r
,−y

r
,−z

r

)

(5.22)

which give

sµ =
1√
2

(

r + 2M

r − 2M
− 1

2

(

1 − 2M

r

)

, +
1

2

(

3 − 2M

r

)

(x

r
,
y

r
,
z

r

)

)

(5.23)

and for outgoing KS, we have

ℓµ =
(

1,
x

r
,
y

r
,
z

r

)

and nµ =
1

2

(

1 − 2M

r

)(

r + 2M

r − 2M
,−x

r
,−y

r
,−z

r

)

(5.24)

which give

sµ =
1√
2

(

1

2

(

1 +
2M

r

)

,
1

2

(

3 − 2M

r

)

(x

r
,
y

r
,
z

r

)

)

. (5.25)
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In both Eqs.(5.23) and (5.25) the spatial component of the boost vector sµ

points in the
(

x
r
, y

r
, z

r

)

direction, which is nothing more than the radial vector

r−1r. So once again, we ended up with a radial boost direction. This shows

that standard choices for a null tetrad in any one of the three coordinate

systems (Schwarzschild, ingoing KS, outgoing KS) yield radial directions for

the boost, which are undesirable.

Let us approach this problem from another again. Let us first pick the

rectilinear boost direction sµ instead of starting with the null tetrad. Then we

will try to construct a null tetrad out of sµ and a suitable unit timelike vector.

So, we will repeat the previous procedure in reverse order, that is, we will first

determine the unit timelike and spacelike vectors then construct the null tetrad

from these. To this end, it is more useful to look the Schwarzschild spacetime

in Kerr-Schild (KS) coordinates. In order to determine a unit timelike vector

T µ in a given spacetime with metric gµν (we switch from t to T to avoid

confusing the timelike vector T µ with the KS time coordinate t) one must

turn to the 3+1 ADM formalism of general relativity [60].

Given a spacetime (M, gµν), the ADM formalism foliates the 4-dimensional

spacetime manifold M with 3-dimensional spacelike hypersurfaces Σi (slices).

This foliation is timelike meaning that for some scalar function Φ, its gradient

∇µΦ is normal to each spacelike slice of Φ = constant, thus ∇µΦ = ∂µΦ is

timelike. The function Φ is usually referred to as the global time function t.

As the symbol t has already seen its fair share of use in this thesis, we will

stick with Φ here. The timelike separation between each slice is measured by
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i

i+1

αΤα

Σ

Σ βi

αΦ
Φ+d

Φ

Φ

Figure 5.1: 3+1 ADM foliation of a spacetime into 3-dimensional spacelike
hypersurfaces Σ. T µ is normal to each hypersurface and Φµ provides a direction
of time flow. βi accounts for the shift of each point on a given hypersurface.
Two spatial dimensions have been suppressed.

a scalar called “the lapse” α. Moreover, as each point on the ith slice moves

up in time to the (i + 1)th slice, it might change its location in space due to

changes in geometry or forces, that is, each point might shift. To account for

this, one also introduces a 3-dimensional shift vector βi (not to be confused

with the boost parameter β); here i denotes the spatial indices. Together the

lapse α and the shift βi determine where in space and time each point on a

hypersurface ends up. In short, they give us the time evolution i.e. the dy-

namics of a given spacetime. Fig. 5.1 illustrates the foliation of a spacetime.

T µ is defined to be the unit timelike vector normal to each hypersurface. The

timelike separation between each slice is given by αT µ. If we let Φµ be the

vector describing the infinitesimal spacetime displacement of a point from one

hypersurface to the next, we can decompose this vector as follows:

Φµ = αT µ + βµ (5.26)
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where βµ = (0, βi) only has components in a given hypersurface.

Given a metric gµν for a spacetime, the 3+1 ADM breakdown occurs

as follows

gµνdxµdxν = −(α2 − β2)dt2 + 2βi dt dxi + gij dxidxj (5.27)

where gij is called the spatial metric of the hypersurface and contains only

the spatial components of gµν . In order to determine the lapse and the shift

of Schwarzschild spacetime in Kerr-Schild coordinates, we need to equate the

metric of Eq.(5.27) with the Schwarzschild metric of Eq.(3.2). Let us display

the metric of Eq.(3.2) explicitly in matrix format (symmetric entries have been

left blank to avoid clutter)

gµν =













−
(

1 − 2M
r

)

2Mx
r2

2My
r2

2Mz
r2

1 + 2Mx2

r3

2Mxy
r3

2Mxz
r3

1 + 2My2

r3

2Myz
r3

1 + 2Mz2

r3













. (5.28)

Here, as before, r2 = x2 + y2 + z2. The ADM formalism gives a unit timelike

vector T µ normal to the 3-dimensional hypersurfaces in terms of the lapse

function α and the shift βi by the following

T µ =
(

α−1,−βi/α
)

. (5.29)

From the metric in Eq. (5.28) we can immediately extract βi = 2M
r2 (x, y, z)
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and with a little work, we obtain α, βi

α =
1

√

1 + 2M
r

,

βi =
2M

r2

(

1 +
2M

r

)−1

(x, y, z). (5.30)

With these, we can write the components T µ explicitly

T µ =

(
√

1 +
2M

r
,−2M

r2

(

1 +
2M

r

)−1/2

(x, y, z)

)

. (5.31)

A quick computation confirms that this is unit timelike i.e. T 2 = −1. We must

now pick a spatial unit vector sµ such that the spin-boost transformation yields

a rectilinear Lorentz boost direction. As we have seen above, the wrong choice

might result in a meaningless direction for the boost. Let us pick the direction

of the boost a priori then determine sµ accordingly. The x-direction will do

as well as any. This means that once we construct ℓ and n from T and s by

inverting Eq.(5.16) and apply the spin-boost transformation on ℓ and n, we

should end up with a boost in the x-direction for the spacetime in Eqs.(5.18)

and (5.19). However, simply picking sµ = Xµ ≡ (0, 1, 0, 0) does not yield a

unit spacelike vector. This needs to be properly normalized (i.e. s2 = 1) with

respect to the KS metric of Eq.(5.28). The properly normalized unit spacelike

vector spatially pointing in the x-direction now reads

sµ =

√

r3

r3 + 2Mx2
(0, 1, 0, 0) . (5.32)
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A quick computation with the KS metric shows that this is indeed unit space-

like (s2 = 1) and orthogonal to T µ (s · T = 0). Using Eqs.(5.16) to solve for

ℓ = (T + s)/
√

2, we obtain the null outgoing null vector

ℓµ =















1√
2

√

1 + 2M
r

√

r3

r3+2Mx2 − 2Mx
r2

√

r
r+2M

−2My
r2

√

r
r+2M

−2Mz
r2

√

r
r+2M















. (5.33)

Clearly ℓµ is null: ℓ2 = 0 since T 2 = −1, s2 = 1 and T · s = 0. Similarly, we

can easily obtain the ingoing null nµ via n = (T − s)/
√

2. Let us omit writing

nµ explicitly.

To follow along with Poisson’s formalism, we need to determine whether

or not the vector field ℓµ is tangent to the event horizon and a geodesic of

the Schwarzschild spacetime. The tangency condition is required because we

want ℓµ to be a generator of the 3-dimensional event horizon. At a first

glance, the answer to both questions seems to be negative. But let us do

the computations properly anyway. We wish to determine whether Eq.(5.33)

is a geodesic of the Schwarzschild spacetime or not. There are two ways to

answer this question. One way would be to simply insert the vector field given

in Eq.(5.33) into the geodesic equation in rectangular Kerr-Schild coordinates.

Another way to go about this would be to transform ℓµ of Eq.(5.33) back

to Schwarzschild spherical coordinates and use the geodesic equation in that

coordinate system. As the metric in KS coordinates has no non-zero entries,

it yields dozens of connection coefficients. Thus, it is more efficient to pick the

94



second method. So we will first transform the components of ℓµ in Eq.(5.33)

to Schwarzschild spherical coordinates then insert that ℓµ into the geodesic

equation. To that end, we first transform this vector field from KS Cartesian

({xµ}) to Schwarzschild spherical coordinates ({xµ̄}). To do that, we must act

on ℓµ with the Jacobian Λµ̄
µ of the coordinate transformation. Let us interject

here with a brief refresher on Jacobians (see [61] for a brief treatment).

Recall that any transformation from one coordinate system (say un-

barred) to another (barred) is given by the Jacobian matrix Λµ
µ̄ with

Λµ
µ̄ =

∂xµ

∂xµ̄
and Λµ̄

µ =
(

Λµ
µ̄

)−1
=

∂xµ̄

∂xµ
(5.34)

where the second matrix is the inverse of the first and is used to go from barred

to the unbarred coordinate system. Under these rules, a 1-form transforms

according to

ℓµ̄ = Λ µ
µ̄ ℓµ, (5.35)

a vector according to

ℓµ̄ = Λ µ̄
µ lµ, (5.36)

and finally the spacetime metric transforms as

ḡ = ΛTg Λ (5.37)

g =
(

ΛT
)−1

ḡ Λ−1. (5.38)

In the last two equations, we omitted writing the indices and left the trans-

formation formulae in their schematic form to avoid unnecessary clutter.
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Let us now put some specifics in. If one wishes to go from Schwarzschild

spherical to Kerr-Schild Cartesian coordinates (to go the other way, one simply

uses
(

Λµ
µ̄

)−1
= Λµ̄

µ). The Jacobian matrix for this particular transformation is

explicitly given to be

Λµ
µ̄ =













1 − 2M
r−2M

x
r

− 2M
r−2M

y
r

− 2M
r−2M

z
r

0 x/r y/r z/r

0 cos θ cos φ
r

cos θ sin φ
r

− sin θ
r

0 − sin φ
r sin θ

cos φ
r sin θ

0













. (5.39)

The inverse and the transpose of this Jacobian matrix can be obtained in a

straightforward manner. There is one delicate detail that must be considered

and that is determining which KS set of coordinates one is using. Given the

Schwarzschild metric, one can write it in two equivalent but slightly different

KS coordinates: ingoing and outgoing. The Jacobian matrix given above along

with all the KS metrics displayed in this section are written with ingoing KS

coordinates. If one wishes to use outgoing KS, one needs to make slight ad-

justments to the Jacobian, which consist of changing the signs of Λ11, Λ12, Λ13

components of the matrix in Eq.(5.39) (the time coordinate is labelled by 0th

index.). Although the difference seems very subtle, it becomes pronounced

when one compares Eqs.(5.22) with (5.24). The null vectors have different

components in different KS coordinates.

Now that we have the explicit expression for the Jacobian at hand, using

Eq.(5.36), we obtain ℓµ̄ in Schwarzschild coordinates. Omitting the algebraic
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but hardly enlightening details, we get

ℓµ̄
Sch =

1√
2

















−
(

1 − 2M
r

)−1
(

2Mx
r2

√

r3

r3+2Mx2 −
√

r
r+2M

)

x
r

√

r3

r3+2Mx2 − 2M
r

√

r
r+2M

√

r3

r3+2Mx2

1
r
cos θ cos φ

−
√

r3

r3+2Mx2

sin φ
r sin θ

















(5.40)

where x = r sin θ cos φ. We left x as it is to save space in Eq.(5.40). Using

Maple, we further confirmed these transformations and that the ℓµ̄
Sch is null

with respect to the Schwarzschild metric. Eq.(5.40) is the vector field that

we want to investigate. A quick inspection of the components displayed in

Eq.(5.40) is enough to hint that this vector field is probably not a geodesic of

Schwarzschild spacetime. Indeed, inserting this vector field into the geodesic

equation and letting Maple sort out the algebra, we confirm this: the vector

field in Eq.(5.40) does not satisfy the geodesic equation in Schwarzschild space-

time. Furthermore, since it is not a geodesic, it is not affinely parametrized.

In short, although this choice of the tetrad (assuming we also have n, m and

m̄) gives a boost in the x-direction (0, 1, 0, 0) under spin-boost transforma-

tion, the vector field ℓµ in Eq.(5.33) (which translates to ℓµ̄ given by Eq.(5.40)

in Schwarzschild coordinates) can not be used in Poisson’s derivation because

it is not a generator of the event horizon. Once again, we came up short in

our efforts to find a proper null tetrad that when transformed by spin-boosts

yields a rectilinear Lorentz boost direction.

One reason why things did not work out when we picked sµ a priori

97



by making the choice sµ ∝ Xµ ≡ (0, 1, 0, 0) is because of the form of the

timelike vector T µ in Eq. (5.31). It contains a shift in the spatial direction

that naturally changes the spatial direction of sµ from Xµ when one adds the

two together to construct ℓµ. This means that whereas originally our vector

was intended to point along the x-direction (spatially) because of the shift

introduced by T µ, it will no longer point in that original direction. In fact,

one could easily see this for oneself by simply taking the spatial components

of ℓµ either in KS coordinates (Eq. (5.33) or in Schwarzschild coordinates

(Eq.(5.40)) and numerically evaluating them on a desired slice of r = 2M

3-surface. For example, a φ = 0 slice would do. The result is that, the spatial

component of ℓµ does not actually point outward toward the x-direction but

instead it points inward with changing direction depending on one’s latitude

and longitude on the 2-sphere.

As a solution, one might propose to pick another unit timelike vector

T µ that would not introduce such a shift. Unfortunately, a simple choice such

as T µ = (1, 0, 0, 0) does not work because of the requirement that s · T = 0.

And because we have only two equations involving T µ: T 2 = −1 and s ·T = 0,

we do not have too many options when choosing the form of T µ. One could

easily show that any choice of the form T µ = (A, Bx/r,By/r,Bz/r) will yield

exactly the same vector as given in Eq. (5.31). In fact, we are limited to this

choice by the structure of the ADM 3+1 breakdown as shown in Eq.(5.29). In

KS coordinates, this T µ corresponds to a unit timelike vector that is orthogonal

to t = constant (KS time) hypersurfaces. Not surprisingly, the explicit form
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of the T µ is directly tied to the coordinates used.

The fact that ℓµ̄
Sch in Eq.(5.40) is not a radially directed vector brings

about other complications. Whereas in the radial case the vector fields eµ
A tan-

gent to 2-dimensional spheres are orthogonal to ℓµ in Eq.(5.20) (l ·eA = 0), this

certainly is not so with ℓµ̄
Sch given in Eq.(5.40). Basically, this is yet another

way of saying that this null vector field is not a generator of the event horizon

as it is not orthogonal to r = constant surfaces. In other words, although it

is null, ℓµ̄
Sch is not tangent to the Schwarzschild event horizon. Recall that in

order for Poisson’s derivation of area invariance to work, one member of the

null tetrad must be tangent to event horizon. Poisson emphasizes this point

as well. Simply put, ℓµ̄
Sch in Eq. (5.40) does not work.

Another objection can be directed toward the choice of the vector Xµ =

(0, 1, 0, 0) as pointing along the x-axis. That is, Xµ may not be the true x-

direction. One sees how this may be reasonable as the inner product of Xµ

with Y µ = (0, 0, 1, 0) and Zµ = (0, 0, 0, 1) does not equal zero, neither does

Y ·Z by the way. In flat spacetime, these vectors would be orthogonal to each

other but not so in a curved geometry like the Schwarzschild spacetime. In

order for us to pick a more appropriate ‘x-direction’ (still referring to it as sµ)

than Xµ, let us impose certain restrictions. Our choice should be orthogonal

to Y µ = (0, 0, 1, 0) and Zµ = (0, 0, 0, 1) and should be unit spacelike. We can

then write sµ as a linear combination of Xµ, Y µ and Zµ as follows.

sµ = AXµ + BY µ + CZµ
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where the coefficients A,B and C are our three unknowns determined by three

equations

s · Y = s · Z = 0, s2 = 1 (5.41)

This orthogonalization procedure is known as the Gram-Schmidt regulariza-

tion. After a few pages of algebra we get

sµ =
1

r

√

r3 + 2M (y2 + z2)

r + 2M

(

0, 1,− 2Mxy

r3 + 2M (y2 + z2)
,− 2Mxz

r3 + 2M (y2 + z2)

)

(5.42)

To make sure this is the correct vector, we further reconfirmed that s · Y =

s · Z = 0 and s2 = 1 using the solution we got in Eq.(5.42) and the metric of

Eq.(5.28).

With the timelike vector given in Eq.(5.31) and the spacelike vector in

Eq.(5.42) we can construct the null vector ℓµ as before. Once again, the vectors

n, m and m̄ are not relevant here but could be determined if needed. With ℓµ

(and hypothetically nµ) in hand, we can perform a spin-boost transformation

on the vectors as was shown in Eq.(5.18). Following the same procedure from

before we construct ℓµ whose components are even messier than our previous

choice

ℓµ =
1√
2





















√

r+2M
r

1
r
√

r+2M

(

√

r3 + 2M (y2 + z2) − 2Mx√
r

)

− 2My

r
√

r+2M

(

x√
r3+2M(y2+z2)

+ 1√
r

)

− 2Mz
r
√

r+2M

(

x√
r3+2M(y2+z2)

+ 1√
r

)





















. (5.43)

From here on, we follow the same procedure of transforming Eq.(5.43) to
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Schwarzschild coordinates then putting it into the geodesic equation in the

Schwarzschild spacetime. We have chosen to omit all the tedious details here

as they are not enlightening. Not surprisingly, we obtain the same result as

before, that the vector field given in Eq.(5.43) is not a geodesic, nor tangent

to the event horizon. As such, it is not suitable for use in Poisson’s derivation.

To sum up the results of our failed attempts of the last few pages, we

see that picking the direction sµ of the boost a priori and then constructing a

null tetrad (ℓ, n and the irrelevant m, m̄) from the vectors T µ and sµ fails at

providing us with the necessary null vector ℓµ that would be a generator of the

event horizon. In fact, we already know which vector fields are the generators

of the event horizon in Schwarzschild spacetime. In Schwarzschild spherical

coordinates, we have already seen that any vector field of the form

ℓµ = (f(r), g(r), 0, 0) (5.44)

is a generator of the event horizon as long as the null vector condition

g00f(r)2 + grr g(r)2 = 0 (5.45)

is satisfied. However, as was shown above, any vector of this form projects a

boost direction only radially. As we have discussed before, it does not make

sense to talk about a boost in the radially outgoing or ingoing direction.

From what we have seen above, we can conclude that not all spin-

boost transformations result in actual Lorentz boosts in the sense of Lorentz
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transformations of the coordinates along a rectilinear direction. Sure enough,

when one does a spin-boost transformation, one obtains equations (Eqs.(5.18)

and (5.19)) that are identical to Lorentz transformation equations but one

needs to keep in mind that one simply can not pick an arbitrary direction

(the unit spacelike vector sµ) for the boost. One might possibly end up with

physically meaningless results such as a boost in the outgoing radial direction.

The boost direction must be rectilinear. The main conclusion to draw from

this is that spin-boost transformations should not be used to show the area

invariance of apparent horizons under Lorentz boosts in the strict sense of

what a Lorentz boost is usually understood to mean. This does not mean that

Poisson’s derivation is by any means wrong. All we are saying is that it is an

incompatible way of showing the area invariance in the sense of chapter 3 of

this thesis. Recall that, there we ended up with an altered 2-metric that still

yielded an invariant area whereas Poisson’s derivation in section 5.1 of this

chapter results in an invariant 2-metric. As we have already mentioned in the

beginning of this chapter, the reason for this disagreement is the fundamental

but subtle difference between a spin-boost transformation and a Lorentz boost

of coordinates. We have seen that, at least in the case of one explicit example

using the Schwarzschild spacetime, the two boosts are not the same.

We had anticipated all of this at the beginning of this chapter and

our tone is indicative of this with the punch line being the direct quote from

Poisson. Let us close this chapter by once again reminding the reader of those

words:
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The phrase ‘Lorentz Boost’ is sometimes used to mean two different

things. The usual meaning is ‘Lorentz transformation’, and this

means a coordinate transformation to a moving frame; in this case

the boost may change the form of the metric. The second meaning

is mainly used in the context of Newman-Penrose formalism, and

it means a change of the null tetrad, more specifically a rotation

of it in the case of the spin-boost transformation. This does not

change the form of the metric.
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Chapter 6

Perturbations of a Boosted Black Hole

In this chapter, we will take another look at the spacetime metric de-

scribing a boosted black hole. By treating the boost velocity β ≡ v/c as a

small perturbation parameter, we will rewrite the boosted metric up to O(β2)

terms and expand the perturbed contributions [to the unperturbed background

metric g̊µν ] as tensor spherical harmonics [62]. We will then identify the modes

of the perturbations and comment on the physical implications of each mode.

Although we have mostly worked with Kerr black holes so far, here, we will

focus on Schwarzschild black holes and include the Kerr case in the small spin

limit (a << 1) as a perturbation to the Schwarzschild background. A treat-

ment of perturbations in the full Kerr background is beyond the scope of this

thesis at this point. Black hole perturbation theory in Schwarzschild and Kerr

backgrounds has been studied extensively and the literature in the subject is

vast (see for example [40], [63], [65], [66]). Our notation and conventions will

follow those of Regge & Wheeler [63] and Rezzolla [65].

We start by writing the metric of the spacetime as a background plus
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a perturbation contribution

gµν = g̊µν + hµν (6.1)

where |hµν |/|̊gµν | << 1. Here g̊µν is the unperturbed background Schwarzschild

metric given by g̊µν = diag
(

−1 + 2M/r, (1 − 2M/r)−1, r2, r2 sin2 θ
)

. Since

the perturbation is due to a Lorentz boost, we should still have a vacuum

spacetime, i.e. Rµν = R̊µν + δRµν = 0. δRµν is defined to be the contribution

to the Ricci tensor coming from the perturbed sector of the metric, that is

δRµν = Rµν(hµν) (Keep in mind that Rµν is a second order differential operator

acting on a metric).

In the usual perturbation scheme, one does not know the explicit form

of hµν . Instead, one solves Rµν(hµν) = 0 for the components of hµν . The

general technique for approaching this problem is to decompose hµν into even

and odd parity modes using tensor spherical harmonics. Given a tensor Tµν ,

one can break it down into components that behave differently under a parity

transformation:

Tµν(t, r, θ, φ) =
∑

ℓ,m

aℓm(t, r) [Aax
ℓm(θ, φ)]µν +

∑

ℓ,m

bℓm(t, r)
[

Bpol
ℓm (θ, φ)

]

µν
. (6.2)

Here, Aax
ℓm and Bpol

ℓm represent the axial (odd) and the polar (even) tensorial
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modes, which behave under the parity operator P in the following way

axial :P (Aµν) = Ãµν = (−1)ℓ+1Aµν ,

polar :P (Bµν) = B̃µν = (−1)ℓBµν .

The parity reversal operator P maps a point (θ, φ) on the 2-sphere to its mirror

image via P : F (θ, φ) → F̃ (π − θ, φ + π). Here, ℓ carries the same integer

values as in the case of ordinary spherical harmonics of quantum mechanics

and electricity & magnetism (E&M), i.e. ℓ = 0, 1, 2, . . . and −ℓ ≤ m ≤ ℓ as

usual.

Following Regge & Wheeler [63], we can write down the most general

perturbation contributions to the axial and polar modes

hax
µν =

















0 0 −h0(t, r)
1

sin θ
∂φYℓm h0(t, r) sin θ∂θYℓm

0 0 −h1(t, r)
1

sin θ
∂φYℓm h1(t, r) sin θ∂θYℓm

htθ hrθ
h2(t,r)
sin θ

(

∂2
θφ − cot θ∂φ

)

Yℓm hφθ

htφ hrφ
h2(t,r)

2

(

1
sin θ

∂2
φ + cos θ∂θ

− sin θ∂2
θ

)

Yℓm −h2(t, r)

(

sin θ∂2
θφ

− cos θ∂φ

)

Yℓm

















.

(6.3)

Above, we have omitted explicitly writing out all of the metric terms since

the unspecified ones can easily be figured out using the symmetry of the

metric (hµν = hνµ). Furthermore, we have used the notational convention

∂2
A B ≡ ∂2/∂xA∂xB with A,B = θ, φ. And, finally Yℓm = Pℓ(cos θ)eimφ are the

standard spherical harmonics with Pℓ(cos θ) representing the usual Legendre

polynomials.
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In a similar fashion, one obtains the polar (even) perturbations:

hpol
µν = (6.4)

















(1 − 2M/r) H0 H1 h0∂θ h0∂φ

H1
H2

1−2M/r
h1∂θ h1∂φ

htθ hrθ r2 (K + G∂2
θ ) hφθ

htφ hrφ r2G
(

∂2
θφ − cot θ∂φ

)

r2

[

K sin2 θ+

G
(

∂2
φ + sin 2θ∂θ

)

]

















.

×Yℓm

It is implicitly assumed that all arbitrary functions H0, H1, h0, h1, K and G

depend on t and r, i.e. H0 = H0(t, r) etc.

The above expressions (Eqs.(6.3) and (6.4)) for the axial (odd) and

polar (even) modes of the perturbation metric hµν can be further simplified by

making a suitable gauge transformation. Consider the following infinitesimal

coordinate transformation:

x′µ = xµ + ξµ (ξµ << xµ) (6.5)

then the perturbation changes according to

hnew
µν = hold

µν + ξµ;ν + ξν;µ. (6.6)

This is quite similar to the gauge transformations one encounters in electro-

magnetism (cf. [67]). As in E&M, we are free to pick whatever form of ξµ that

would suit our purposes best. We can simply follow the gauge choice made in
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the seminal work of Regge and Wheeler ([63]) now named after them. This

allows one to ‘gauge away’ the unknown function h2(t, r) in the odd case and

the functions h0(t, r), h1(t, r), G(t, r) in the even case. Furthermore, Einstein

equations in this gauge are independent of the axial harmonic number m. This

means that the Schrödinger like radial wave equations (called Regge-Wheeler

and Zerilli equations, cf. [63], [64]) do not change regardless of what the value

for m may be . The reader is encouraged to consult [65], [66] for further expla-

nations of this. Thus, without loss of generality, we can set m = 0 and rewrite

the results for the axial and polar perturbations to the spacetime metric of

Schwarzschild black hole

hax
µν =













0 0 0 h0(t, r)

0 0 0 h1(t, r)

0 0 0 0

h0(t, r) h1(t, r) 0 0













sin θ ∂θPℓ(cos θ) (6.7)

and

hpol
µν =













H0(t,r)

(1−2M/r)−1 H1(t, r) 0 0

H1(t, r)
H2(t,r)
1−2M/r

0 0

0 0 r2K(t, r) 0

0 0 0 r2 sin2 θK(t, r)













Pℓ(cos θ). (6.8)

Using the expressions given in Eqs.(6.7) and (6.8) for the perturbation metric

hµν in Einstein’s equation δRµν = 0 leads one to the celebrated Regge-Wheeler

and Zerilli equations of black hole perturbation theory. These equations look

very much like the Schrödinger equation of quantum mechanics with non-zero
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effective potentials Veff(r) that are simply functions of the radial coordinate r.

This is reached by assuming normal-mode like time behavior for the pertur-

bations of the form

hµν ∼







4 × 4 matrix

that is a function

of r only






eiωtPℓ(cos θ) (6.9)

where ω is the complex oscillation frequency. Solving the Schrödinger like

differential equations yields the unknown functions that one needs to compute

in order to determine the perturbations to the metric.

However, this will not be our approach here because we already know

the cause of the perturbation (Lorentz boost) and the exact form of the per-

turbed metric (boosted Schwarzschild metric). For this reason, we will not

choose this type of normal-mode behavior for the time dependence. Fur-

thermore, one does not expect a boosted black hole to oscillate. In fact, a

boosted black hole does not radiate since the Lorentz transformation is noth-

ing more than replacing one inertial observer with another. We will show that

this is indeed the case and that there is no radiation coming off the boosted

Schwarzschild black hole expanded in terms of the boost parameter β. So, we

will proceed in a manner that is the reverse of the usual procedure undertaken

in perturbation theory. We will start with the boosted Schwarzschild metric

expanded in powers of the perturbation parameter β up to O(β2). Then, we

will break the perturbation contributions down to their angular components

which, in turn, will determine the ℓ mode of each term.
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6.1 Boosted Schwarzschild Black Hole

To perform the boost, we begin with the unperturbed Schwarzschild

metric written in Cartesian-like Kerr-Schild coordinates just as we had done

in chapter 3 (using the same barred notation)

ds2 = − dt̄2 + dx̄2 + dȳ2 + dz̄2

+
2M

r̄







dt̄2 + x̄2

r̄2 dx̄2 + ȳ2

r̄2 dȳ2 + z̄2

r̄2 dz̄2

−2x̄
r̄
dt̄dx̄ − 2ȳ

r̄
dt̄dȳ − 2z̄

r̄
dt̄dz̄

+2x̄ȳ
r̄2 + 2x̄z̄

r̄2 dx̄dz̄ + 2ȳz̄
r̄2 dȳdz̄






(6.10)

Since the Schwarzschild spacetime is spherically symmetric, one can boost

in any direction one wishes. We shall pick the z-direction without loss of

generality. As in section 3.1, we get the boost equations

t̄ = γ(t − βz) → dt̄ = γ(dt − βdz)

→ dt̄2 = γ2(dt2 − 2βdtdz + β2dz2), (6.11)

z̄ = γ(z − βt) → dz̄ = γ(dz − βdt)

→ dz̄2 = γ2(dz2 − 2βdtdz + β2dt2). (6.12)
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Under these transformations the coordinate r̄ also will change as follows

r̄ =
(

x̄2 + ȳ2 + z̄2
)1/2

=
(

x2 + y2 + γ2(z − βt)2
)1/2

≈
(

x2 + y2 + z2 − 2βt z
)1/2

+ O(β2)

≈ r − βt cos θ + O(β2) (6.13)

≡ r + ∆r(β) + ∆r(β2)

where we already made use of z = r cos θ. Eq.(6.13) displays the shift in the

radial coordinate as O(β),O(β2) corrections ∆r(β), ∆r(β2), respectively. This

polar tilt of r(θ) was already seen in our visualizations of the boosted horizons

(Section 4.2). To incorporate these changes in Eq.(6.10), we need to expand

the following powers of r̄

r̄−1 ≈ r−1

(

1 +
βtz

r2

)

, (6.14)

r̄−2 ≈ r−2

(

1 +
2βtz

r2

)

, (6.15)

r̄−3 ≈ r−3

(

1 +
3βtz

r2

)

. (6.16)

The changes coming from r̄ − r ≡ ∆r(β) ∝ O(β) will add extra terms to our

perturbation expansion. We will compute these extra contributions separately

and add them in at the end. For now, we will use r̄ = r and substitute the
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Lorentz coordinate transformations into Eq.(6.10)

ds2
r̄=r = −dt2 + dx2 + dy2 + dz2 (6.17)

+
2M

r



























γ2(dt2 − 2βdtdz + β2dz2) + x2

r2 dx2 + y2

r2 dy2

+γ4

r2 (z2 − 2βt z + β2t2)(dz2 − 2βdtdz + β2dt2)

−2γ
r
(xdtdx − βxdxdz) − 2γ

r
(ydtdy − βydydz)

−2γ3

r

(

zdtdz − βzdt2 − βtdtdz + β2tdt2

−βzdz2 + β2zdtdz + β2tdz2 − β3tdtdz

)

+2xy
r2 dxdy + 2γ2

r2 (xzdxdz − βxzdtdx − βtxdxdz + β2txdtdx)

+2γ2

r2 (yzdydz − βyzdtdy − βtydydz + β2tydtdy)



























.

where we have deliberately expanded all the terms in the metric with the

anticipation of our next step, which will be grouping together all terms of O(β)

and O(β2) order. To this end, let us first explicitly evaluate the γn, n = 1, 2, 3, 4

terms.

γ = (1 − β2)−1/2 ≈ 1 + β2/2 + O(β4) ,

γ2 = (1 − β2)−1 ≈ 1 + β2 + O(β4) ,

γ3 = (1 − β2)−3/2 ≈ 1 + 3β2/2 + O(β4) ,

γ4 = (1 − β2)−2 ≈ 1 + 2β2 + O(β4) ,
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Substituting these expansions into the metric of Eq.(6.17), one obtains

ds2
r̄=r = −dt2 + dx2 + dy2 + dz2

+
2M

r























(1 + β2)(dt2 − 2βdtdz) + x2

r2 dx2 + y2

r2 dy2

(1 + 2β2)(z2 − 2βt z)(dz2 − 2βdtdz)/r2

−2
r
(1 + β2/2)(xdtdx − βxdxdz) − 2

r
(1 + β2/2)(ydtdy − βydydz)

−2
r
(1 + 3β2/2)(zdtdz − βzdt2 − βtdtdz − βzdz2)

+2xy
r2 dxdy + 2

r2 (1 + β2)(xzdxdz − βxzdtdx − βtxdxdz)

+ 2
r2 (1 + β2)(yzdydz − βyzdtdy − βtydydz)























+ O(β3) . (6.18)

For starters, let us only look at the terms linear in β and see what kind of

tensor spherical modes we get for hµν . Now, we also insert the O(β) adjustment

coming from r̄ = r + ∆r(β)

ds2 = − dt2 + dx2 + dy2 + dz2

+
2M

r
[−dt + (xdx + ydy + zdz)/r]2

+β × 2M

r







−2dtdz − 2
r2 (z

2dtdz + tzdz2) + 2
r
tdtdz

+2
r
xdxdz + 2

r
ydydz + 2

r
z dt2 + 2

r
z dz2

− 2
r2 (xz dtdx − tx dxdz − yz dtdy − ty dydz)







+β × 2M

r

tz

r2







dt2 + 3
r2 (x

2dx2 + y2dy2 + z2dz2)

−4
r
dt (xdx + ydy + zdz)

+6M
r2 (xy dxdy + xz dxdz + yz dydz)







+ O(β2) . (6.19)

The second O(β) contribution comes from the corrections to the radial coor-

dinate r as shown in Eqs.(6.13), (6.14) — (6.16). We call the line element due
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to this perturbation h
∆r(β)
µν dxµdxν . We can put these O(β) perturbations in

matrix form

hµν = β
2M

r















2z
r

−x z
r2 −y z

r2

t
r
−

(

1 + z2

r2

)

−xz
r2 0 0 x

r

(

1 − t
r

)

−yz
r2 0 0 y

r

(

1 − t
r

)

t
r
−

(

1 + z2

r2

)

x
r

(

1 − t
r

)

y
r

(

1 − t
r

)

2z
r

(

1 − t
r

)















+ h∆r(β)
µν (6.20)

where we have deliberately chosen to avoid displaying the matrix form of the

O(β) perturbation due to r̄ − r = ∆r(β). We must rewrite this entire pertur-

bation metric in spherical coordinates in order to identify its proper spherical

harmonic modes. The coordinate transformation from Kerr-Schild Cartesian

coordinates to Schwarzschild spherical coordinates is straightforward. How-

ever, one needs to recall that Kerr-Schild time coordinate tKS (labelled as t

thus far in this chapter) is actually not the same as the Schwarzschild time

coordinate tSch. The two are related via

dtKS = dtSch −
dr

1 − 2M
r

, (6.21)

tKS = tSch − r − 2M ln(r − 2M). (6.22)

We must make this coordinate substitution for the Kerr-Schild time coordinate

used in Eq.(6.19). Despite the potential for confusion, we will now use t to

denote the Schwarzschild time coordinate instead of the Kerr-Schild time coor-

dinate. Furthermore, we need the following Cartesian to spherical coordinate
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transformation equations:

x = r sin θ cos φ , (6.23)

y = r sin θ sin φ , (6.24)

z = r cos θ (6.25)

and

dx = dr sin θ cos φ + dθ r cos θ cos φ − dφ r sin θ sin φ , (6.26)

dy = dr sin θ sin φ + dθ r cos θ sin φ + dφ r sin θ cos φ , (6.27)

dz = dr cos θ − dθ r sin θ. (6.28)

With all our coordinate substitutions at hand, we are now ready to transform

the metric of Eq.(6.19). The algebra is straightforward but tedious which is

why we choose to omit many steps here. However, we will include a few sample

calculations then jump to the final result instead of dwelling over laborious

details. Let us begin with the ∆r contribution. Recall that, the perturbation

to the line element due to this polar shift in r is given in Eq.(6.19)

h∆r(β)
µν dxµdxν = β × 2M

r

t

r

z

r







dt2 − 4
r
dt (xdx + ydy + zdz)

+ 3
r2

(

x2dx2 + y2dy2 + z2dz2

+2xy dxdy + 2xz dxdz + 2yz dydz

)







= β
2M

r

t

r
cos θ

[

dt2 +
3

r2
(rdr)2 − 4

r
dtdr

]

= β
2M

r

t

r

[

dt2 + 3dr2 − 4dtdr
]

. (6.29)
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Last step for this term is replacing the Kerr-Schild time coordinate with the

Schwarzschild time coordinate. Rewriting Eqs.(6.21) and (6.22) schematically

as

dt = dtSch + fdr → t = tSch + F (6.30)

where f = f(r) and F =
∫

fdr, we get (now using t to label tSch)

h∆r(β)
µν dxµdxν = β

2M

r

t + F

r
cos θ

[

dt2 − 2dtdr + (f 2 − 4f + 3)dr2
]

(6.31)

where f = −(1− 2M/r)−1 and F = −r − 2M ln(r − 2M). Next, let us return

to the other O(β) perturbation in Eq.(6.19) and transform it into spherical

coordinates. We will not include the entire calculation here for reasons that

have already been mentioned above. So, let us pick the tt− and xz−component

of Eq.(6.19) to work with as examples.

2

r
z dt2KS = 2 cos θ

(

dt2 − 2dtdr

1 − 2M
r

+
dr2

(

1 − 2M
r

)2

)

2x

r

(

1 − tKS

r

)

dx dz = 2 sin θ cos φ

(

2 − t

r
+

2M

r
ln(r − 2M)

)

×







dr2 sin θ cos θ cos φ + drdθ r cos 2θ

−dθ2r2 sin θ cos θ cos φ − drdφ r sin θ cos θ sin φ

+dθdφ r2 sin2 θ sin φ






.

We have a total of seven such terms, all of which must be rewritten in spherical

coordinates then recombined as components of a rank-2 tensor in spherical

coordinates. Once again, we will omit explicitly constructing each component

and only display a few illustrative cases. For starters, it is not hard to see that
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all hµφ = hφµ components should be equal to zero because the axial coordinate

φ is orthogonal to the boost direction z and thus does not change. Therefore,

the metric should have only polar perturbations and no axial perturbations

whatsoever. Let us demonstrate this explicitly. For example

htφ ∝ 2r sin2 θ cos θ sin φ cos φ − 2r sin2 θ cos θ sin φ cos φ = 0. (6.32)

Similarly, we get

hrφ = hθφ = hφφ = 0. (6.33)

Next, we present a less trivial computation for a non-zero component. Factor-

ing out the β × 2M/r for the time being, we have

r

2Mβ
htθ = 2r sin θ

(

− cos2 θ cos2 φ − cos2 θ sin2 φ + 1 + cos2 θ

+
(

1 − t
r

+ 2M
r

ln(r − 2M)
)

)

= 2r sin θ

(

2 − t

r
+

2M

r
ln(r − 2M)

)

.

The computation for other non-zero components of hµν is similar and hence

will be omitted. Combining all the results and writing the perturbation out

in matrix form once again, we obtain the spherical coordinate version of the

first line of Eq.(6.20)

hO(β),r̄=r
µν = β × 2M

r
cos θ (6.34)

×













2
[

2f − 2 + t+F
r

]

r tan θ
(

1 − t+F
r

)

0

htr 2
[

(1 − f)
(

1 − f − t+F
r

)]

−2r tan θ
(

1 − t+F
r

) (

r−M
r−2M

)

0

htθ hrθ 0 0

0 0 0 0












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where f = −(1 − 2M/r)−1 and F = −r − 2M ln(r − 2M) as was shown

in Eqs.(6.21) and (6.22). To this, we must also add the contribution from

Eq.(6.31), which was due to r̄ − r ∼ O(β) as one might recall. Written out in

matrix form, this perturbation looks like

h∆r(β)
µν = β × 2M

r
cos θ













t+F
r

− t+F
r

0 0

− t+F
r

f2 − 4f + 3 0 0

0 0 0 0

0 0 0 0













. (6.35)

The total perturbation at linear order in β is the sum of the metrics in

Eqs.(6.34) and (6.35), which is given by

hO(β)
µν = β × 2M

r
cos θ (6.36)

×

















2 + t+F
r

2(f − 1) r tan θ
(

1 − t+F
r

)

0

htr

(

3f 2 − 8f + 5

−2(1 − f) t+F
r

)

−2r tan θ
(

1 − t+F
r

) (

r−M
r−2M

)

0

htθ hrθ 0 0

0 0 0 0

















.

It was already clear that, there are no axial modes of perturbation in this

spacetime. This is once again confirmed when one compares the metric of

Eq.(6.36) with Eqs.(6.7) and (6.8); and matches it with the polar perturbations

given by Eq.(6.8). At this point, all that remains is to identify the mode of

the perturbation. We do this by equating Eq.(6.36) with Eq.(6.8) and solving

for the unknown spherical harmonic(s) Yℓm. On the way, we also determine
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the perturbation metric functions H0, H1, H2, h0, h1. Recalling that

Y10 =

√

3

4π
cos θ.

We match the metrics term by term. For example, setting the tt-component

of Eq.(6.36) equal to that of Eq.(6.8), we get

htt =

(

2 +
t + F

r

)

cos θ =

(

1 − 2M

r

)

H0(t, r)Yℓm (6.37)

which gives ℓ,m = 1, 0 and H0(t, r) =
(

2 + t+F
r

)

√

4π
3

(

1 − 2M
r

)−1
. Similarly,

htr = 2 cos θ(f − 1) = H1(t, r) Yℓm (6.38)

which results in ℓ,m = 1, 0 and

H1(t, r) = 2

√

4π

3
(f − 1). (6.39)

It should be expected that each matched term should yield the same spherical

harmonic mode ℓ,m = 1, 0 otherwise something would have been wrong with

our expansion. Instead of continuing to match all of the remaining metric

terms, we simply present the result. That is

Eq.(6.36) =













H0

(

1 − 2M
r

)

H1 h0∂θ 0

H1 H2

(

1 − 2M
r

)−1
h1∂θ 0

h0∂θ h1∂θ 0 0

0 0 0 0













Y10 . (6.40)
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The unknown perturbation metric functions are now completely determined

H0(t, r) = −
√

4π

3
f

(

2 +
t + F

r

)

, (6.41)

H1(t, r) = 2

√

4π

3
(f − 1), (6.42)

H2(t, r) =

√

4π

3

(

−3f + 8 + 2

(

1

f
− 1

)

t + F

r
− 5

r

)

, (6.43)

h0(t, r) = −
√

4π

3
r

(

1 − t + F

r

)

, (6.44)

h1(t, r) = 2

√

4π

3
r

(

r − M

r − 2M

) (

1 − t + F

r

)

(6.45)

where, once again

f(r) = − 1

1 − 2M
r

and F (r) = −r − 2M ln(r − 2M)

The important result to focus on is the harmonic mode of the perturbation,

which is ℓ = 1 at the linear order in β. This is indeed what one should

expect to obtain for several reasons: (1) Because of the formulation of the

perturbation theory, at the linear order, one should expect to see only linear

corrections, which come from the ℓ = 1 mode. (2) The act of boosting imparts

momentum to the black hole. Momentum = mv, is the first time derivative of

the gravitational dipole (ℓ = 1) moment, which is mass×distance. As can be

seen from Eqs.(6.41) — (6.45), the ℓ = 1 mode has a non-zero time derivative

coming from the terms that contain ∂ [(t + F )/r] /∂t = 1/r 6= 0, thus this

mode imparts some momentum to the black hole. This picture agrees with

what one physically expects from boosting a black hole. With that said, it is
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obvious from the work thus far that there are no modes higher than ℓ = 1 at

O(β) so let us look at higher order perturbations next.

6.2 Slow Spin Kerr as a Perturbation of Schwarzschild

Let us now incorporate the Kerr spacetime into this scheme. There are

detailed studies of perturbation theory in full Kerr background (cf. [40], [68],

[69]) but the machinery and the background needed to do perturbation calcula-

tions in fully Kerr background is very involved and would add at least another

100 pages to this thesis (possibly 600 pages according to Chandrasekhar). As

such, we will consider the Kerr spacetime only in the slow spin limit (a << 1 in

dimensionless mass units) and treat it as a perturbation of the Schwarzschild

background. The Kerr metric for the a << 1 case is given by

ds2 = −
(

1 − 2M

r

)

dt2 +
dr2

1 − 2M
r

+ r2dΩ2 − 4Ma

r
sin2 θ dt dφ (6.46)

where dΩ2 is the metric on the 2-sphere. It is clear from the dtdφ term that

the spin dependent perturbation will contribute to the axial modes. Recalling

from Eq.(6.7) that axial modes scale as h( 0 or 1)(t, r) sin θ ∂θYℓm, the sin2 θ term

in htφ is seen to come from sin θ ∂θ cos θ ∝ sin θ ∂θY10, indicating the harmonic

to be the ℓ = 1, m = 0 mode. This ℓ = 1 mode is now associated with the

angular momentum of the black hole. Just as the O(β) boost perturbation

resulted in a non-radiating ℓ = 1 mode, this off-diagonal perturbation to the

Schwarzschild metric also only yields a non-radiating ℓ = 1 mode. This, of
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course, is necessary on general principles since it is well known that only modes

with ℓ ≥ 2 radiate (cf. [61], [30]) and more importantly that the Kerr solution

does not radiate whatsoever. After all, what we considered in Eq.(6.46) simply

is the slow spin limit of the Kerr solution. With the perturbation due to the

spin in the unboosted case classified, we can now boost this spacetime along

the z-axis and investigate the outcome.

6.2.1 Slow Spin Kerr Boosted

In order to boost, the O(a) perturbation needs to be rewritten in un-

boosted (barred) Kerr-Schild coordinates

hO(a)
µν dxµdxν = −4Ma

r̄
sin2 θ̄dt̄Schdφ̄

= −4Ma

r̄
sin2 θ̄

(

dt̄KS +
dr̄

1 − 2M
r̄

)

dφ̄

= −4Ma

r̄3
(x̄2 + ȳ2)

(

dt̄KS +
x̄dx̄ + ȳdȳ + z̄dz̄

r̄ − 2M

)

dφ̄.(6.47)

In the above equation, x̄, ȳ and φ̄ coordinates will remain unchanged under

the boost since they are orthogonal to the boost direction. We have also

once again distinguished between the Schwarzschild and the Kerr-Schild time

coordinates by use of proper labelling. But now, we will go back to simply

using t to label tKS as was done before. Next, we boost along the z-axis and

the t, z coordinates change according to Eqs.(6.11) and (6.12). We also need to

take the ∆r(β) shift into account because of r̄−3. With the new adjustments,
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Eq.(6.47) becomes

hµνdxµdxν = −4Ma

r
sin2 θ

[

dt − βdz +
xdx + ydy + (z − βt)(dz − βdt)

r − 2M

]

dφ

−4Ma

r
sin2 θ

(

1 +
3tβ

r
cos θ

)[

dt +
xdx + ydy + zdz

r − 2M

]

dφ + O(aβ2)

= Eq.(6.47) + hO(aβ)
µν dxµdxν + O(aβ2) (6.48)

where

hO(aβ)
µν dxµdxν =

4aβM

r
sin2 θ

[

dz +
zdt + tdz

r − 2M

]

dφ

−4aβM

r

3t

r
sin2 θ cos θ

[

dt +
rdr

r − 2M

]

dφ (6.49)

(6.50)

Transforming the remaining terms to spherical coordinates, at O(aβ), we ob-

tain

h
O(aβ)
tφ = aβ × 2M

r2

(

1 − 6t

r

)

sin2 θ cos θ, (6.51)

h
O(aβ)
rφ = aβ × 2M

r3

[

1 +
t

r − 2M

]

sin2 θ cos θ, (6.52)

h
O(aβ)
θφ = −aβ × 2M

r2

[

1 +
t

r − 2M

]

sin3 θ . (6.53)

If one wishes, one can further transform the Kerr-Schild time coordinate t

back to Schwarzschild time coordinate as was done before. As this does not

add new insight to the calculation, we choose to omit this step in this section.

Matching these metric elements with the appropriate components of Eq.(6.7)
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we get

h
O(aβ)
tφ = h0(t, r) sin θ ∂θYℓm,

h
O(aβ)
rφ = h1(t, r) sin θ ∂θYℓm,

h
O(aβ)
θφ =

1

2
h2(t, r)(cos θ ∂θ − sin θ ∂2

θ )Yℓm.

Term by term matching each time yields the same harmonic for this O(aβ)

perturbation: Yℓm = Y20. That is, under the boost, the O(a), ℓ = 1 mode has

yielded an O(aβ), ℓ = 2 mode. This should not be surprising because of the

particular formulation of the perturbation scheme. The linear perturbations

gave a contribution in the ℓ = 1 mode and the quadratic order perturbations

are expected to contribute in the ℓ = 2 mode. Here, since both a and β are

used as linear perturbation parameters, O(aβ) terms are taken to be quadratic

order perturbations to g̊µν .

The real question is whether these ℓ = 2 modes radiate or not. It is

well known that gravitational radiation is due to the third time derivative of

the quadrupole moment in the leading order (cf. [70], [30]). A closer look

at Eqs.(6.51), (6.52) and (6.53) gives us our functions h0(t, r), h1(t, r) and

h2(t, r). Note that h0, h1 and h2 are all linear in t. Thus, we see that the

quadrupole contribution to the background metric has no third order time

derivative (∂3/∂t3) and therefore does not emit gravitational radiation. Once

again, using perturbation theory, we have confirmed that at least in the small

spin limit, boosted Kerr black holes do not radiate. Let us close this chapter

with a similar computation of the perturbations to second order but this time
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for the O(β2) contribution to the Schwarzschild background.

6.3 Boosted Schwarzschild to Second Order

We go back to the Schwarzschild black hole boosted along the z-direction

as given in Eq.(6.18) and extract the O(β2) terms. This gives

hO(β2)
µν dxµdxν =

2Mβ2

r













dz2 + dt2 + 2
r2 z

2dz2 + 4
r2 tz dttz

−1
r
(xdtdx + ydtdy) − 5

r
zdtdz − 2

r
(tdz2 + tdt2)

+ 2
r2 xz dxdz + 2

r2 yz dydz + t2

r2 dz2 + z2

r2 dt2

+ 2
r2 tx dtdx + 2

r2 ty dtdy













+hO(β)∆r(β)
µν + h∆r(β2)

µν (6.54)

where t is the Kerr-Schild time coordinate tKS. The first term, now labelled

(I)h
O(β2)
µν , comes from the r = r̄ approximation and the h

O(β)∆r(β)
µν term is due

the coupling of O(β) elements of the ‘bare’ perturbed metric of Eq.(6.20) with

the O(β) correction to r̄. Of course, now we also need to add the perturbations

due to r̄ − r at the second order in β. Re-Taylor expanding powers of r̄ to

O(β2) we obtain the following corrections

r̄−1 = r−1

(

1 + β
t

r
cos θ +

3

2
β2 t2

r2
cos2 θ

)

(6.55)

r̄−2 = r−2

(

1 + 2β
t

r
cos θ + 4β2 t2

r2
cos2 θ

)

(6.56)

r̄−3 = r−3

(

1 + 3β
t

r
cos θ +

15

2
β2 t2

r2
cos2 θ

)

(6.57)
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The O(β2) perturbed line element due to Eqs.(6.55) – (6.57) equals

h∆r(β2)
µν =

2Mβ2

r

t2

r2

z2

r2

[

3

2
dt2 + 8dtdr +

15

2
dr2

]

(6.58)

The ∆r(β) coupling with O(β) terms yields the following perturbation

hO(β)∆r(β)
µν dxµdxν =

4Mβ2

r

t

r

z

r
(6.59)

×
[

− 3
r2 ((xdx + ydy)(zdt + tdz) + tzdz2 + z2dtdz)

−2dtdz + 2
r
((xdx + ydy)dz + zdt2 + zdz2 + tdzdt)

]

.

Once again, Eq.(6.54) must be rewritten in spherical Schwarzschild coordi-

nates. Let us start with the ∆r(β2) perturbation of Eq.(6.58). This term is

very straightforward to evaluate. As always, we must include the change in

the time coordinate given by Eqs.(6.21), (6.22) and Eq.(6.30), which results in

h∆r(β2)
µν =

2Mβ2

r

(t + F )2

r2
cos2 θ (6.60)

×
[

3

2
dt2 + (3f + 8)dtdr +

(

3

2
f2 + 8f +

15

2

)

dr2

]

.

For Eq.(6.59), we use transformation equations (6.23) through (6.28) and also

employ the identity

d
(

x2 + y2
)

= d
(

r2 sin2 θ
)

= dr r sin2 θ + dθ r2 sin θ cos θ. (6.61)
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Eq.(6.59) now becomes

hO(β)∆r(β)
µν dxµdxν =

4Mβ2

r

t

r
cos θ

×







2r cos θdt2 + [2(t − r) − 3r cos2 θ] dtdz

(dr r sin2 θ + dθ r2 sin θ cos θ)
((

2 − 3t
r

)

dz − 3 cos θdt
)

+(2r cos θ − 3t cos θ)dz2






.

(6.62)

In this equation, we have deliberately avoided expanding all the Cartesian

coordinates in terms of their corresponding spherical variables to avoid further

clutter. We will continue our notational ‘sloppiness’ and use t to denote tSch

from now on. Using all the proper transformation equations, we simply rewrite

Eq.(6.62) in Schwarzschild coordinates. For the sake of saving space, we omit

many pages of intensive algebra and present the final expression as components

of h
O(β)∆r(β)
µν

h
O(β)∆r(β)
tt =

4Mβ2

r

t

r
cos2 θ (6.63)

h
O(β)∆r(β)
tr =

4Mβ2

r

t

r

[

2

(

t

r
− 5

2

)

+ 4f

]

cos2 θ (6.64)

h
O(β)∆r(β)
tθ = −4Mβ2

r

t

r
2

(

t

r
− 1

)

sin θ cos θ (6.65)

hO(β)∆r(β)
rr =

4Mβ2

r

t

r

[

2

(

t

r
− 5

2
+ f

)

f +

(

2 − 3t

r

)]

cos2 θ (6.66)

h
O(β)∆r(β)
rθ =

4Mβ2

r

t

r
[(3t − 2r) − 2(t − r)f ] sin θ cos θ (6.67)

h
O(β)∆r(β)
θθ = 0
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We follow the same procedure for the (I)h
O(β2)
µν metric term explicitly given in

Eq.(6.54). The line element from this perturbation metric equals

(I)hO(β2)
µν dxµdxν =

2Mβ2

r
(6.68)

×





































(

1 − 2(t+F )
r

+ cos2 θ
)

dt2

+

[

(

2f + 2F
r

+ 2t
r
− 1 − 4f(t+F )

r

)

+
(

2f + 2F
r

+ 2t
r
− 4

)

cos2 θ

]

dtdr

+2(2r − F − t) sin θ cos θ dtdθ

+





f(f − 1)
(

1 − 2(t+F )
r

)

+
(

3 − 4f + 2(f−1)(t+F )
r

+ f 2 +
(

t+F
r

)2
)

cos2 θ



 dr2

+2
[

(t + F )(2 − f) + 2(f − 1)r − 1
r
(t + F )2

]

sin θ cos θ drdθ

+ [r2 − 2r(t + F ) + (t + F )2] sin2 θdθ2





































where t is already taken to be the Schwarzschild time coordinate and f, F have

the usual meanings. In Eq.(6.68), we have tried to visually separate terms

that have angular dependence from those that do not. To this perturbation,

we must add the ∆r(β2) contribution given by Eq.(6.60) and the O(β)∆r(β)

terms coming from Eqs.(6.63) — (6.67). The total perturbation is given by

hO(β2)
µν = (I)hO(β2)

µν + hO(β)∆r(β)
µν + h∆r(β2)

µν . (6.69)

There is no point in carrying out the algebra explicitly. Here, we are only

interested in the harmonic modes of the perturbations. Therefore, we will

proceed by inspection. A through survey of each metric term by compar-

ing with Eq.(6.4) yields the following O(β2) corrections to the Schwarzschild
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metric written out in schematic fashion

htt ∼ Hℓ=0
0 + Hℓ=2

0 cos2 θ ∝ Hℓ=0
0 (t, r) Y00 + Hℓ=2

0 (t, r) Y20

htr ∼ Hℓ=0
1 + Hℓ=2

1 cos2 θ ∝ Hℓ=0
1 (t, r) Y00 + Hℓ=2

1 (t, r) Y20

hrr ∼ Hℓ=0
2 + Hℓ=2

2 cos2 θ ∝ Hℓ=0
2 (t, r) Y00 + Hℓ=2

2 (t, r) Y20

htθ ∼ h0(t, r)
ℓ=2 sin θ cos θ ∝ hℓ=2

0 ∂θY2 0

hrθ ∼ h1(t, r)
ℓ=2 sin θ cos θ ∝ hℓ=2

1 ∂θY2 0

hθθ ∼ sin2 θ ∝ Y00 terms + Y20 terms

All O(β2) perturbations are in ℓ = 2 and ℓ = 0 modes. ℓ = 0 is a correction

to the mass (monopole) and is expected to be there since under boosts mass

increases by a factor of γ ≈ 1 + O(β2). As for the ℓ = 2 contribution, a

closer look at Eq.(6.68) reveals that perturbation metric functions are at most

quadratic in t of the form (t + F (r))2. Therefore, their third time derivative

is zero. As we expected, these O(β2) modes do not radiate either.

Let us summarize our results in the following table
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Spacetime Order Mode Gravitational Radiation

Boosted Sch. O(β) ℓ = 1 polar No
Boosted Sch. O(β2) ℓ = 2 polar No

ℓ = 0 polar No
Kerr (a << 1) O(a) ℓ = 1 axial No
Boosted Kerr O(aβ) ℓ = 2 axial No
(a << 1)

Table 6.1: Summary of all perturbations that contribute to the background
Schwarzschild metric. Here, we have included the Kerr metric in the slow spin
(a << 1) limit as a perturbation to the Schwarzschild background. Quadratic
terms give modes up to ℓ = 2. However, as expected, there is no radiation
coming from these modes.
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Chapter 7

Conclusions

In this thesis, we took a long look at apparent horizons in General Rel-

ativity. We began in chapter 1 by defining various black hole boundaries used

in the literature and presented the generally agreed definition for the apparent

horizon (AH) of a black hole. Because apparent horizons are 2-dimensional

cross-sections (in non-dynamical spacetimes) of the event horizon, which is a

null 3-dimensional hypersurface, the area of the AH does not change under

Lorentz boosts. We presented a lengthy calculation in chapter 3 that explic-

itly showed the area invariance for apparent horizons in Schwarzschild and

Kerr spacetimes under arbitrary Lorentz boosts. We also provided numerical

results where we computed the horizon masses (MH) (Area = 4πM 2
H) of two

Schwarzschild black holes boosted toward each other. Our numerically solved

initial data for this configuration confirmed the area invariance of AH as ex-

pected. In chapter 4, we presented several compatible methods for visualizing

the shapes of boost distorted horizons. Our results agreed with former results

derived by Huq in [71] but we have generalized the method to include any boost

direction as well as providing 3-dimensional figures for these triaxial ellipsoids.

Chapter 5 opened with an elegant calculation showing the area invariance un-
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der what is known as a spin-boost transformation. Although the resulting

coordinate transformation equations under the spin-boost looked like Lorentz

boost equations; by explicitly applying this method to the Schwarzschild met-

ric, we showed the subtle but fundamental difference between a Lorentz boost

on spacetime coordinates and a spin-boost transformation (a rotation of the

null tetrad). Finally in chapter 6, we investigated the perturbations induced

on the Schwarzschild spacetime by a Lorentz boost and investigated the result-

ing modes of perturbation up to quadratic order in perturbation parameters

β (boost parameter) and a (black hole spin parameter). Despite obtaining

quadrupole mode (ℓ = 2) contributions to the background metric, we showed

that none of these quadrupole modes emit gravitational radiation, hence con-

firming the well known fact that boosted black holes do not radiate.

We can further extend some of the work we have done here. The nu-

merical work presented in section 3.2 can be generalized to include the head-on

collision of spinning Kerr black holes. The collision can also be modified to be

off-center and thus become a “grazing” collision with some impact parameter

b representing the closest point of approach for the black holes. With these

adjustments, the binding energy and horizon mass curves of figures 3.2 and 3.3

will certainly look different. On the analytical front, we can accompany the

numerical work by determining explicitly the terms that add to the divergence

of the binding energy Eb from the 1/r Newtonian behavior. To this end, we

plan to use post-Newtonian theory to figure out the higher order contributions,

which will scale in powers of GMtotal/r. We have already stated in section 3.2
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that the leading order correction to the binding energy is a term that scales

as 1/r2. The inclusion of spin for the black holes will further introduce S1 ·S2

type spin-spin coupling terms. Moreover, the off-axis collision will add orbital

angular momentum to the system that previously would have had none. This

will add L ·S type spin-orbit coupling terms to the total energy of the system

and thus modify the binding energy even more. All of these contributions

can be written down analytically up to fifth or seventh post-Newtonian order

meaning that the scaling goes as (v/c)5 or (v/c)7. The analytical results from

post-Newtonian expansion can be compared with the numerical results to see

how closely the expressions match.

On another front, one can use the area invariance of the horizon (or

invariance of the horizon mass MH) as a tool to gauge the accuracy of initial

data used in a General Relativistic simulation. Of course, one needs to keep

in mind that the apparent horizon area is an adiabatic invariant, which means

that it grows adiabatically (as separation distance r decreases) in the presence

of strong gravity due to another black hole. However, for black holes that are

sufficiently far apart (r > 20M will do, see Fig.3.3), the invariance of MH is

pretty robust and becomes exact at the limit r → ∞. Since the ultimate goal

of numerical relativity is to start runs with very large orbital separations and

observe the binary execute hundreds, maybe even thousands of orbits (this is

especially relevant for extreme mass ratio inspirals [72] in the context of the

upcoming Laser Interferometer Space Antenna (LISA)) prior to the merger;

the potential use of apparent horizon area invariance to measure the accuracy
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of initial data will certainly become a more relevant test in the future.
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Appendix 1

Maple Code for The Tracer Line Method

Here, we display the Maple code used to compute the shape and

location of horizons distorted by Lorentz boosts. The code presented here

pertains to the ‘tracer line method’ of section 4.1.

> with(plots):

Warning, the name changecoords has been redefined

Kerr black hole has spin a = 0.75M, Lorentz gamma factor of root of 2 and

boosted

at a 45 degree angle.

> M:=1: J:=1: beta:=sqrt(3)/2: g:=1/sqrt(1-beta^2):

> theta:=Pi/6:

The Kerr horizon is located at r plus, which is given by

> rp:=M+sqrt(M^2-J^2):

a1 and a2 label the long and short axes of the ellipse on the x-z plane
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> a1:=sqrt(rp^2+ J^2); a2:=rp;

a1 :=
√

2

a2 := 1

Next, we plot the undistorted horizon. This will be an ellipse with a1 and a2

labeling the axes.

Instead of immediately displaying the plot, we store it as 2 curves e1 and e2

for the upper

and lower halves of the ellipse, respectively. We also plot a line l1 indicating

the boost direction.

> e1:=plot(a2*sqrt(1-x^2/a1^2),x=-a1..a1, thickness=2):

> e2:=plot(-a2*sqrt(1-x^2/a1^2),x=-a1..a1, thickness=2):

> l1:=plot(cot(theta)*x,x=-0.9..0.9,thickness=2):

we add 1/10000 to z max, otherwise Maple’s numerical roundoff gives

imaginary values

for x1 for j=0 and j =100.

> zmax:=sqrt(a2^2+a1^2*(cot(theta))^2)+1/10000;

zmax :=
√

7 +
1

10000

> unassign(’j’);
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Since our tracer line runs from z0 = z max to z min, we trace by assigning

100 discrete values to z0 in this interval.

> z0:=zmax-2*zmax*j/100:

Now, we define the points (x1, z1), (x2, z2) on the undistorted ellipse.

x1 :=
−a12 z0 cot(θ)+a1 a2

√
zmax2−z02

a22+a12 cot(θ)2

x2 :=
−a12 z0 cot(θ)−a1 a2

√
zmax2−z02

a22+a12 cot(θ)2

> z1:=(cot(theta))*x1+z0:

> z2:=(cot(theta))*x2+z0:

xint and zint label what we have labeled as $x \times, z \times$ in chapter 4.

> xint:=-z0/(cot(theta)+tan(theta)): zint:=-tan(theta)*xint:

> L1:=sqrt((x1-xint)^2+(z1-zint)^2):

> L2:=sqrt((x2-xint)^2+(z2-zint)^2):

xp1,xp2 and zp1, zp2 label the points bounding the boost distorted ellipse.

> xp1:=xint+signum(z1-zint)*L1*sin(theta)/g:

> xp2:=xint-L2*sin(theta)/g:

> zp1:=(cot(theta))*xp1+z0:

> zp2:=(cot(theta))*xp2+z0:
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Since we will need to plot a list of 100 points, we save each coordinate as a

Maple

array with 100 entries.

> A:=array(0..100):B:=array(0..100):

> C:=array(0..100): E:=array(0..100):

Now, we execute the ’j-loop’ which gives us the x,z coordinates of each of the

100 points

on the distorted ellipse. Because of the obvious symmetry of the distorted

ellipsoid with

respect to the line parallel to the boost direction going through the origin.

We only evolve

half the points (j=0 to 50) and let the symmetry provide the values for the

other half (j = 51 to 100).

> for j from 0 by 1 to 50 do A[j]:=evalf(xp1); B[j]:=evalf(zp1);

C[j]:=evalf(xp2); E[j]:=evalf(zp2) end do:

> for j from 51 by 1 to 100 do A[j]:=-C[100-j]; B[j]:=-E[100-j];

C[j]:=-A[100-j]; E[j]:=-B[100-j]; end do:
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The next we commands are used to convert the entries of each array into 100

(x,z) coordinate pairs.

A gives the x-component of the points on the upper half of the distorted

ellipsoid.

> listX1:=convert(A,’list’):

B is for the z-component.

> listZ1:=convert(B,’list’):

Now, we convert the x,z-lists into an ordered pair.

> pair1:=(listX1,listZ1) -> [listX1, listZ1]:

Call the ordered pair ”mainlist1”.

> mainlist1:=array(zip(pair1, listX1, listZ1)):

Similary, C and E give the x,z-components of the points on the lower half of

the

distorted ellipsoid.

> listX2:=convert(C,’list’):

> listZ2:=convert(E,’list’):

Once again, convert each individual list to an ordered pair and call it

”mainlist2”.

140



> pair2:=(listX2,listZ2) -> [listX2, listZ2]:

> mainlist2:=array(zip(pair2, listX2, listZ2)):

The reason for creating (x,z) ordered pairs is so that we can use Maple’s

”pointplot”

command to scatter plot the total of 200 points whose x,z-coordinates are

given by

mainlist1 and mainlist2. Maple treats these as data files and pointplot

extracts the

coordinates of each j=integer point from this list and plots it on the x-z

plane.

p1 plots the 100 points of the upper half and p2 plots the 100 points of the

lower

half of the distorted ellipsoid.

> p2:=pointplot(mainlist2, symbol=point, symbolsize=10000):

> p1 := pointplot(mainlist1,symbol = point,symbolsize = 10,scaling =

CONSTRAINED)

We finally display all the plotted curves.
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> display(p1,p2,e1,e2,l1);
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Appendix 2

Maple Code for the Polar Plot Method

In this section, we display the Maple code used to draw the distorted

horizon using the ’polar plot method’. The code exhibited here is used to

draw Fig. 4.6 in section 4.2.

> with(plots):

Warning, the name changecoords has been redefined

input parameters for a Kerr black hole with spin a=1, gamma = 2

> M:=1: J:=0.5: beta:=sqrt(3)/2: g:=1/sqrt(1-beta^2):

> alpha[Beta]:=Pi/6: unassign(’theta’):

r plus is the horizon location. It is given by

> rplus:=M+sqrt(M^2-J^2);

rplus := 1.866025404

a1 and a2 label the long and short axes of the ellipse on the x-z plane

> a1:=sqrt(rplus^2+ J^2); a2:=rplus;

a1 := 1.931851653

a2 := 1.866025404
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We write the equation of the undistorted ellipse in polar coordinates, r

stands for r(theta).

> r:=((cos(theta))^2/a1^2+(sin(theta))^2/a2^2)^(-1/2);

r :=
1

√

.2679491923 cos(θ)2 + .2871870788 sin(θ)2

Similarly, rp, which stands for r’, traces out the distorted ellipse.

> rp:=r*sqrt((1-beta^2*(sin(theta+alpha[Beta]))^2));

rp :=
1

2

√

4 − 3 sin(θ +
1

6
π)2

√

.2679491923 cos(θ)2 + .2871870788 sin(θ)2

thetap is theta’, given by

> thetap:=theta+arctan(cot(alpha[Beta]+theta))-arctan(g*cot(theta+alpha[

Beta]));

thetap := θ +
1

2
π − arccot(cot(θ +

1

6
π)) − arctan(2 cot(θ +

1

6
π))

Solution to the equation below should tell us where r prime of theta reaches

maximum and minimum lengths.

> evalf(solve(diff(rp,theta)/diff(thetap,theta)));

2.656851854, −2.084676022, 1.056916632, −.4847407994

> evalf(solve(diff(rp,theta)));

1.120736347, −2.020856307, 2.904568886, −.2370237680

Construct an array with these 4 values for theta’ called thetaext.
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> thetaext:=array(1..4,[2.656851854,-2.084676022,1.056916632,-.484740799

4]);

thetaext := [2.656851854, −2.084676022, 1.056916632, −.4847407994]

For each value of i, we obtain r’ and theta’. These values are displayed in

Table 4.1.
> for i from 1 by 1 to 4 do theta:=thetaext[i]; evalf(rp);

> evalf(thetap); end do;

θ := 2.656851854

1.915881771

2.637430202

θ := −2.084676022

.9407898530

−2.074958777

θ := 1.056916632

.9407898530

1.066633878

θ := −.4847407994

1.915881771

−.504162451

dtheta is what we call Delta theta.

> dtheta:=abs(-.504162451);
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dtheta := .504162451

> s:=sin(dtheta); co:=cos(dtheta);

s := .4830742692

co := .8755793799

a1new and a2new denote a’ 1 and a’ 2.

> a1new:=1.915881771; a2new:=1.066633878;

a1new := 1.915881771

a2new := 1.066633878

A, B, and C are the generic a,b, and c terms one gets from solving the

quadratic equation for z’.

> C:=(co^2/a1new^2+s^2/a2new^2)*x^2-1:

> B:=-2*co*s*(1/a1new^2-1/a2new^2)*x:

> A:=(s^2/a1new^2+co^2/a2new^2):

z1 and z2 give the upper and lower halves of the distorted ellipse.

> z1:=(-B+sqrt(B^2-4*A*C))/2/A;

> z2:=(-B-sqrt(B^2-4*A*C))/(2*A);

z1 := −.3478908085x + .6780386905
√
−.9578374954x2 + 2.949684181

z2 := −.3478908085x − .6780386905
√
−.9578374954x2 + 2.949684181

> plot1:=plot(z1,x=-2..2,thickness=2):

> plot2:=plot(z2,x=-2..2,scaling=CONSTRAINED,thickness=2):
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> e1:=plot(a2*sqrt(1-x^2/a1^2),x=-a1..a1,thickness=2):

> e2:=plot(-a2*sqrt(1-x^2/a1^2),x=-a1..a1,thickness=2):

> l1:=plot(cot(alpha[Beta])*x,x=-0.5..0.5,color=black):

We also plot the undistorted horizon and the boost direction along with the

distorted horizon.

> display(plot1,plot2,e1,e2,l1);
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Appendix 3

Maple Code for Plotting using Ellipsoidal

Coordinates

We suppress one dimension and actually only provide the code for

using elliptical coordinates here. The generalization to three dimensions is

straightforward but not very enlightening here. All the ellipses are plotted

on the x-z plane.

> with(plots):

h1...h6 denote the hyperbolae theta = 60,45,30 degrees, obtained from x=a

cosh r sin(theta),

z = a sinh r cos(theta) in xˆ2/a1ˆ2 + zˆ2/a2ˆ2 = 1.

> h1:=sqrt(x^2-d^2/2):h2:=-sqrt(x^2-d^2/2):

> h3:=sqrt(3*(x^2-d^2/4)):

> h4:=-sqrt(3*(x^2-d^2/4)): h5:=sqrt(x^2/3-d^2/4):

> h6:=-sqrt(x^2/3-d^2/4):

Usual parameters for a=1 Kerr black hole give us the semimajor and

semiminor
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axes of the horizon.

> a1:=sqrt(2);a2:=1;

a1 :=
√

2

a2 := 1

Next, we determine our constant d and r min. Here we are using r min

instead of mu min.

> d:=sqrt(a1^2-a2^2); rmin:=evalf(arctanh(a2/a1));

d := 1

rmin := .8813735866

> unassign(’j’);

> r:=rmin+j/5;

r := .8813735866 +
1

5
j

We set up arrays with 6 entries for the concentric ellipses. Z plots the upper

and lower

portions of each ellipse.

> e1:=array(0..5); e2:=array(0..5);

> z:=a*sinh(r)*sqrt(1-(x^2)/(a^2*(cosh(r))^2));

e1 := array(0..5, [])

e2 := array(0..5, [])
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z := sinh(.8813735866 +
1

5
j)

√

√

√

√

1 − x2

cosh(.8813735866 +
1

5
j)2

> for j from 0 by 1 to 5 do

e1[j]:=plot(z, x=-3..3,scaling=CONSTRAINED,color=black, thickness=2):

e2[j]:=plot(-z, x=-3..3,scaling=CONSTRAINED,color=black, thickness=2):

end do:

Next, we plot surfaces of constant theta

> p1:=plot(h1,x=-2..2): p2:=plot(h2,x=-2..2): p3:=plot(h3,x=-2..2):

> p4:=plot(h4,x=-2..2):

p5:=plot(h5,x=-2..2):p6:=plot(h6,x=-2..2,scaling=constrained):

> display(e1[0], e1[1], e1[2], e1[3], e1[4], e2[0], e2[1], e2[2], e2[3],

e2[4], p1, p2, p3, p4, p5, p6);
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Appendix 4

Maple Code for using Tilted Ellipsoidal

Coordinates

Following appendix 3, we now plot the actual distorted ellipses using

the same elliptical coordinate method but now for ellipses distorted by a

Lorentz boost of γ = 2 and x-z plane polar angle direction θβ = 30◦.

> M:=1: theta:=.504162451:

> with(plots):

> unassign(’j’);

> a2:=1.066633878:

> a1:=1.915881771:

> a:=sqrt(a1^2-a2^2):

We use r and r min instead of mu and mu min.

> rmin:=arctanh(a2/a1):

> r:=rmin+j/10:

Create an array for various concentric ellipse plots.

> p1:=array(0..10): p2:=array(0..10):
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x min,max and y min,max below determine our plot range.

> xmin:=-a*cosh(r): xmax:=a*cosh(r):

A, B and C are the invidiual terms that go into the equation of an ellipse.

xp stands for x prime.

A := sin(θ)2

cosh(r)2
+ cos(θ)2

sinh(r)2

B := sin(2 θ) xp

(sinh(r) cosh(r))2

C := ( cos(θ)2

cosh(r)2
+ sin(θ)2

sinh(r)2
) xp2 − a2

z1p and z2p form the upper and lower portions of the tilted ellipses.

> z1p:=(-B+sqrt(B^2-4*A*C))/(2*A):

> z2p:=(-B-sqrt(B^2-4*A*C))/(2*A):

> for j from 0 by 1 to 10 do

> p1[j]:=plot(z1p, xp=-xmin..xmin,thickness=2):

> p2[j]:=plot(z2p, xp=-xmin..xmin,scaling=CONSTRAINED):
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> end do:

e1 and e2 are the halves of the original undistorted ellipsoid, the undistorted

black hole horizon.

e1 := plot(1.866025404
√

1 − x2

1.9318516532 , x = −2..2, ?, thickness = 2)

e2 := plot(−1.866025404
√

1 − x2

1.9318516532 , x = −2..2, thickness = 2)

display(p1 0, p1 1, p1 2, p1 3, p1 4, e1 , e2 , p2 0, p2 1, p2 2, p2 3, p2 4)
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