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Abstract

We study the following model reuse problem: a learner needs to select a subset of models
from a model pool to classify an unlabeled dataset without accessing the raw training data
of the models. Under this situation, it is challenging to properly estimate the reusability
of the models in the pool. In this work, we consider the model reuse protocol under which
the learner receives specifications of the models, including reusability indicators to verify
the models’ prediction accuracy on any unlabeled instances. We propose MoreBoost, a
simple yet powerful boosting algorithm to achieve effective model reuse under the idealized
assumption that the reusability indicators are noise-free. When the reusability indicators
are noisy, we strengthen MoreBoost with an active rectification mechanism, allowing the
learner to query ground-truth indicator values from the model providers actively. The
resulted MoreBoost.AR algorithm is guaranteed to significantly reduce the prediction er-
ror caused by the indicator noise. We also conduct experiments on both synthetic and
benchmark datasets to verify the performance of the proposed approaches.

1. Introduction

As the scale of machine learning tasks gets larger, model training usually involves high
time and sample complexity, thus it becomes increasingly expensive to learn from scratch.
This promotes the growing need to utilize existing models for solving a new task. Modeling
essential aspects under this scenario, the model reuse problem studies the following situation:
given a pool of pre-trained models without their training data, a learner tries to reuse
some of these models to make the current task to have a better performance. There are
several properties to consider. First, the models are not necessarily to be trained from the
same/similar task. In other words, not all the existing models are helpful for the current
task. Moreover, the training data of these models are unavailable to the current user. As
a result, there are two big challenges to deal with: (1) to identify which models may be
helpful to the current task; (2) to exploit these helpful models. The good news is, though the
training data are not observed, as described in the learnware paradigm (Zhou, 2016), each
model is associated with a specification, which can be carefully designed to help the future
learner to understand which model can be utilized and how to exploit it. The specification is
the key to characterize the reusability of a model. It can have various of formulations, such
as (1) descriptions of the original task from which the model is learned, e.g. information
of the original feature/label space, learning objective and data distribution statistics; (2) a
reusability indicator taking future instances as inputs, and outputting whether the model
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can make accurate predictions; (3) high-level knowledge such as logical rules allowing to
understand how the model can be utilized.

There have been several model reuse scenarios studied before. When we assume that
all models are useful, the simplest way is to directly build the majority voting classifier
with all existing models (Zhou, 2012). Alternatively, (Li et al., 2012) considers to reuse
the existing models to adapt to new objective functions, and (Yang et al., 2017) considers
to utilize the existing models as feature generators. These approaches do not consider the
design of specifications, thus the model reusability is not explored. In (Wu et al., 2020),
the reducible kernel mean embedding (RKME) specification is proposed, which is the first
work to consider the design of the specification. The RKME specification provides data
density information of the original task under which the model is trained. On the other
hand, RKME is only designed for the scenario where the specific mixture density assumption
holds. In this work, we consider a more general model reuse scenario without relying on such
problem-specific assumption: for any model, there is a reusability indicator included in the
specification, which takes any unlabeled instance as input, and outputs a score to measure
the model’s ability to make accurate prediction on it. Furthermore, we aim at dealing with
the following challenge: the reusability indicator can only be prepared by the local model
provider with the limited local information, thus it is not guaranteed to correctly estimate
reusability on any future instances. To deal with this issue, we consider the setting where
the target task learner can query ground-truth indicator outputs from model providers to
rectify the indicators. This provides a preliminary exploration to realize the evolvability
demanded by learnware (Zhou, 2016), that is, the learnware is able to evolve to adapt to
environmental changes and improve its own performance/usability.

Our contributions are listed as follows. In Section 2, we introduce the reusability-aware
model reuse protocol with reusability indicator specifications. In Section 3, we propose
MoreBoost (Model reuse Boosting), a simple yet powerful boosting-based model reuse al-
gorithm. We show that under the noise-free case, MoreBoost is guaranteed to minimize
the prediction error. In Section 4, we show that MoreBoost suffers from significant perfor-
mance degeneration when the reusability indicators are inaccurate. To solve this issue, we
propose an active rectification mechanism to rectify the reusability indicators. We show that
the resulted MoreBoost.AR algorithm (MoreBoost with Active Rectification) again enjoys
strong theoretical guarantees. In Section 6, we provide experimental results on synthetic
and benchmark datasets to show the desired performance of our approaches.

We utilize bolded characters to denote a set of enumerated elements by their subscripts.
The length of enumeration is clear from the content. For example, w denotes the set
{ws|s ∈ [T ]} in which [T ] ≡ {1, 2, . . . , T}. We also utilize I to denote the indicator function.

2. Reusability-Aware Model Reuse Protocol

Assume that the global input and output spaces are X ,Y, where Y is a finite set of classes
of size L, i.e. [L]. We assume that there is a global labeling function f∗ mapping from X
to Y, which generate labels for data sampled from any input distributions D over X .

There are K model providers involved in our problem. Each provider k observes
her local dataset Sk = (Xk, Yk) = {(x, y) ∈ X×Yk}. For each Sk, the instances are generated
by sampling from an unknown input distribution Dk over X , and then labeling by f∗. Note
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Figure 1: Illustration of MoreBoost and MoreBoost.AR. The initial new task data distri-
bution DT on U may not be close to any of the existing task data distributions
Dk, k ∈ [K]. Under the noise-free case, the changed data distributions Dt over
MoreBoost could get much closer to Dk. While under the noisy case, the mis-
match between Dt and Dk may accumulate over iterations. Thus it is necessary
to introduce the active rectification mechanism in MoreBoost.AR.

Algorithm 1 Reusability-Aware Model Reuse Protocol

1: Model Upload: Models and reusability indicators f ,h.
2: Input: New task data U , error upper bounds σ̄.
3: repeat {Model Selection}
4: repeat {Function Indicator Rectification}
5: Choose k ∈ [K], x ∈ U to query h∗k(x) .
6: Update hk(x) = h∗k(x).
7: until Stop condition reached.
8: Do model reuse algorithm iteration.
9: until Total number of iterations reaches.

10: Output: F ({fkm}, {hkm}),m ∈ [M ].

that the input spaces for all parties are the global one X , while the label spaces are subsets
of the global label space, i.e. Yk ⊆ Y. The cardinality of Yk is Lk. We assume that Yk
can have intersections. Furthermore, ∪Yk = Y. Each provider learns a local model fk using
her local dataset Sk, which is a multi-class classifier mapping from X to the product space
[0, 1]Lk . For the convenience of model reuse, we assume that the provider knows the global
label space Y, and fk is augmented into a classifier fk,Y : X × [0, 1]L in the global label space
by setting the model outputs in Yk as fk, and Y \Yk as zeros. The label assignment rule is
given by f̄k(x) = argmaxl∈[L] fk,Y(x, l), in which fk,Y(x, l) is the l-th output of fk,Y(x).

For each provider, besides the classification model, there is also a certificate of model
reusability, i.e. reusability indicator hk trained with local dataset Sk. hk is a function
from x ∈ X to {0, 1}. We assume that for ∀k ∈ [K], the noise-free reusability indicator h∗k
satisfies the following relationship:

Assumption 1
h∗k(x) = 1 =⇒ p(fk(x) ̸= f∗(x)) ≤ ϵk, ∀x ∈ X ,

147



Ding Zhou

in which ϵk is a small non-negative error rate.

Thus if h∗k(x) = 1, then fk is reusable on x, otherwise this is not guaranteed. The reusability
indicators can be implemented in many ways. For example, they can be any predictors
measuring the distance between a future instance to the original task data distribution,
such as outlier detectors (Schölkopf et al., 2001; Liu et al., 2008). Furthermore, if there is
side information available for any instance x (such as additional text descriptions for image
instances), hk can also be predictors based on it. However, since hk can only be trained
with local dataset Sk, it is unlikely to make correct predictions on all future instances. Thus
we model hk as an approximation of h∗k under Bernoulli noise, such that for ∀x ∈ X , hk(x)
is generated by flipping h∗k(x) with a certain probability σk(x). We assume that the noise
upper bounds

σ̄k ≥ σk(x) = p(hk(x) ̸= h∗k(x)), ∀x ∈ X
can be observed by any future learner. In practice, σ̄k can be obtained through various
ways, such as testing hk under a small labeled hold-out validation set collected by future
learners.

The objective of our model reuse problem is as follows. A new user needs to reuse the
existing models to solve her own task: There are N unlabeled data U = {xi, i ∈ [N ]}
sampled from an unknown input distribution DT over X . We assume that the underlying
true label space is global, i.e. Y. The learner faces with a transductive learning prob-
lem: She chooses a subset fk1 , fk2 , . . . , fkM out of the K existing models, and outputs
F ({fkm}, {hkm}),m ∈ [M ], a transductive classifier to predict on all x ∈ U . As described
above, we assume that the learner receives all reusability indicators from the K model
providers as well as their noise rate upper bounds to identify models’ reusability.

Since the reusability indicators could be inaccurate, the learner is assumed to have the
privilege of rectifying the reusability indicators. In other words, she can actively choose any
x ∈ U , and query for h∗k(x) from any model provider k to refine hk during the running of
the model reuse algorithm. Note that querying ground-truth indicator value is much easier
than querying ground-truth labels, since the model provider only needs to verify whether
the instance is indeed similar to the model training data. The overall model reuse protocol
is illustrated in Algorithm 1.

3. Model Reuse by Boosting

In this section, we introduce the idealized assumption that reusability indicators are free
from error, i.e. h = h

∗. Under this situation, there is no need for the learner to query
the ground-truth indicator values. Motivated by the deep connection between boosting and
online learning with expert advice (Freund and Schapire, 1997), we proposed MoreBoost, a
simple yet powerful boosting approach to solve the model reuse problem under the noise-
free case. We will see that MoreBoost has a fast convergence rate to output a transductive
classifier to maximize the labeling accuracy on U . Meanwhile, it could achieve near-optimal
performance in selecting the smallest subset of models to reuse. The process of MoreBoost is
illustrated in Algorithm 2. As in classical boosting, the key idea lies in maintaining a weight
distribution D over all current task instances. In Line 4, we calculate the reusability score
of each model by the weighted sum of reusability indicator predictions. It is easy to see
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Algorithm 2 MoreBoost

1: Input: Current task data U , existing models and reusability indicators f ,h, weight
update parameter η, number of total iterations T .

2: Initialize D1(xi) = 1/N for i ∈ [N ].
3: for t = 1 to T do
4: Choose the optimal model index as kt = argmaxk∈[K]

∑N
i=1Dt(xi)hk(xi).

5: Set loss ct(xi) = hkt(xi), i ∈ [N ].
6: Update weights: Dt+1(xi) = Dt(xi) exp(−ηct(xi))/

∑N
i=1Dt(xi) exp(−ηct(xi)).

7: end for
8: Output: Predict x ∈ U : FT (xi) = argmaxl∈[L]

∑T
t=1 hkt(xi)I[f̄kt(xi) = l].

that the higher the score, the better the model will perform on high-weight instances. The
optimal model is selected greedily according to the reusability score. The next key step is
to update the sample distribution (Line 6) with the loss defined in Line 5. The key intuition
is that if the instance is covered by the current reusability indicator, then its weight should
be decreased, otherwise we should pay more attention to it by increasing its weight. We
introduce a weight update parameter η to control the aggressiveness of weight shrinkage
once an instance is covered. In practice, the more times that we want an instance to be
covered, the smaller η can be used. Finally, different from common boosting, a transductive
classifier FT is outputted by MoreBoost, which can be utilized to label the instances in
U . To proceed on analysing the theoretical properties of MoreBoost, we propose its weak
learning conditions below.

Assumption 2 (Weak learning condition for MoreBoost.)
For any data distribution D over U , there exists k ∈ [K], such that

∑N
i=1D(xi)h

∗
k(xi) >

γ > 0.

The weak learning condition ensures that in any iteration, the fraction of instances which
are covered is at least γ. The following result provides the convergence rate of MoreBoost.

Theorem 1 Let the prediction error of FT be ϵFT
= 1

N

∑N
i=1 p(FT (xi) ̸= f∗(xi)), and

denote by ϵ̄ = maxk∈[K] ϵk. When η =
√

(lnN)/T , after running MoreBoost for T ≥
O(lnN/γ2) iterations, we have ϵFT

≤ ϵ̄.

From Theorem 1, we can see that MoreBoost requires very few iterations to run if γ is not
too small. On the other hand, even if γ is small, the algorithm still guarantees to converge.
To further verify whether MoreBoost tends to choose a small set of useful models, we take
an alternative view of the model reuse problem. We can treat f and U as two sets of graph
vertices. Then the indicators h define the edge between these two sets, such that xi connects
to fk only when hk(xi) = 1. Thus f ,U ,h jointly define a bipartite graph. It is easy to see
that MoreBoost tries to find the minimum subset of f that do the best on covering more
instances. This exactly coincides with the target of choosing a small set of useful models.
In particular, if we only require each instance to be covered by at least one model, then
this is exactly the set cover problem, which is among Karp’s 21 NP-complete problems
(Karp, 1972). It is also proved that the greedy algorithm can achieve the near-optimal
approximation ratio for set cover under the P̸=NP conjecture (Dinur and Steurer, 2014).
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Table 1: Example to show why error rates grow for MoreBoost. The checkmark in row k,
column i indicates that h∗k(xi) = 1, otherwise h∗k(xi) = 0. Numbers indicate the
indicator error rates.

x1 x2 x3 x4 x5 x6

f1 ✓, 0.1 ✓, 0.1 ✓, 0 ✓, 0 0 0

f2 0 0 0 0 ✓, 0.1 ✓, 0.1

f3 1 1 0 0 1 0

f4 0 0 1 1 0 1

We can show the close relationship between MoreBoost and the greedy algorithm for set
cover.

Theorem 2 When η →∞, MoreBoost is equivalent to the greedy set cover algorithm.

This shows that MoreBoost can be treated as the relaxed version of the greedy set cover
algorithm, which utilizes a soft weight update rule. This verifies that MoreBoost achieves
significant performance in keeping the set of chosen models as small as possible.

4. Rectifying Function Indicators

In the previous section, we show that MoreBoost is effective when reusability indicators h

are accurate. However, this is usually not the case in practice, since it is unreasonable to
assume that h can be trained well only using data within a single task. In this section, we
first show that even small indicator errors could lead to significant performance degenera-
tion of MoreBoost. We further propose an active rectification mechanism, which enables
MoreBoost to achieve the desired accuracy even when indicator noise is large.

4.1. Risk of Indicator Error

What performance will MoreBoost achieve when the reusability indicators are not accurate?
The following result shows that even when the error rates are not large, since the prediction
error grows w.r.t. T , MoreBoost performs much worse under this situation.

Theorem 3 Let the prediction error of FT be ϵFT
= 1

N

∑N
i=1 p(FT (xi) ̸= f∗(xi)). As-

sume that ∀t ∈ [T ],max{
∑N

i=1Dt(xi)I[hkt(xi) ̸= h∗kt(xi)],
1
N

∑N
i=1 I[hkt(xi) ̸= h∗kt(xi)]} ≤

σ < γ, in which h∗kt are noise-free versions of hkt. When η =
√

(lnN)/T , after running
MoreBoost for T ≥ O(lnN/(γ − σ)2) iterations, we have that ϵFT

≤ ϵ̄+ σT .

We utilize a simple example in Table 1 to show why this could happen. Assume that η
is not too small. If no error is made, then MoreBoost will select f1 and f2 in the first
two iterations to correctly label all the instances. However, in any iteration, once errors
are made on both x1 and x2, then MoreBoost will turn to choose f3 and f4, leading to
error on all instances. This example shows the key reason for the error accumulation in
Theorem 3: on any iteration of MoreBoost, once a wrong model is chosen, the prediction
error of the final obtained model could keep growing by choosing more incorrect models
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Algorithm 3 MoreBoost.AR

1: Input: U , f ,h, η, error parameters σ0, δ, specification error upper bounds σ̄, number of
total iterations T .

2: Initialize h0,k = hk, D1(xi) =
1
N , I1,k(xi) = 1 for i ∈ [N ], k ∈ [K].

3: for t = 1 to T do
4: Set σ̃t =

σ0

T , δ̃t =
δ
T .

5: It+1,ht, kt ← RecSpec(U , It, Dt,ht−1, σ̄, σ̃t, δ̃t).
6: Set loss ct(xi) = Dt(xi)hkt(xi), i ∈ [N ].
7: Update weights: Dt+1(xi) = Dt(xi) exp(−ηct(xi))/

∑N
i=1Dt(xi) exp(−ηct(xi)).

8: end for
9: Output: Predict x ∈ U : FT (xi) = argmaxl∈[L]

∑T
t=1Dt(xi)hT,kt(xi)I[f̄kt(xi) = l].

in the following iterations. Thus it is crucial to rectify the reusability indicators in each
iteration to boost their accuracy, meanwhile to introduce effective mechanism to prevent
the errors from growing large.

To address the above issues, we propose MoreBoost with Active Rectification algo-
rithm named MoreBoost.AR, which is illustrated in Algorithm 3. The major changes w.r.t.
MoreBoost are two-fold: (1) to deal with indicator error, the loss function and the model
combination rule are modified; (2) instead of directly calculating the reusability score, an
active rectification mechanism named RecSpec is introduced, to shrink the indicator error
rates to pre-defined levels σ̃t, δ̃t. We detailedly introduce RecSpec below.

4.2. The Active Rectification Mechanism

The RecSpec mechanism is illustrated in Algorithm 4. The objective for it is to actively
query h

∗ to update h, in order to identify the model which is near-optimal under the
current iteration. It utilizes Ik(xi) to record whether an instance xi has been queried for
model k (0 for queried, 1 otherwise). RecSpec includes a greedy error pre-shrinking stage
defined in Line 2-13: it shrinks the indicator error rate for each model k under D down to a
sufficiently small level. Note that the instances are chosen greedily: The unqueried instance
with the largest sample weight is chosen first (Line 4). Then in the main loop, motivated by
(Kalyanakrishnan et al., 2012), the confidence bound based best arm identification strategy
is utilized to identify the near-optimal model quickly. Detailedly, it utilizes the query records
I to calculate the query counts (Line 15) as well as the confidence bound for each model
(Line 16). It then chooses the arm u with the maximum lower confidence bound, as well
as v with maximum upper confidence bound besides u (Line 17) to perform greedy queries
(Line 18-19, similar to Line 4-5). The intuition is that these are two most promising models
to be the best, thus they are worth querying. From the stopping criterion in Line 20, we
see that if u has high confidence to be better than v, then we output u as the best arm.
The theoretical guarantee on the query complexity for a single call of RecSpec is given as
follows. First we define a complexity term. Let dk,nk

=
∑N

i=1

{

D(xi)
[(

1 − Ik(xi)
)

h∗k(xi) +

Ik(xi)
[

σk(xi)+
(

1− 2σk(xi)
)

h∗k(xi)
]}

such that
∑N

i=1 Ik(xi) = nk. When nk instances have
not been queried for hk, dk,n is the expected proportion of instances such that hk(xi) = 1
under D. Furthermore, we set d∗ = maxk∈[K]

[

minn∈[N ] dk,n
]

, and the corresponding k as
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Algorithm 4 RecSpec

1: Input: Current task data U , query indicator I, sample weights D, reusability indicators
h, error upper bounds σ̄, error parameters σ̃, δ̃.

2: for k = 1 to K do
3: repeat
4: Choose an instance to query: q = argmaxi∈[N ]D(xi)Ik(xi).

5: Set hk(xq) = h∗k(xq), Ik(xq) = 0, nk =
∑N

i=1 Ik(xi).

6: Set U(k, nk) =

√

1
2nk

ln
(

4K2N2/δ̃
)

.

7: if σ̄k ≥ 1/4 ∨ σ̃ ≥ max{ 3

√

(18σ̄k/N) ln
(

4K2N2/δ̃
)

, 72σ̄k/N} then

8: stopping condition ←∑N
i=1 Ik(xi)D(xi)σ̄k ≤ σ̃/8.

9: else
10: stopping condition ←

∑N
i=1 Ik(xi)D(xi) ≤ σ̃/2.

11: end if
12: until stopping condition.
13: end for
14: repeat
15: Set d̂k =

∑N
i=1Dk(xi)hk(xi), nk =

∑N
i=1 Ik(xi), k ∈ [K].

16: Set U(k, nk) =

√

nk

2N2 ln
(

4K2N2/δ̃
)

, k ∈ [K].

17: Choose u = argmaxk∈[K](d̂k − U(k, nk)), v = argmaxk∈[K]/{u}(d̂k + U(k, nk)).
18: Choose an instance to query for each of b ∈ {u, v}: ib = argmaxi∈[N ]D(xi)Ib(xi).
19: Update hu(xiu) = h∗u(xiu), hv(xiv) = h∗v(xiv), Iu(xiu) = 0, Iv(xiv) = 0.
20: until σ̃/8 + d̂u − U(u, nu) > d̂v + U(v, nv).
21: Return: I,h, u.

k∗. We then define

∆k =

{

minn∈[N ]max{d∗ − dk,n, 0}, k ̸= k∗,

minn∈[N ],k∈[K]/{k∗}max{d∗ − dk,n, 0}, k = k∗.

∆k measures how easy hk can be distinguished from or recognized as the optimal one.
Furthermore, we define the query complexity measure for the pre-shrinking stage:

mk =







max
(

0, N(1− σ̃/(8σ̄k)
)

, σ̄k ≥ 1/4 ∨ σ̃ ≥ max{ 3

√

(18σ̄k/N) ln
(

4K2N2/δ̃
)

, 72σ̄k/N},

max
(

0, N(1− σ̃/2)
)

, otherwise.

Theorem 4 Let the indicator error of hu be σ̂ =
∑N

i=1D(xi)I[hu(xi) ̸= h∗(xi)], where

h∗ = argmaxh∗

k
,k∈[K]

∑N
i=1D(xi)h

∗
k(xi). The following events will happen simultaneously

with probability at least 1− δ̃: (1) The query complexity of a single call of RecSpec is smaller

than min
{

KN,
∑K

k=1max{mk, N [1− 2N(∆k/4 + σ̃/32)2 ln
(

4K2N2/δ̃
)

]}
}

; (2) σ̂ ≤ σ̃.
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Theorem 4 shows that the query complexity affects by the cover gaps ∆k. The query
complexity will be significantly reduced if the cover gaps are large. By the above guarantee,
we can show that MoreBoost.AR enjoys desired performance which is close to the noise-free
case with high probability, under the following weak learning assumptions.

Assumption 3 (Weak learning conditions for MoreBoost.AR)
(1) For any data distribution D over U , there exists k ∈ [K], such that

∑N
i=1D(xi)h

∗
k(xi) >

γ > 0. (2) Setting σ0 properly: σ0 < γT .

Theorem 5 Let the error rate of FT be ϵFT
= 1

N

∑N
i=1 p(FT (xi) ̸= f∗(xi)), and denote by

ϵ̄ = maxk∈[K] ϵk. When η =
√

(lnN)/T , after running MoreBoost.AR for T ≥ O(N2 lnN/γ4)
iterations, we have ϵFT

≤ ϵ̄+ 2σ0 with probability at least 1− δ.

5. Related Work

The model reuse problem has a significant difference from other scenarios exploiting exist-
ing models in solving a new task. First, it does not assume that all existing models are
related to the current task, which is usually assumed in transfer learning (Pan et al., 2010)
scenarios such as hypothesis transfer (Dredze et al., 2010; Kuzborskij and Orabona, 2017).
Moreover, it is also different from multi-party and federated learning paradigms (Li et al.,
2010; McMahan et al., 2017; Yang et al., 2019; Wu et al., 2019). The central problem under
these scenarios is how multiple parties can cooperate to solve the same/similar learning
tasks. To achieve this target, rich information such as data distribution statistics can be
exchanged among different parties in privacy-preserving ways. While for model reuse, the
models may be trained under very different tasks to the current one, meanwhile all infor-
mation on those tasks can only be observed through the models and their specifications.
In recent years, some interesting studies have discussed how transferability of learned mod-
els can be measured (Achille et al., 2019; Nguyen et al., 2020). While they mainly study
how the transferability can be measured on target data without using model specifications.
When target data only provide limited information, e.g. the number of them are limited
or they are unlabeled, providing the specifications are strongly helpful for measuring the
transferability. There have been a number of boosting-based approaches in related areas
such as transfer learning and domain adaptation. While they usually focus on how source
and target domain data can be both utilized to train a new model (Dai et al., 2007; Becker
et al., 2013; Habrard et al., 2013; Wang and Pineau, 2015), or utilizing boosting to solve a
sequence of related learning tasks (Rettinger et al., 2006). Thus they consider very different
learning problems to our work.

The analysis of error accumulation under the noisy situation is inspired by the distribu-
tional shift issue in imitation learning (Ross et al., 2011). We design different techniques to
solve our problem since we consider a very different learning scenario.

6. Experiments

6.1. Experiements on Synthetic Data

We create a 2D toy example with five classes to verify our approaches. There are five
classes 1-5 represented by color blocks. We divide them into four tasks (1,2), (3,4,5), (2,3),
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1

2

3

4

(a) Data (b) MB:99.7,σ=0 (c) MB:96.8,σ=0.1 (d) MB:86.7,σ=0.2 (e) MB:70.0,σ=0.3

(f ) MV:67.2 (g) AR:99.7,σ=0 (h) AR:99.2,σ=0.1 (i) AR:96.8,σ=0.2 (j) AR:95.4,σ=0.3

Figure 2: Results on synthetic data. Figure 2a shows the target data and their true labels.
Figure 2b-2j show prediction results and accuracy (%) of different approaches. σ
are indicator noise rates.

(1,4), where we train gradient boosting decision trees as existing models with training data
sampled from the corresponding blocks. We then generate instances uniformly for each class
as the current task data, which are illustrated in Figure 2a. The reusability indicators are
built according to the ground-truth class with fixed noise σ added, which is known to the
learner. We consider the following settings and methods: (1) majority voting (MV, Figure
2f); (2) MoreBoost(MB, Figure 2b-2e); (3) MoreBoost.AR (AR, Figure 2g-2j). We run both
MoreBoost and MoreBoost.AR for 50 iterations. We observe that MoreBoost performs well
under the small noise case, meanwhile RecSpec performs better under the large noise case.

6.2. Experiments on Benchmark Data

First, we consider simpler experiments on three ten-class benchmark datasets: MNIST
(LeCun et al., 1998), fashion-MNIST (Xiao et al., 2017) and CIFAR-10 (Krizhevsky, 2009).
One each dataset, to obtain existing models, we form five existing tasks according to classes.
Detailedly, we randomly partition the ten classes into three tasks with proportion (4, 3, 3)
first. Furthermore, we randomly choose three of the four classes in the first task to form two
more tasks. For each task, we randomly choose 3000 training data out of the original training
set for each class to formulate the model training data. Three-layer CNNs on MNIST and
Fashion-MNIST, 16-layer wide ResNets (Zagoruyko and Komodakis, 2016) on CIFAR-10
are utilized to obtain the existing models. To form the target task, we randomly choose 50
instances for each class out of the original testing data for predicting their true labels. We
compare the following approaches: (1) the best single existing model (MAX); (2) majority
voting (MV); (3) the state-of-the-art model reuse approach RKME (Wu et al., 2020); (4)
MoreBoost (MB); (5) MoreBoost.AR with random query strategy (RND), which randomly
selects equal number of instances to query in each iteration, and (6) MoreBoost.AR (AR).
We set the total query number the same for RND and AR. To obtain reusability indicators
for MoreBoost-based approaches, we utilize pre-trained CNNs or wide ResNets to extract
features of the model training data from the outputs of the penultimate layers. Afterwards,
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Table 2: Accuracy on benchmark data over five random splits. The last two rows show the
proportion of the query budget used and the indicator error rates. All results are
Value(%)±Std. Dev.(%).

MNIST Fashion-MNIST CIFAR-10 CIFAR-100 CUB-200-2011 Caltech-256

MAX 39.7±0.2 38.4±1.2 37.1±3.3 20.4±6.3 10.2±2.0 12.0±2.4

MV 48.0±3.2 39.5±1.6 37.1±0.7 29.0±7.5 27.6±5.9 48.0±3.0

RKME 98.6±0.3 90.3±1.0 84.7±9.5 65.0±6.6 27.6±7.9 20.4±4.8

MB 92.1±1.4 81.6±0.7 83.7±1.3 55.6±8.1 41.2±6.5 10.4±2.2

RND 96.9±0.7 91.1±0.9 91.6±0.8 62.0±10.6 80.6±6.0 57.6±12.3

AR 99.4±0.1 95.3±1.8 95.4±0.4 80.4±5.1 90.4±2.4 87.8±5.5

Query Prop. 55.8±2.1 58.2±5.1 55.4±4.4 81.0±3.9 89.9±1.4 93.0±2.6

Ind. Error 3.2±1.4 12.2±1.8 7.9±1.2 9.4±3.3 5.2±3.3 49.7±13.8

we train isolation forests (Liu et al., 2008) on them. We also learn RKME specifications
for the RKME approach on the same pre-trained features for fair comparison. To estimate
indicator noise, we sample five instances from the original test data for each class to form
the validation data. From Table 2, we can see that MoreBoost.AR achieves the optimal
performance as in the synthetic data experiment.

We further consider larger-scale experiments on three more benchmark datasets: CIFAR-
100 (Krizhevsky, 2009), CUB-200-2011 (Wah et al., 2011) and Caltech-256 (Griffin et al.,
2007). We keep the comparison methods and feature extraction process similar to above.
For CIFAR-100, the original training data are from 100 classes, which are grouped into
20 super-classes. We form 20 tasks accordingly to obtain the existing models, which are
16-layer wide ResNets. We further sample instances from original testing data to form the
target task. We choose ten classes randomly, and sample ten instances for each class. We
further sample five instances for each class for validating indicator noise rates. For CUB-
200-2011 and Caltech-256, we randomly partition the classes into 40 and 25 existing tasks,
and fine-tune an ImageNet pre-trained ResNet-101 model on them to obtain the existing
models. The formulation of the target task is the similar to CIFAR-100. We observe the
similar performance gain for MoreBoost.AR.

7. Conclusion

In this work, we studied the reusability-aware model reuse problem, in which a learner
chooses multiple existing models to reuse with reusability indicator specifications. We pro-
posed MoreBoost, a simple but powerful model reuse algorithm. An active rectification
mechanism was also proposed under the noisy situation. Applying our algorithms on differ-
ent kinds of model reuse settings could be interesting future work to study.
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Appendix A. Proofs

A.1. Proof of Theorem 1

Proof Assume that D1, D2, . . . , DT are data distributions generated by running MoreBoost
for T iterations. We consider an online learning view of the learning processs. Define
the cost function of distribution D at iteration t as cD(t) =

∑N
i=1D(xi)ct(xi). The

regret of MoreBoost can be defined as RT =
∑T

t=1

(

cDt
(t) − cD∗(t)

)

, in which D∗ =

argminD
∑T

t=1 cD(t). Since the cost on any single instance is equivalent to one-hot data dis-

tribution, we have that for ∀i ∈ [N ], 1
T

∑T
t=1 cDt

(t)− 1
T

∑T
t=1 ct(xi) ≤ RT

T . According to the
weak learning condition, on any data distribution, the proportion of covered instances is at
least γ. Thus 1

T

∑T
t=1 cDt

(t) > γ. Then we have γ−RT

T ≤ 1
T

∑T
t=1 ct(xi). If 1

T

∑T
t=1 ct(xi) > 0,

then we know that ∃h∗t , h∗t (xi) = 1. Furthermore, by the assumption on reusability indica-
tors, we know the error rate on xi is below ϵ̄. To guarantee that 1

T

∑T
t=1 ct(xi) > 0, we can

set γ − RT

T > 0. If we guarantee that the regret RT ≤ O(
√
T lnN), it is easy to see that

we can set T ≥ O(lnN/γ2). Notice that the online learning procedure for MoreBoost is
designed exactly to fit for the regret minimization process of Hedge (Freund and Schapire,
1997). As a result, the regret bound holds as expected.

A.2. Proof of Theorem 2

Proof When η → ∞, then once ct(xi) = I[ht(xi) = 1] = 1, Dt+1(xi) = 0. Then we have
the following two observations: (1) When η → ∞, hk are chosen according to the number
of instances they can cover; (2) Each instance is covered by exactly one hk. These two
observations exactly fit for what the greedy set cover algorithm does.

A.3. Proof of Theorem 3

Proof Follow the similar proof of Theorem 1, we have that for ∀i ∈ [N ], 1
T

∑T
t=1 cDt

(t) −
1
T

∑T
t=1 ct(xi) ≤ RT

T . Since for ∀h, h′, I[h = 1∧ h′ = 0] ≤ I[h ̸= h′], by the assumption in the

theorem, ∀t, cDt
(t) =

∑N
i=1Dt(xi)I[hkt(xi) = 1] ≥

∑N
i=1Dt(xi)(I[h∗kt(xi) = 1] − I[hkt(xi) ̸=

h∗kt(xi)]) ≥ γ − σ. Then after running MoreBoost for T ≥ O( lnN
(γ−σ)2

) iterations, we have

that ∀xi ∈ U ,
∑T

t=1 ht(xi) > 0. Furthermore, ∀xi ∈ U , p(FT (xi) ̸= f∗(xi)) can be upper
bounded by p(FT (xi) ̸= f∗(xi), (∄hkt(xi) ̸= h∗kt(xi))) + p(∃hkt(xi) ̸= h∗kt(xi)) ≤ p(FT (xi) ≠

f∗(xi), (∄hkt(xi) ̸= h∗kt(xi))) +
∑T

t=1 I[hkt(xi) ̸= h∗kt(xi)]. Then ϵFT
≤ 1

N

∑N
i=1

(

p(FT (xi) ̸=

f∗(xi), (∄hkt(xi) ̸= h∗kt(xi))) +
∑T

t=1 I[hkt(xi) ̸= h∗kt(xi)]
)

≤ ϵ̄+ σT .
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A.4. Proof of Theorem 4

For simplicity, we analyse the first call of RecSpec, whose guarantee obviously holds for the
rest calls. The following lemma shows that the pre-training stage controls the empirical
errors of indicators close to their expectations.

Lemma 6 After the pre-training stage in Line 2-13, then ∀k ∈ [K], 1
N

∑N
i=1 I[hk(xi) ̸=

h∗k(xi)] ≥ σ̃/2 holds with probability at most δ̃/4.

Proof We study arbitrary k ∈ [K]. First,
∑N

i=1D(xi)I[hk(xi) ̸= h∗k(xi)] ≤
∑N

i=1 Ik(xi)D(xi).

Next, we study different cases. (1) If σ̄k ≥ 1/4, then
∑N

i=1 Ik(xi)D(xi) ≤ σ̃/(8σ̄k) ≤ σ̃/2. (2)

If σ̄k < 1/4 ∧ σ̃ < max{72σ̄k/N, 3

√

(18σ̄k/N) ln
(

4K2N2/δ̃
)

}, then
∑N

i=1 Ik(xi)D(xi) ≤ σ̃/2

holds by the stopping condition. (3) If σ̃ ≥ max{72σ̄k/N, 3

√

(18σ̄k/N) ln
(

4K2N2/δ̃
)

}, from

the greedy query rule in Line 4 of Algorithm 4,
∑N

i=1D(xi)I(xi)σ̄k ≤ nkσ̄k/N . Further-
more, since σ̃ ≥ 72σ̄k/N , we have σ̃N/(8σ̄k) ≥ σ̃N/(9σ̄k) + 1. As a result, we have
that when the stopping condition reaches, nk ≥ (σ̃N)/(9σ̄k). By Hoeffding’s inequal-
ity, we have p(

∑N
i=1D(xi)I[hk ̸= h∗k] ≥ σ̃/2) ≤ p(

∑N
i=1 Ik(xi)D(xi)I[hk(xi) ̸= h∗k(xi)] −

∑N
i=1 Ik(xi)D(xi)σ̄k ≥ σ̃/2) ≤ exp

(

−2nk(σ̃/2)
2
)

≤ exp
(

−Nσ̃3/(18σ̄k)
)

≤ δ̃/(4K2N2),

where the last inequality holds by the assumption that σ̃ ≥ 3

√

(18σ̄k/N) ln
(

4K2N2/δ̃
)

.

By union bound over maximum number of total loops KN , models K and instances N , we
arrive at the final result.

Next we show the correctness of the stopping criterion in Line 20 of Algorithm 4.

Lemma 7 If the stopping criterion in Line 20 of Algorithm 4 is reached, then we have that
σ̂ ≥ σ̃ with probability at most δ̃/2.

Proof Assmue that when the stopping condition is reached, we have du,nu
> d̂u−U(u, nu)

and for ∀k ∈ [K], we have dk,nk
< d̂k + U(k, nk). From the definition of v, for ∀k ∈ [K],

σ̃/8 + d̂u − U(u, nu) > d̂k + U(k, nk) =⇒ σ̃/8 + du,nu
> dk,nk

=⇒

σ̃/8 +
N
∑

i=1

D(xi)h
∗
u(xi) +

N
∑

i=1

Iu(xi)D(xi)σ̄u(xi) >
N
∑

i=1

D(xi)h
∗
k(xi)− 2

N
∑

i=1

Ik(xi)D(xi)σ̄k(xi).

Due to the stopping condition in Line 12, we have σ̃+
∑N

i=1D(xi)h
∗
u(xi) >

∑N
i=1D(xi)h

∗
k(xi),

which indicates that u is close to the true best model. The next step is to ensure that the
confidence bounds are valid for all iterations before the stopping criterion is reached. By
Hoeffding’s inequality, for ∀k ∈ [K], n ∈ [N ], we have that p(|dk,n − d̂k| > U(k, n)) ≤
2e−2N

2

n
U2(k,n). Notice that the stopping criterion is reached within KN/2 iterations since

the maximum query time is KN and two instances are chosen to query in each iteration.

Then by the union bound, we need to guarantee that KN
∑K

k=1

∑N
n=1 e

−2N
2

n
U(k,n) ≤ δ̃/4,

which is indeed the case by the design of the confidence bound U(k, n). Combining with
Lemma 6, we arrive at the final result.
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The following lemma shows how small each nk, k ∈ [K] should be to make the stopping
criterion in Line 20 reached.

Lemma 8 Let sufficient query condition be nk ≤ 2N2(∆k/4+σ̃/32)2/(ln
(

4K2N2/δ
)

), ∀k ∈
[K]. If the sufficient query condition is reached, then the stopping criterion is not reached
with probability at most δ̃/(2KN).

Proof Assume that on one iteration, all nk, k ∈ [N ] satisfy the condition. Then we
have U(k∗, nk∗) ≤ ∆k∗/4 + σ̃/32, U(v, nv) ≤ ∆v/4 + σ̃/32. On the other hand, if the
stopping criterion has not been reached, we have σ̃/8 + d̂k∗ − U(k∗, nk∗) ≤ d̂v + U(v, nv).
Then we know that d̂k∗ ≤ d̂v + ∆k∗/4 + ∆v/4 − σ̃/16 ≤ d̂v + ∆v/2 − σ̃/16. By construc-
tion of ∆k∗ ,∆v, we know that ∃k ∈ [K], d̂k − dk ≥ U(k, nk) ∨ dk − d̂k ≥ U(k, nk). By
Hoeffding’s inequality and union bound, we know the probability of this event is within
∑K

k=1

∑N
nk=1 2 exp

(

((−2N2)/nk)
(

√

(nk/2N2) ln
(

4K2N2/δ̃
)

)2
)

= δ̃/(2KN).

Then we prove Theorem 4.
Proof Assume that the stopping condition is reached when querying ⌊T2 ⌋ ≤ t ≤ T instances,
and the stopping condition is reached iff the sufficient query condition is satisfied. Then
t = ⌊T/2⌋+

∑T
t=⌊T/2⌋ I{¬sufficient query condition} ≤

∑K
k=1

∑T
t=⌊T/2⌋ I{nk ≤ 2N2(∆k/4 +

σ̃/32)2/(ln
(

4K2N2/δ̃
)

)} ≤∑K
k=1max

{

0, N
(

1−2N(∆k/4+ σ̃/32)2/(ln
(

4K2N2/δ̃
)

)}

. We

can see that if T ≥
∑K

k=1max
{

0, N
(

1 − 2N(∆k/4 + σ̃/32)2/(ln
(

4K2N2/δ̃
)

)
)}

, then the

stopping condition is reached. By Lemma 8 and union bound, we know that this event
would happen with probability at least 1 − (KN)(δ̃/(2KN)) = 1 − δ̃/2. Furthermore, the
query complexity of the training stage, i.e. mk can be calculated easily from the greedy
query criterion in Line 4. Combining Lemma 7, we arrive at the final result.

A.5. Proof of Theorem 5

Proof We have that for ∀i ∈ [N ], 1
T

∑T
t=1 cDt

(t) − 1
T

∑T
t=1 ct(xi) ≤ RT

T , which follows
from the similar proof of Theorem 1. Assume that the high probability events in The-
orem 4 hold for all T iterations. Since for ∀h, h′, I[h = 1 ∧ h′ = 0] ≤ I[h ̸= h′], by
Theorem 4 and the weak learning assumption,

∑N
i=1Dt(xi)hkt(xi) ≥

∑N
i=1Dt(xi)(h

∗
t (xi)−

I[hkt(xi) ̸= h∗t (xi)]) ≥ γ − σ0/T , in which h∗t = argmaxh∗

k
,k∈[K]

∑N
i=1Dt(xi)h

∗
k(xi). Further-

more, ∀t, cDt
(t) =

∑N
i=1D

2
t (xi)hkt(xi) =

∑N
i=1D

2
t (xi)h

2
kt
(xi) ≥ (

∑N
i=1Dt(xi)ht(xi))

2/N ≥
(γ − σ0/T )

2/N . As a result, after running MoreBoost.AR for T ≥ O(N2 lnN/γ4) itera-
tions, we have that ∀xi ∈ U ,

∑T
t=1Dt(xi)ht(xi) > 1. Furthermore, we have that ∀xi ∈ U ,

p(FT (xi) ̸= f∗(xi)) can be upper bounded by p
(

FT (xi) ̸= f∗(xi) ∧
∑T

t=1Dt(xi)I[hkt(xi) =

1, h∗kt(xi) = 0] < 1/2
)

+ p
(

FT (xi) ̸= f∗(xi) ∧
∑T

t=1Dt(xi)I[hkt(xi) = 1, h∗kt(xi) = 0] ≥

1/2
)

≤ ϵ̄+2
∑T

t=1Dt(xi)I[hkt(xi) ̸= h∗kt(xi)]. We then have that ϵFT
≤ 1

N

∑N
i=1 p(FT (xi) ̸=

f∗(xi)) ≤ ϵ̄ + 2
∑T

t=1

(

1
N

∑N
i=1Dt(xi)I[hkt(xi) ̸= hk∗

t
(xi)]

)

≤ ϵ̄ + 2σ0. The desired result

follows from the union bound w.r.t. T .
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