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Abstract

In this paper, we present a method for face recognition using
boosted Gabor feature based classifiers. Weak classifiers
are constructed based on both magnitude and phase fea-
tures derived from Gabor filters [6]. The multi-class prob-
lem is transformed into a two-class one of intra- and extra-
class classification using intra-personal and extra-personal
difference images, as in [12]. A cascade of strong classifiers
are learned using bootstrapped negative examples, similar
to the way in face detection framework [17]. The combi-
nation of classifiers based on two different types of features
produces better results than using either type. Experiments
on FERET database show good results comparable to the
best one reported in literature [14].

1. Introduction
Face recognition has attracted much attention due to its po-
tential values for applications as well as theoretical chal-
lenges. However, after decades of effort, the problem still
remains difficult. It has been observed that in face recog-
nition the variations between the images of the same face
due to illumination and viewing direction changes are al-
most always larger than those due to change in face identity
[13].

As a typical pattern recognition problem, face recogni-
tion has to deal with two main issues: (i) what features to
use to represent a face, and (ii) how to classify a new face
image based on the chosen representation. Up until now,
many representation approaches have been introduced, in-
cluding eigenface (PCA) [16], FisherFace (LDA) [2], in-
dependent component analysis(ICA)[1], and Gabor wavelet
features [18].while regarding classification methods, near-
est neighbor[16], convolutional neural networks [8], nearest
feature line [9], Bayesian classification [11] and AdaBoost
method[4]have been widely used. Among various repre-
sentations, multi-scale and multi-orientation Gabor features
have attracted much attention and achieved great success in
face recognition. On the other hand, AdaBoost method, in-

troduced by Freund and Schapire [4], which can fulfil both
feature selection and object classification at the same time,
has achieved great success in face detection [17] and other
applications.

Gabor wavelets, whose kernels can satisfy both the
wavelet theory and the neurophysiological constraints for
simple cells at the same time, exhibit desirable character-
istics of spatial locality and orientation selectivity. The bi-
ological relevance and computational properties of Gabor
wavelets for image analysis have been described in [5]. The
Gabor wavelet representation facilitates recognition with-
out correspondence (hence, no need for manual annota-
tions) because it captures the local structure corresponding
to spatial frequency (scale), spatial localization, and orien-
tation selectivity [3]. However, Gabor features are over-
complete and high dimensional representation of face im-
ages. Straightforward implementation is both computation-
ally expensive and exhibits a lack of efficiency.

AdaBoost method, which is among the top performed
classification approaches and adopted in many applica-
tions, provides a simple yet effective stagewise learning
approach for feature selection and nonlinear classification.
Adaboosted cascade framework,which is also widely used
in many applications especially in face detection occasions
[17], is a divide-and-solve strategy, that can make train-
ing and testing process much easier and faster. Moreover,
it is an efficient way to treat asymmetric problems and
hardly converging training processes. But as a classification
method, its performance relies largely on the representation
of samples. In general, face images span a nonlinear man-
ifold in the image space. To obtain good performance, it
needs a proper nonlinear representation which can be trans-
formed into another space in which different faces (persons)
are linearly separable. Up to now, such a feature represen-
tation is not available.

Combining different kinds of feature is an efficient way
to improve classifier’s performance, because using several
feature streams is a perennially successful approach to im-
prove performance in speech recognition, as stated in [15].
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We argue that some nonlinear non-convex parts of the man-
ifold in one image representation are linear and convex in
another feature representation, as long as the two kinds of
feature are not totally dependent with each other, that is,
they can reveal complementary information of face images.
Motivated by this idea, we make full use of Gabor features,
to build two different feature streams: Gabor magnitude
features and phase features. Later, we will also discuss it
in conditional mutual information’s point of view to ana-
lyze the beneficial of using the two kinds of Gabor features.
Since either Gabor magnitude features or phase features are
redundant, and face recognition is a multi-class problem.
We adopt a method as introduced in [12], to turn multi-class
problem into two-class problem by using intra-personal and
extra-personal variation in Gabor feature space. Then we
adopt AdaBoost Cascade framework to select the most dis-
criminant Gabor features and also build a strong classifier
by using one kind of feature at early stages, then the other
kind of feature to solve the unsolved problem at later stages.

The remaining part of this paper is organized as follows:
In section 2, the two kinds of Gabor feature face representa-
tion approach is introduced. In section 3, the cascade boost-
ing learning for two kinds of feature selection and classifier
construction are described. And the experiment results us-
ing the FERET database and FERET evaluation protocol
[14] and analysis are shown in section 4. In section 5, the
last section, we present the conclusion and future work.

2. Gabor Features face image repre-
sentation

The representation of faces using Gabor feature has been
extensively and successfully used in face recognition [18].
and Significant improvements in the face recognition rate
have also been reported in literature. Gabor features (later
called Gaborface) exhibit desirable characteristics of spatial
locality and orientation selectively, and are optimally local-
ized in the space and frequency domains. The Gabor kernels
can be defined as follows [19]:

Ψµ,ν =
k2

µ,ν

σ2
exp(−k2

µ,νz2

2σ2
)[exp(ikµ,νz)− exp(−σ2

2
)]
(1)

whereµ and ν define the orientation and scale of the
Gabor kernels respectively,z = (x, y), and the wave vector
kµ,ν is defined as follows:

kµ,ν = kνeiφµ (2)

where kν = kmax/fν , kmax = π/2, f =
√

2, φµ =
2πµ/8. The Gabor kernels in equ.(1) are all self-similar
since they can be generated from one filter, the mother
wavelet, by scaling and rotating via the wave vectorkµ,ν .
Each kernel is a product of a Gaussian envelope and a com-
plex plane wave, while the first term in the square brackets

in equ. (1) determines the oscillatory part of the kernel and
the second term compensates for the DC value. The effect
of the DC term becomes negligible when the parameterσ,
which determines the ratio of the Gaussian window width to
wavelength, has sufficiently large values. Hence, a bank of
Gabor filters is generated by a set of various scales and ro-
tations. More scales or rotations could increase the depen-
dencies of neighbor samples while less scales or rotations
could decrease the accuracy.

We use Gabor kernels at five scalesν ∈ {0, 1, 2, 3, 4}
and eight orientationsµ ∈ {0, 1, 2, 3, 4, 5, 6, 7}, with the
parameterσ = 2π [7]. The numbers of scales and direc-
tions are selected in a way that makes the features extracted
suitable to represent the characteristics of spatial locality
and orientation selectivity. The Gaborfaces are computed
by convoluting face images with corresponding Gabor fil-
ters. For every image pixel we have two Gabor parts, real
part and imaginary part. We transform the two parts into
two kinds of Gabor features, Gabor magnitude features and
Gabor phase features.

Gabor Real part:

Re(Ψµ,ν) =
k2

µ,ν

σ2
exp(−k2

µ,νz2

2σ2
)[cos(kµ,νz)−exp(−σ2

2
)]

(3)
Gabor Imaginary part:

Im(Ψµ,ν) =
k2

µ,ν

σ2
exp(−k2

µ,νz2

2σ2
)sin(kµ,νz) (4)

The magnitude features are formed by:
√

Re(Ψµ,ν)2 + Im(Ψµ,ν)2 (5)

The phase features are formed by:

tan−1(Im(Ψµ,ν)/Re(Ψµ,ν)) (6)

Because we naturally obtain Gabor features in real and
imaginary part, to form two kinds of Gabor features doesn’t
require much extra computation than to just form magni-
tude features. But in most applications they only use Ga-
bor magnitude features, and discard Gabor phase features.
We found that the two kinds of feature can provide com-
plementary information although they are dependent. As
stated in [15], conditional mutual information (CMI), which
estimates the amount of information that one feature space
contains about the other, is a useful tool in deciding differ-
ent feature spaces combination, and they also suggest that
CMI between the outputs of independent classifiers based
on each feature spaces should help predict which stream
can be combined most beneficially. Moreover, this CMI
between the outputs can be estimated by the differences in
classifier outputs. The more differences in classifier out-
puts, the lower the CMI between them. Our experiments
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show that classifiers based on different kind of Gabor fea-
ture, make different error recognition. We hope that we can
gain more from combining them.

Then we use the obtained Gaborfaces to form the intra-
personal and extra-personal space as introduced in paper
[12]: the variation in different images of the same individ-
ual to form the intra-personal space, and the variation in
different images of different individuals to form the extra-
personal space. That is, if you have two images from one
person, subtract the two gaborfaces from the two images,
you get one sample of the intra-personal space, if the two
images are from two different persons, subtract the two
gaborfaces form the two images, you get one sample of
the extra-personal space, this naturally converts face recog-
nition, a multi-class problem into two-class problem. The
Intra-personal image and extra-personal image represented
by Gabor magnitude features are illuminated in Figure1.

Figure 1: Intra-personal image and extra-personal image
represented by Gabor magnitude features, the upper Figure
demonstrates Intra-personal image Gabor magnitude repre-
sentation, the lower one demonstrates extra-personal image
Gabor magnitude representation

3. Feature Selection and Classifier
Learning

Both Gabor magnitude features and phase features are re-
dundant, subspace techniques have been used to reduce the
dimensionality [10]. Here we propose to use Adaboost with

cascade structure to select most significant Gabor features
from a large Gabor feature set. AdaBoost method, which
can do feature selection and build a strong classifier at the
same time, provides a simple yet effective stagewise learn-
ing approach for feature selection and nonlinear classifica-
tion. It learns a sequence of easily learnable weak classi-
fiers, each of which needs only slightly better than random
guessing, and boosts them into a single strong classifier by a
linear combination of them. The weak classifiers, each de-
rived based on some simple, coarse estimates, need not be
optimal. Yet, the AdaBoost learning procedure provides an
optimal approach to combine them into a strong classifier.

Therefore, AdaBoost is adapted to solve the following
three fundamental problems in one boosting procedure: (1)
learning effective features from a large feature set, (2) con-
structing weak classifiers each of which is based on one of
the selected features, and (3) boosting the weak classifiers
into a stronger classifier.

AdaBoost Algorithm
Input : n training examples(x1, y1), . . . , (xn, yn) with

yi ∈ {+1,−1} is the class label for the samplexi;where
i = 1, . . . , n.

Initialize : weightsw1i = 1/2l or 1/2m for yi = 1 or
−1 with l + m = n, wherei = 1, . . . , n.

Do for t=1, . . . , T:
1. Train one hypothesishj for each featurejwith wt,and

errorej = Prwt
i [hj(xi) 6= yi].

2. Choose

ht(x) = hk∗(x) (7)

such that∀j 6= k,if ek < ej .Let et = ek.
3. Update:wt+1,i = wt,iβ

ei
t . whereei = 1 or 0 for

examplexi classified correctly or incorrectly respectively,
andβt = et/(1− et).

4.Normalize the weights so that they are a distribution,
wt+1,i ←− wt+1,i/

∑n
j=1 wt+1,j .

Output : the final hypothesis,

hf (x) =





1 if
T∑

t=1
αtht(x) >

T∑
t=1

αt

0 otherwise
(8)

whereαt = log 1
βt

The AdaBoost learning procedure is aimed to deriveαt

andht(x).
Our AdaBoost algorithm uses cascade structure, which

has been successfully applied in many applications, like
face detection.According to this algorithm, the training set
of positive samples (intra-personal) are fixed, while new
negative samples (extra-personal) are re-sampled in each
stage. This algorithm works as following:

1.Initialize : S = a random sample set with sizen.
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2.For: t = 1 to T

a) Use Adaboost to train a strong classifierhft, based on
S;

b) Generate a new sample setS with sizen in which all
the negative samples are misclassified by previous classi-
fiers, while positive samples is the same as previous stages;

3.Output : g(hf1, . . . , hfT )=hf1 ∗ . . . ∗ hfT

In many cases, training a single strong classifier with-
out using cascade structure rarely converges, which leads
to many undesirable weak classifiers learned and low ef-
ficiency. Moreover, cascade structure splits problem into
many subproblems, and solves them separately. Making the
training process much easier, and also making the testing
process much faster. Of course, it also has minor draw-
backs: every weak classifier normally does not just help
solve one sub-problem. If we use cascade structure, they
may learn more features than non-cascade structure does
when the given problem is easy, using non-cascade struc-
ture could result fast convergence. Despite this, cascade is
still a very useful structure, especially in solving hard prob-
lems like face recognition.

In our application, we use cascade structure to train a
strong classifier. It is a natural way to solve the asymmet-
ric problem, since positive samples are relatively small, and
negative sample pool is extremely large– this fits the cas-
cade structure. Moreover, this structure can combine the
two kinds of feature easily, naturally, and efficiently, by us-
ing one kind of feature at early stages, then the other kind
of features to solve the unsolved problem at later stages.
Our experiment results exhibit efficiency of the proposed
approach.

4. Experiments

We tested the proposed method on the FERETfafb face
database, and this training set is also from the training set
of the FERET database, which includes1002 images of429
subjects. All images are cropped to42 pixels high by36
pixels wide and rectified according to the manually located
eye positions supplied with the FERET data. All normal-
ized images use histogram normalization for preprocessing.
The cropped and preprocessed images are illuminated in
Figure 2. The training set yields795 intra-personal image
pairs and500, 706 extra-personal image pairs. In order to
make the obtained classifier more robust, we generated one
virtual sample for each person by geometric transforms, in-
cluding shift, rotation transformations. The shift is done
randomly by1 or by 2 pixels in the four directions along
the coordinates. Rotations are done randomly in±5◦, and
these geometric transformations are a random factor which
affects a random image from every person’s image folder.
Then we have1797 intra-face image pairs. At any given
time, all1797 intra-personal pairs and4000 extra-personal

pairs are used for training. A new set of4000 extra-personal
pairs, which is misclassified by early stages, is generated
from the full training set at the beginning of the next layer,
until almost all extra-face pairs are correctly classified.

Figure 2: some samples of preprocessed images

To test the efficiency of our proposed method, several
comparative experiments were tested on the probe setfb
with the galleryfa of the FERET database. There are1196
images infa, 1195 images infb, and all the subjects have
exactly one image in bothfa andfb. (1) Build several Ad-
aboost cascade classifiers by selecting weak classifiers from
Gabor magnitude feature space; build several Adaboost cas-
cade classifiers by selecting weak classifiers from Gabor
phase feature space, then compare the outputs of the two
kinds of classifiers. We found that: the intersections of the
two error sets just45% of the Unions; the best performance
of each kind of classifiers is demonstrated in Figure 3; (2)
Test our proposed method on this database, using an Ad-
aboost cascade classifier which has several earlier stages
that are formed by selecting weak classifiers from one kind
of Gabor feature space, and the remaining stages by select-
ing weak classifiers from the other Gabor feature space to
solve the unconquered samples. The result is also demon-
strated in Figure 3. and the Rank−N results of these pro-
grams are illustrated in Figure 4.

Figure 3: Face recognition performances with respect to the
number of stages
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Table 1: Comparable algorithms on FERET (fafb)

Figure 4: Rank-N recognition rate

As Figure 3 shown: the best Rank1 performance of clas-
sifier built on Gabor phase features is93.56% using3990
features, and that of classifier built on Gabor magnitude
features is95.4% using4242 features; While our proposed
method just uses2672 features to achieve a recognition rate
of 96.5% and also has the best rank-N performance among
the three comparative algorithms which are demonstrated
in Figure 4. our approach has also achieved the upper
bound recognition performance shown in Figure 5, the algo-
rithms evaluated in this figure are listed in Table1,[14]three
of which are named after the universities that developed the
procedure.

While most recently reported results only use subsets of
FERETfafb sets, not much comparable results are avail-
able.

From the outputs of the two kinds of classifiers that are
based on different feature sets, we can tell that the two
kinds of feature can provide complementary information,
thus they have low CMI ,which should favor their combi-
nation performance in theory. This is also proven by the

Figure 5: [14]on FERETfafb sets

combined classifier’s efficiency in our experiment.

5. Conclusion and Future Work
In this paper, we applied two kinds of Gabor feature for face
image representation with a suggested efficient combina-
tion approach in face recognition; and also presented a face
recognition system by AdaBoost cascade structure. Exper-
imental results on FERET(fafb) database has proven the
effectiveness of our new approach. In addition, for a practi-
cal system, using two kinds of Gabor features will not add
much computation time, compared to using just one kind
of them, but could obviously improve the classifier’s per-
formance. While the problem of how to combine them and
when to combine them could contribute most to the recog-
nition system is still open, and this will be the focus in our
future research.
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