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#### Abstract

This paper is concerned with the study of the Borel summability of divergent solutions for singularly perturbed inhomogeneous first-order linear ordinary differential equations which have a regularity at the origin. In order to assure the Borel summability of divergent solutions, global analytic continuation properties for coefficients are required despite the fact that the domain of the Borel sum is local.


1. Introduction and main result. In this paper we are concerned with the following inhomogeneous first-order linear ordinary differential equation with a parameter $\varepsilon(\in \boldsymbol{C})$ :

$$
\begin{equation*}
a(x, \varepsilon) D_{x} u(x, \varepsilon)+b(x, \varepsilon) u(x, \varepsilon)=f(x, \varepsilon), \tag{1.1}
\end{equation*}
$$

where $x \in \boldsymbol{C}, D_{x}=d / d x$. The coefficients $a, b$ and $f$ are holomorphic at $(x, \varepsilon)=(0,0)$ $\in C^{2}$.

First of all we give two fundamental assumptions. The first means that $\varepsilon$ is a perturbation parameter; that is, we assume the following:

$$
\begin{equation*}
a(x, 0) \equiv 0 \tag{1.2}
\end{equation*}
$$

The second is

$$
\begin{equation*}
a_{\varepsilon}(0,0) \neq 0, \tag{1.3}
\end{equation*}
$$

where $a_{\varepsilon}(x, \varepsilon)=(\partial / \partial \varepsilon) a(x, \varepsilon)$. These two assumptions imply that $a(0, \varepsilon) \neq 0$ for sufficiently small $\varepsilon \neq 0$, which means that (1.1) has a regularity at $x=0$.

Throughout this paper we always assume (1.2) and (1.3).
It follows from (1.2) and (1.3) that solutions of (1.1) can be expressed by convergent power series around $x=0$. Here, however, let us consider solutions expressed by power series in the perturbation parameter $\varepsilon$. Then, as will be stated later, under a suitable condition (1.1) has a unique power series solution $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n}\left(u_{n}(x)\right.$ are holomorphic in a common neighborhood of $x=0$ ), but it diverges in general and the rate of divergence is characterized in terms of the Gevrey index (cf. Definition 1.1 and Theorem 1.1).

So, we would like to study the following problem:
Is there any holomorphic solution $U(x, \varepsilon)$ which has the divergent solution $u(x, \varepsilon)$
as an asymptotic expansion of the Gevrey type when $\varepsilon \rightarrow 0$ ?

[^0]We have two types of the Gevrey asymptotic expansions: 'asymptotic expansions in narrow regions' and 'asymptotic expansions in wide regions'. On the first, the above problem has been already studied by Hibino [8] (cf. Theorem 1.3). Therefore, the subject matter of this paper is the second expansion, and in particular we are interested in the Borel summability of the divergent solution stated above (cf. Definition 1.3). Our main purpose in this paper is to obtain the conditions under which the divergent solution is Borel summable.

The content of this paper is as follows. In Section 1.1 we state the condition which (1.1) should satisfy in order to assure the unique existence of the power series solution $u(x, \varepsilon)=$ $\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n}$. Moreover, we give the rate of divergence, that is, the Gevrey index of $u(x, \varepsilon)$, and explain that this Gevrey index is optimal by investigating a simple example. This result (Theorem 1.1) has been proved by Hibino [7] and it plays the most fundamental role throughout this paper. In Section 1.2 we briefly explain the Gevrey asymptotic theory in narrow regions. As will be stated in Theorem 1.3, when the region is narrow, there always exists a holomorphic solution $U(x, \varepsilon)$ on that region which has the above divergent solution $u(x, \varepsilon)$ as an asymptotic expansion of the Gevrey type, without any additional condition for coefficients. This result has been proved in [8]. In Section 1.3 we give the main result in this paper (Theorem 1.5). When the region is wide, we cannot unconditionally expect the existence of $U(x, \varepsilon)$ stated above. In Theorem 1.5 we give the conditions under which such a $U(x, \varepsilon)$ exists. Global analytic continuation properties for the coefficients will be required. In Section 1.4 we introduce literature studying related topics. The proof of Theorem 1.5 is done through Sections 2, 3 and 4. In Section 2, the proof of Theorem 1.5 is reduced to that of a global solvability of the initial value problem of some convolution equation. Sections 3 and 4 constitute the main part of the proof. We transform the convolution equation obtained in Section 2 into some integral equation, and prove the global solvability of that integral equation by applying an iteration method. In Section 5, we investigate some special cases in detail. When an equation has a restricted form, we can obtain a stricter result than Theorem 1.5. Through these considerations, we will see the essentialness of our global assumptions.
1.1. Existence of a divergent solution. In this section we state the theorem obtained in [7], which assures the unique existence of divergent power series solution. First, let us give the definition of divergent power series of the Gevrey type.

DEFINITION 1.1. (1) $\mathcal{O}[R]$ denotes the ring of holomorphic functions on the closed ball $B(R)=\{x \in \boldsymbol{C} ;|x| \leq R\}$, where $R$ is a positive number.
(2) The ring of formal power series in $\varepsilon(\in \boldsymbol{C})$ over the ring $\mathcal{O}[R]$ is denoted as $\mathcal{O}[R][[\varepsilon]]:$

$$
\begin{equation*}
\mathcal{O}[R][[\varepsilon]]=\left\{u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} ; u_{n}(x) \in \mathcal{O}[R]\right\} \tag{1.4}
\end{equation*}
$$

(3) We say that $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n}(\in \mathcal{O}[R][[\varepsilon]])$ belongs to $\mathcal{O}[R][[\varepsilon]]_{2}$, if there exist some positive constants $C$ and $K$ such that

$$
\begin{equation*}
\max _{|x| \leq R}\left|u_{n}(x)\right| \leq C K^{n} n! \tag{1.5}
\end{equation*}
$$

for all $n=0,1,2, \ldots$. The suffix 2 of $\mathcal{O}[R][[\varepsilon]]_{2}$ expresses the Gevrey index of power series. Elements of $\mathcal{O}[R][[\varepsilon]]_{2}$ are divergent power series in general.

Now we already know the following theorem, which will be fundamental in the argument below.

Theorem 1.1 ([7]). Let us assume $b(0,0) \neq 0$. Then (1.1) has a unique power series solution $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} \in \mathcal{O}[R][[\varepsilon]]_{2}$ for some $R>0$.

In the following we always assume $b(0,0) \neq 0$. On the basis of Theorem 1.1, we can study the coming problem; that is, the existence of asymptotic solutions of Gevrey type.

REMARK 1.1. The Gevrey index 2 of power series solutions $u(x, \varepsilon)$ (that is, the estimates (1.5)) is optimal. For example, let us consider the following simple equation:

$$
\begin{equation*}
-\varepsilon D_{x} u(x, \varepsilon)+u(x, \varepsilon)=f(x) . \tag{1.6}
\end{equation*}
$$

Equation (1.6) has a unique power series solution $u(x, \varepsilon)=\sum_{n=0}^{\infty} f^{(n)}(x) \varepsilon^{n}$. Hence, if $f(x)=1 /(1-x)$ for example, it holds that $u_{n}(x) \equiv f^{(n)}(x)=n!/(1-x)^{n+1}$. Therefore, in this case, the Gevrey index of $u(x, \varepsilon)$ is exactly 2 .
1.2. Gevrey asymptotic expansions in narrow regions. In this section we explain the result obtained in [8]. First we give the definition of the Gevrey asymptotic expansions in sectors.

Definition 1.2. (1) For $\theta \in \boldsymbol{R}, p>0$ and $0<\rho \leq+\infty$, the sector $S(\theta, p, \rho)$ in the universal covering space of $\boldsymbol{C} \backslash\{0\}$ is defined by

$$
\begin{equation*}
S(\theta, p, \rho)=\left\{\varepsilon ;|\arg (\varepsilon)-\theta|<\frac{p}{2}, 0<|\varepsilon|<\rho\right\} . \tag{1.7}
\end{equation*}
$$

We refer to $\theta, p$ and $\rho$ as the bisecting direction, the opening angle and the radius of $S(\theta, p, \rho)$, respectively.
(2) Let $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} \in \mathcal{O}[R][[\varepsilon]]_{2}$ and let $U(x, \varepsilon)$ be a holomorphic function on $X=B(R) \times S(\theta, p, \rho)$. Then we say that $U(x, \varepsilon)$ has $u(x, \varepsilon)$ as an asymptotic expansion of the Gevrey order 2 in $X$ if the following asymptotic estimates hold: there exist some positive constants $C$ and $K$ such that

$$
\begin{equation*}
\max _{|x| \leq R}\left|U(x, \varepsilon)-\sum_{n=0}^{N-1} u_{n}(x) \varepsilon^{n}\right| \leq C K^{N} N!|\varepsilon|^{N} \tag{1.8}
\end{equation*}
$$

for all $\varepsilon \in S(\theta, p, \rho)$ and $N=1,2, \ldots$. Then we write this as

$$
U(x, \varepsilon) \cong_{2} u(x, \varepsilon) \quad \text { in } \quad X .
$$

The following result is well known as the theorem of Borel-Ritt.

THEOREM 1.2 (cf. Balser [1, 2]). Let $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n}$ be an arbitrary element of $\mathcal{O}[R][[\varepsilon]]_{2}$ and let $\theta$ be an arbitrary real number. Let us assume $0<p<\pi$. Then there always exist infinitely many holomorphic functions $U(x, \varepsilon)$ on some $X=B(r) \times$ $S(\theta, p, \rho)$ satisfying $U(x, \varepsilon) \cong_{2} u(x, \varepsilon)$ in $X$.

Now let $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} \in \mathcal{O}[R][[\varepsilon]]_{2}$ be the divergent solution of (1.1). We recall that the unique existence of such a $u(x, \varepsilon)$ is ensured by Theorem 1.1. For a given bisecting direction $\theta$ and a given opening angle $p$, we consider the following problem: is there a holomorphic solution $U(x, \varepsilon)$ on $X=B(r) \times S(\theta, p, \rho)$ (for some $r$ and $\rho$ ) which satisfies $U(x, \varepsilon) \cong{ }_{2} u(x, \varepsilon)$ in $X$ ? As an application of Theorem 1.2, in [8] it was proved that this problem was solved positively if $p<\pi$.

Theorem 1.3 ([8]). Let $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} \in \mathcal{O}[R][[\varepsilon]]_{2}$ be the divergent solution of (1.1), and let $\theta$ be an arbitrary real number. Let us assume $0<p<\pi$. Then there exist some positive constants $r_{p}, \rho_{p}$ and a holomorphic solution $U(x, \varepsilon)$ of (1.1) on $X_{p}=B\left(r_{p}\right) \times S\left(\theta, p, \rho_{p}\right)$ such that $U(x, \varepsilon) \cong_{2} u(x, \varepsilon)$ in $X_{p}$. Moreover, there are infinitely many such solutions.

The assumption $p<\pi$ is significant. Moreover, it should be remarked that we impose no additional conditions for coefficients. If a region becomes wider, we cannot unconditionally expect the existence of such an asymptotic solution $U(x, \varepsilon)$ as stated in Theorem 1.3. However, if it exists, then we see that it is unique from a general theory of the Gevrey asymptotic expansions (cf. Balser [1, 2], Lutz et al. [11] and Malgrange [12]). So, when does it exist? The main purpose of this paper is to answer this question in the case where the region is an open disk (on the precise definition, see Definition 1.3). Before giving the answer for the general equation (1.1), here let us try considering the special equation (1.6).

We recall that the divergent solution of (1.6) is given by $u(x, \varepsilon)=\sum_{n=0}^{\infty} f^{(n)}(x) \varepsilon^{n}$, and remark that the formal Borel transform $\mathcal{B}(u)(x, \eta)$ (cf. Definition 2.1) of $u(x, \varepsilon)$ is given by $\mathcal{B}(u)(x, \eta)=\sum_{n=0}^{\infty} f^{(n)}(x) \eta^{n} / n!=f(x+\eta)$. Then it follows from Theorems 1.4 and 2.1 that $U(x, \varepsilon)$ exists if and only if $f(x)$ can be continued analytically along the half line $\boldsymbol{R}_{+} e^{i \theta}=\left\{r e^{i \theta} ; r \geq 0\right\}$ and it has a exponential growth estimate $|f(x)| \leq C e^{\delta|x|}$. Moreover, $U(x, \varepsilon)$ can be represented explicitly by the formula

$$
U(x, \varepsilon)=\frac{1}{\varepsilon} \int_{\boldsymbol{R}_{+} e^{i \theta}} e^{-\eta / \varepsilon} f(x+\eta) d \eta .
$$

Consequently, we see, for example, the following facts.
(i) If $f(x)=1 /(1-x)$, then $U(x, \varepsilon)$ exists for all $\theta$ except $\theta=0$. For $\theta=0, U(x, \varepsilon)$ never exists.
(ii) If the existence region of $f(x)$ is a bounded one containing the origin, then $U(x, \varepsilon)$ by no means exists regardless of the choice of $\theta$.

The above unique asymptotic solution $U(x, \varepsilon)$ is called the Borel sum of $u(x, \varepsilon)$. In the next section, we give the conditions which the coefficients of (1.1) should satisfy in order to
make certain the existence of the Borel sum. As we see from the above example, there is a close affinity between the existence of the Borel sum and global properties of coefficients.
1.3. Main result. First we give the precise definition of the Borel sum.

Definition 1.3. (1) For $\theta \in \boldsymbol{R}$ and $T>0$, we define the region $O(\theta, T)$ by

$$
\begin{equation*}
O(\theta, T)=\left\{\varepsilon ;\left|\varepsilon-T e^{i \theta}\right|<T\right\} \tag{1.9}
\end{equation*}
$$

(2) Let $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} \in \mathcal{O}[R][[\varepsilon]]_{2}$. We say that $u(x, \varepsilon)$ is Borel summable in a direction $\theta$ if there exists a holomorphic function $U(x, \varepsilon)$ on $\mathcal{X}=B(r) \times O(\theta, T)$ for some $0<r \leq R$ and $T>0$ which satisfies $U(x, \varepsilon) \cong_{2} u(x, \varepsilon)$ in $\mathcal{X}$; that is, there exist some positive constants $C$ and $K$ satisfying the asymptotic estimates $\max _{|x| \leq r} \mid U(x, \varepsilon)-$ $\left.\sum_{n=0}^{N-1} u_{n}(x) \varepsilon^{n}\left|\leq C K^{N} N!\right| \varepsilon\right|^{N}$ for all $\varepsilon \in O(\theta, T)$ and $N=1,2, \ldots$.

We remark that in the case $0<p<\pi$, for any $O(\theta, T)$ it holds that $S(\theta, p, \rho) \subset$ $O(\theta, T)$ by taking a suitable $\rho>0$. In this sense, $O(\theta, T)$ is wider than a sector with an opening angle less than $\pi$. Because of this wide property, a given divergent power series $u(x, \varepsilon) \in \mathcal{O}[R][[\varepsilon]]_{2}$ is not necessarily Borel summable in general. (Compare with Theorem 1.2. In Theorem 2.1, we give the necessary and sufficient condition under which a given $u(x, \varepsilon)$ is Borel summable.) However, as was mentioned in Section 1.2, when $u(x, \varepsilon)$ is Borel summable in a direction $\theta$, the above holomorphic function $U(x, \varepsilon)$ is unique. So we call this unique $U(x, \varepsilon)$ the Borel sum of $u(x, \varepsilon)$ in a direction $\theta$.

The problem of the present paper is the existence of a holomorphic solution $U(x, \varepsilon)$ satisfying $U(x, \varepsilon) \cong_{2} u(x, \varepsilon)$ in $\mathcal{X}$. Let us divide the problem into the following two parts.
(I) When is $u(x, \varepsilon)$ Borel summable?
(II) Is the Borel $\operatorname{sum} U(x, \varepsilon)$ a solution?

By the following theorem, problem (II) is always solved affirmatively. This is an immediate consequence of the uniqueness of the Borel sum.

THEOREM 1.4 (cf. Hibino [10]). Let $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} \in \mathcal{O}[R][[\varepsilon]]_{2}$ be the divergent solution of (1.1), and let us assume that $u(x, \varepsilon)$ is Borel summable in some direction $\theta$. Then its Borel sum $U(x, \varepsilon)$ is a holomorphic solution of (1.1).

In the remainder of this paper, we consider problem (I). To begin with, let us rewrite (1.1) to state the main result. By the condition $b(0,0) \neq 0$, we see that $b(x, 0) \neq 0$ in a neighborhood of $x=0$. Hence, by dividing both sides of (1.1) by $b(x, 0)$, we may assume that $b(x, 0) \equiv 1$. Then it follows from (1.2) and (1.3) that (1.1) is rewritten in the following form:

$$
\begin{equation*}
\{\alpha(x)+\beta(x, \varepsilon)\} \varepsilon D_{x} u(x, \varepsilon)+\{1+\gamma(x, \varepsilon) \varepsilon\} u(x, \varepsilon)=f(x, \varepsilon), \tag{1.10}
\end{equation*}
$$

where each coefficient is holomorphic at the origin. Moreover $\alpha$ and $\beta$ satisfy

$$
\begin{gather*}
\alpha(0) \neq 0  \tag{1.11}\\
\beta(x, 0) \equiv 0 \tag{1.12}
\end{gather*}
$$

Now let us give additional conditions which the coefficients should satisfy in order to assure the Borel summability of the divergent solution in a given direction $\theta$.

Assumptions. First we state the assumption for $\alpha(x)$. Let us consider the following initial value problem:

$$
\begin{equation*}
\frac{d x}{d \xi}=-\alpha(x), \quad x(0)=0 \tag{1.13}
\end{equation*}
$$

(A1) We assume the following:
(i) (1.13) has a holomorphic solution $x=\chi(\xi)$ on $E_{+}(\theta, \kappa)$ for some $\kappa>0$;
(ii) $(d \chi / d \xi)(\xi) \neq 0$ for $\xi \in E_{+}(\theta, \kappa)$.

Here $E_{+}(\theta, \kappa)(\kappa>0)$ is the region defined by

$$
\begin{equation*}
E_{+}(\theta, \kappa)=\left\{\xi ; \operatorname{dist}\left(\xi, \boldsymbol{R}_{+} e^{i \theta}\right) \equiv \inf \left\{|\xi-\zeta| ; \zeta \in \boldsymbol{R}_{+} e^{i \theta}\right\} \leq \kappa\right\} \tag{1.14}
\end{equation*}
$$

It is obvious that $\chi(\xi)$ is unique, if it exists.
Next, in order to state the assumptions for the other coefficients, we introduce the notation. First, let us define the region $\Omega_{\theta, \kappa}$ consisting of solution curves of (1.13) by

$$
\begin{equation*}
\Omega_{\theta, \kappa}=\left\{\chi(\xi) ; \xi \in E_{+}(\theta, \kappa)\right\} \tag{1.15}
\end{equation*}
$$

The assumption (A1) implies that $\alpha(x)$ is analytic on $\Omega_{\theta, \kappa}$ and that $\alpha(x) \neq 0$ for all $x \in \Omega_{\theta, \kappa}$. Secondly, let us define the function $A(x)$ on $\Omega_{\theta, \kappa}$ by

$$
\begin{equation*}
A(x)=-\int_{0}^{x} \frac{d z}{\alpha(z)}, \quad x \in \Omega_{\theta, \kappa} \tag{1.16}
\end{equation*}
$$

Here the path of integration is the solution curve of (1.13). Then $A(x)$ is well defined on $\Omega_{\theta, \kappa}$ and it is analytic there.

REMARK 1.2. It is easy to check

$$
\begin{equation*}
A \circ \chi=I_{E_{+}(\theta, \kappa)} \quad \text { and } \quad \chi \circ A=I_{\Omega_{\theta, \kappa}} \tag{1.17}
\end{equation*}
$$

Under the above preparations we give the conditions for the other coefficients. A global analytic continuation property with respect to $x$-variable is required:
(A2) $\beta(x, \varepsilon), \gamma(x, \varepsilon)$ and $f(x, \varepsilon)$ can be continued analytically to $\Omega_{\theta, \kappa} \times\{\varepsilon \in \boldsymbol{C} ;|\varepsilon| \leq$ $c\}$ for some $c>0$. Moreover, they satisfy the following estimates there:

$$
\begin{gather*}
\sup _{x \in \Omega_{\theta, \kappa},|\varepsilon| \leq c}\left|\frac{\beta(x, \varepsilon)}{\alpha(x)}\right|<\infty ;  \tag{1.18}\\
\sup _{x \in \Omega_{\theta, \kappa},|\varepsilon| \leq c}|\gamma(x, \varepsilon)|<\infty ;  \tag{1.19}\\
\max _{|\varepsilon| \leq c}|f(x, \varepsilon)| \leq C \exp [\delta|A(x)|], \quad x \in \Omega_{\theta, \kappa}, \tag{1.20}
\end{gather*}
$$

where $C$ and $\delta$ are some positive constants independent of $x \in \Omega_{\theta, \kappa}$ and $\varepsilon$ with $|\varepsilon| \leq c$.
Let us state the main result in this paper.
THEOREM 1.5. Under assumptions (A1) and (A2) the divergent solution $u(x, \varepsilon)$ of (1.10) is Borel summable in the direction $\theta$.

It should be remarked that the existence of the Borel sum, which is a local solution, is ensured by the global conditions such as (A1) and (A2).

To end this section, we give some simple examples of $\chi(\xi)$ and $A(x)$.
Example 1.1. (1) When $\alpha(x) \equiv \mathrm{a}(\neq 0)$, we have $\chi(\xi)=-\mathrm{a} \xi$. Hence, (A1) is always satisfied for all $\theta$.
(2) When $\alpha(x)=\mathrm{a}+\mathrm{b} x(\mathrm{a}, \mathrm{b} \neq 0)$, we have $\chi(\xi)=(\mathrm{a} / \mathrm{b})\left(e^{-\mathrm{b} \xi}-1\right)$. Hence, (A1) is always satisfied for all $\theta$.
(3) When $\alpha(x)=1+x^{2}$, we have $\chi(\xi)=\tan (-\xi)$. Hence, if $\theta \neq 0$, $\pi$, then (A1) is satisfied.
(4) When $\alpha(x)=e^{x}$, we have $\chi(\xi)=-\log (\xi+1)$. Hence, (A1) is satisfied for all $\theta$ except $\theta=\pi$.
(5) When $\alpha(x)=1 /(1+x)$, we have $\chi(\xi)=-1+\sqrt{1-2 \xi}$, which implies (A1) for all $\theta$ except $\theta=0$.
(6) When $\alpha(x)=(x+1)(x-1) / 2$, we have $\chi(\xi)=\left(1-e^{-\xi}\right) /\left(1+e^{-\xi}\right)$. Hence, if $\theta \neq \pi / 2,3 \pi / 2$, (A1) is satisfied.
(7) When $\alpha(x)=(x-c)^{2}(c \neq 0)$, it holds that $\chi(\xi)=c^{2} \xi /(c \xi-1)$. Therefore, if $\theta \neq \arg (1 / \mathrm{c}),(\mathrm{A} 1)$ is satisfied.

EXAMPLE 1.2 (cf. Example 1.1). (1) When $\alpha(x) \equiv \mathrm{a}$, we have $A(x)=-x / \mathrm{a}$.
(2) When $\alpha(x)=\mathrm{a}+\mathrm{b} x$, we have $A(x)=-(1 / \mathrm{b}) \log (1+(\mathrm{b} / \mathrm{a}) x)$.
(3) When $\alpha(x)=1+x^{2}$, we have $A(x)=-\arctan x$.
(4) When $\alpha(x)=e^{x}$, we have $A(x)=e^{-x}-1$.
(5) When $\alpha(x)=1 /(1+x)$, we have $A(x)=-x-x^{2} / 2$.
(6) When $\alpha(x)=(x+1)(x-1) / 2$, we have $A(x)=\log (-(x+1) /(x-1))$.
(7) When $\alpha(x)=(x-\mathrm{c})^{2}$, we have $A(x)=1 /(x-\mathrm{c})+1 / \mathrm{c}$.
1.4. Some remarks on related topics. As was mentioned in the beginning of this paper, our equation has $x=0$ as a regular point. In the case where $x=0$ is a singular point, we can see some intriguing results in [3] (regular singular) and [4] (irregular singular). We can see quite different phenomena from ours there.

The present paper gives one of the generalizations of Hibino [6], where the case $\alpha(x)=$ $\mathrm{a}+\mathrm{b} x(\mathrm{a}, \mathrm{b}$ : constants; $\mathrm{a} \neq 0), \gamma(x, \varepsilon) \equiv 0$ and $\beta(x, \varepsilon)$ is a polynomial with respect to $\varepsilon$, is dealt with in detail. Moreover, in [6] we investigated partial differential equations such as

$$
\begin{equation*}
\varepsilon \frac{\partial}{\partial x} u(x, \varepsilon)+\varepsilon^{2} \frac{\partial}{\partial \varepsilon} u(x, \varepsilon)+u(x, \varepsilon)=f(x, \varepsilon) . \tag{1.21}
\end{equation*}
$$

Equation (1.21) also has a unique power series solution $u(x, \varepsilon) \in \mathcal{O}[R][[\varepsilon]]_{2}$. However, the conditions under which this $u(x, \varepsilon)$ is Borel summable are different altogether from those stated in Theorem 1.5.

On the existence of the Gevrey asymptotic solutions in narrow regions such as stated in Theorem 1.3, we can find some interesting results in Canalis-Durand et al. [5] and Sibuya [14], where more general systems of singularly perturbed nonlinear ordinary differential equations
are studied. Also, in the theory of partial differential equations we can find similar studies in some articles, for example Lutz et al. [11] and Ōuchi [13]. First-order partial differential equations of the nilpotent type including (1.21) were also dealt with in [8], where the same result as Theorem 1.3 was proved.
2. Formal Borel transform of equations. In this section, we reduce the proof of Theorem 1.5 to that of a global solvability of the initial value problem of some convolution equation. First we give some preliminaries.

DEFINITION 2.1. For $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} \in \mathcal{O}[R][[\varepsilon]]_{2}$, we define the convergent power series $\mathcal{B}(u)(x, \eta)$ in a neighborhood of $(x, \eta)=(0,0)$ by

$$
\begin{equation*}
\mathcal{B}(u)(x, \eta)=\sum_{n=0}^{\infty} u_{n}(x) \frac{\eta^{n}}{n!} . \tag{2.1}
\end{equation*}
$$

We call $\mathcal{B}(u)(x, \eta)$ the formal Borel transform of $u(x, \varepsilon)$.
When we would like to check the Borel summability of a given divergent power series $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} \in \mathcal{O}[R][[\varepsilon]]_{2}$, the following theorem plays a fundamental role in general.

Theorem 2.1 (Lutz et al. [11] and Malgrange [12]). For a power series $u(x, \varepsilon)=$ $\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n} \in \mathcal{O}[R][[\varepsilon]]_{2}$, let us put $v(x, \eta)=\mathcal{B}(u)(x, \eta)$. Then the following conditions (i) and (ii) are equivalent.
(i) $u(x, \varepsilon)$ is Borel summable in a direction $\theta$.
(ii) $v(x, \eta)$ can be continued analytically to $B\left(r_{0}\right) \times E_{+}\left(\theta, \kappa_{0}\right)$ for some $r_{0}>0$ and $\kappa_{0}>0$, and has the following exponential growth estimate for some positive constants $C$ and $\delta$

$$
\begin{equation*}
\max _{|x| \leq r_{0}}|v(x, \eta)| \leq C e^{\delta|\eta|}, \quad \eta \in E_{+}\left(\theta, \kappa_{0}\right) . \tag{2.2}
\end{equation*}
$$

When condition (i) or (ii) (therefore both) is satisfied, the Borel sum $U(x, \varepsilon)$ of $u(x, \varepsilon)$ in the direction $\theta$ is given by

$$
\begin{equation*}
U(x, \varepsilon)=\frac{1}{\varepsilon} \int_{\boldsymbol{R}_{+} e^{i \theta}} e^{-\eta / \varepsilon} v(x, \eta) d \eta . \tag{2.3}
\end{equation*}
$$

Thus, in order to prove Theorem 1.5, it is sufficient to prove that the formal Borel transform $v(x, \eta)=\mathcal{B}(u)(x, \eta)$ of the divergent solution $u(x, \varepsilon)$ satisfies the above condition (ii) under assumptions (A1) and (A2). In order to do that, first let us write down the equation which $\mathcal{B}(u)(x, \eta)$ should satisfy. By operating the formal Borel transform to (1.10), we see that $\mathcal{B}(u)(x, \eta)$ is a solution of the following equation:

$$
\begin{align*}
\alpha(x) \int_{0}^{\eta} D_{x} v(x, t) d t & +\int_{0}^{\eta} \mathcal{B}(\beta)(x, \eta-t) D_{x} v(x, t) d t  \tag{2.4}\\
& +v(x, \eta)+\int_{0}^{\eta} \mathcal{B}(\gamma)(x, \eta-t) v(x, t) d t=\mathcal{B}(f)(x, \eta)
\end{align*}
$$

where $\mathcal{B}(\beta)(x, \eta), \mathcal{B}(\gamma)(x, \eta)$ and $\mathcal{B}(f)(x, \eta)$ are the formal Borel transforms of $\beta(x, \varepsilon)=$ $\sum_{n=1}^{\infty} \beta_{n}(x) \varepsilon^{n}, \gamma(x, \varepsilon)=\sum_{n=0}^{\infty} \gamma_{n}(x) \varepsilon^{n}$ and $f(x, \varepsilon)=\sum_{n=0}^{\infty} f_{n}(x) \varepsilon^{n}$, respectively, that is,

$$
\mathcal{B}(\beta)(x, \eta)=\sum_{n=1}^{\infty} \beta_{n}(x) \frac{\eta^{n}}{n!}, \quad \mathcal{B}(\gamma)(x, \eta)=\sum_{n=0}^{\infty} \gamma_{n}(x) \frac{\eta^{n}}{n!}, \quad \mathcal{B}(f)(x, \eta)=\sum_{n=0}^{\infty} f_{n}(x) \frac{\eta^{n}}{n!}
$$

Equation (2.4) is obtained by applying the following equality:

$$
\begin{aligned}
\mathcal{B}\left(y^{m+n+1}\right)(\eta) & =\frac{1}{(m+n+1)!} \eta^{m+n+1}=B(m+1, n+1) \frac{\eta^{m+n+1}}{m!n!} \quad \text { (Beta integral) } \\
& =\int_{0}^{1}(1-s)^{m} s^{n} d s \cdot \frac{\eta^{m+n+1}}{m!n!}=\int_{0}^{\eta}(\eta-t)^{m} t^{n} d t \cdot \frac{1}{m!n!} \\
& =\int_{0}^{\eta} \mathcal{B}\left(y^{m}\right)(\eta-t) \mathcal{B}\left(y^{n}\right)(t) d t
\end{aligned}
$$

Furthermore, by operating $D_{\eta}$ to (2.4) from the left, we see that $\mathcal{B}(u)(x, \eta)$ is a solution of the following initial value problem:

$$
\begin{align*}
L v(x, \eta)= & -\int_{0}^{\eta} \mathcal{B}(\beta)_{\eta}(x, \eta-t) v_{x}(x, t) d t-\mathcal{B}(\gamma)(x, 0) v(x, \eta) \\
& -\int_{0}^{\eta} \mathcal{B}(\gamma)_{\eta}(x, \eta-t) v(x, t) d t+g(x, \eta)  \tag{2.5}\\
v(x, 0)= & f(x, 0)
\end{align*}
$$

where $L$ is the first-order linear partial differential operator defined by

$$
\begin{equation*}
L=\alpha(x) D_{x}+D_{\eta} \tag{2.6}
\end{equation*}
$$

and $g(x, \eta)=\mathcal{B}(f)_{\eta}(x, \eta)$. It is easy to prove that $\mathcal{B}(u)(x, \eta)$ is the unique locally holomorphic solution of (2.5). Hence, Theorem 1.5 will be proved by showing that the solution $v(x, \eta)$ of (2.5) satisfies condition (ii) in Theorem 2.1.

## 3. Proof of Theorem 1.5. Let us start the proof of Theorem 1.5.

PROOF OF THEOREM 1.5. First of all, we transform the convolution equation (2.5) into the integral equation. We apply the following formula. The solution $V(x, \eta)$ of the initial value problem of the following first-order linear partial differential equation

$$
\begin{gather*}
\left\{\alpha(x) D_{x}+D_{\eta}\right\} V(x, \eta)=k(x, \eta), \\
V(x, 0)=l(x) \tag{3.1}
\end{gather*}
$$

is given by

$$
\begin{equation*}
V(x, \eta)=l(\chi(A(x)+\eta))+\int_{0}^{\eta} k(\chi(A(x)+\eta-t), t) d t \tag{3.2}
\end{equation*}
$$

By (3.2), we see that (2.5) is equivalent to the following equation:

$$
\begin{aligned}
v(x, \eta)= & f(\chi(A(x)+\eta), 0)+\int_{0}^{\eta} g(\chi(A(x)+\eta-t), t) d t \\
& -\int_{0}^{\eta} \int_{0}^{t} \mathcal{B}(\beta)_{\eta}(\chi(A(x)+\eta-t), t-s) v_{x}(\chi(A(x)+\eta-t), s) d s d t \\
& -\int_{0}^{\eta} \mathcal{B}(\gamma)(\chi(A(x)+\eta-t), 0) v(\chi(A(x)+\eta-t), t) d t \\
& -\int_{0}^{\eta} \int_{0}^{t} \mathcal{B}(\gamma)_{\eta}(\chi(A(x)+\eta-t), t-s) v(\chi(A(x)+\eta-t), s) d s d t
\end{aligned}
$$

Furthermore, let us transform the third term of the right-hand side. By using Fubini's theorem, we write $\int_{0}^{\eta} \int_{0}^{t} \cdots d s d t=\int_{0}^{\eta} \int_{s}^{\eta} \cdots d t d s$. Here we remark that

$$
\begin{aligned}
& \int_{s}^{\eta} \mathcal{B}(\beta)_{\eta}(\chi(A(x)+\eta-t), t-s) v_{x}(\chi(A(x)+\eta-t), s) d t \\
& \quad=\int_{s}^{\eta} \frac{1}{\alpha(\chi(A(x)+\eta-t))} \mathcal{B}(\beta)_{\eta}(\chi(A(x)+\eta-t), t-s) \frac{\partial}{\partial t} v(\chi(A(x)+\eta-t), s) d t .
\end{aligned}
$$

Therefore by an integration by parts and Fubini's theorem again, we see that (2.5) is equivalent to the following integral equation:

$$
\begin{equation*}
v(x, \eta)=f(\chi(A(x)+\eta), 0)+\int_{0}^{\eta} g(\chi(A(x)+\eta-t), t) d t+\sum_{i=1}^{7} I_{i} v(x, \eta), \tag{3.3}
\end{equation*}
$$

where each integral operator $I_{i}$ is given by

$$
\begin{aligned}
I_{1} v(x, \eta)= & -\frac{1}{\alpha(x)} \int_{0}^{\eta} \mathcal{B}(\beta)_{\eta}(x, \eta-t) v(x, t) d t \\
I_{2} v(x, \eta)= & \int_{0}^{\eta} \frac{1}{\alpha(\chi(A(x)+\eta-t))} \mathcal{B}(\beta)_{\eta}(\chi(A(x)+\eta-t), 0) v(\chi(A(x)+\eta-t), t) d t \\
I_{3} v(x, \eta)= & \int_{0}^{\eta} \int_{0}^{t} \frac{1}{\alpha(\chi(A(x)+\eta-t))} \\
& \times \mathcal{B}(\beta)_{\eta \eta}(\chi(A(x)+\eta-t), t-s) v(\chi(A(x)+\eta-t), s) d s d t \\
I_{4} v(x, \eta)= & -\int_{0}^{\eta} \int_{0}^{t} \frac{\alpha^{\prime}(\chi(A(x)+\eta-t))}{\alpha(\chi(A(x)+\eta-t))} \\
& \times \mathcal{B}(\beta)_{\eta}(\chi(A(x)+\eta-t), t-s) v(\chi(A(x)+\eta-t), s) d s d t \\
I_{5} v(x, \eta)= & \int_{0}^{\eta} \int_{0}^{t} \mathcal{B}(\beta)_{x \eta}(\chi(A(x)+\eta-t), t-s) v(\chi(A(x)+\eta-t), s) d s d t \\
I_{6} v(x, \eta)= & -\int_{0}^{\eta} \mathcal{B}(\gamma)(\chi(A(x)+\eta-t), 0) v(\chi(A(x)+\eta-t), t) d t \\
I_{7} v(x, \eta)= & -\int_{0}^{\eta} \int_{0}^{t} \mathcal{B}(\gamma)_{\eta}(\chi(A(x)+\eta-t), t-s) v(\chi(A(x)+\eta-t), s) d s d t
\end{aligned}
$$

In order to prove that the solution $v(x, \eta)$ of (3.3) satisfies condition (ii) in Theorem 2.1, we employ the iteration method. Let us define $\left\{v_{n}(x, \eta)\right\}_{n=0}^{\infty}$ inductively as follows:

$$
\begin{gather*}
v_{0}(x, \eta)=f(\chi(A(x)+\eta), 0)+\int_{0}^{\eta} g(\chi(A(x)+\eta-t), t) d t  \tag{3.4}\\
v_{n+1}(x, \eta)=v_{0}(x, \eta)+\sum_{i=1}^{7} I_{i} v_{n}(x, \eta) \quad(n \geq 0) \tag{3.5}
\end{gather*}
$$

Next, we define $\left\{w_{n}(x, \eta)\right\}_{n=0}^{\infty}$ by $w_{0}(x, \eta)=v_{0}(x, \eta)$ and $w_{n}(x, \eta)=v_{n}(x, \eta)-v_{n-1}(x, \eta)$ ( $n \geq 1$ ), and define $\left\{W_{n}(x, \eta, t)\right\}_{n=0}^{\infty}$ by

$$
\begin{equation*}
W_{n}(x, \eta, t)=w_{n}(\chi(A(x)+\eta-t), t) . \tag{3.6}
\end{equation*}
$$

Here we break the proof, and provide the notation needed in stating the key lemma later. Since $A(0)=0$, we can take $r_{0}>0$ and $\kappa_{0}>0$ such that

$$
\begin{equation*}
\left\{A(x)+\zeta ;|x| \leq r_{0}, \zeta \in E_{+}\left(\theta, \kappa_{0}\right)\right\} \subset E_{+}(\theta, \kappa) \tag{3.7}
\end{equation*}
$$

where $\kappa>0$ is the constant given in assumption (A1). So let us define $\tilde{\beta}(x, \zeta, \varepsilon), \tilde{\gamma}(x, \zeta, \varepsilon)$ and $\mathcal{A}(x, \zeta)$ as follows:

$$
\begin{align*}
\tilde{\beta}(x, \zeta, \varepsilon) & =\beta(\chi(A(x)+\zeta), \varepsilon),  \tag{3.8}\\
\tilde{\gamma}(x, \zeta, \varepsilon) & =\gamma(\chi(A(x)+\zeta), \varepsilon),  \tag{3.9}\\
\mathcal{A}(x, \zeta) & =\frac{1}{\alpha(\chi(A(x)+\zeta))} . \tag{3.10}
\end{align*}
$$

Then it follows from the assumptions of Theorem 1.5 and (3.7) that $\tilde{\beta}(x, \zeta, \varepsilon)$ and $\tilde{\gamma}(x, \zeta, \varepsilon)$ are holomorphic on $\left\{x \in \boldsymbol{C} ;|x| \leq r_{0}\right\} \times E_{+}\left(\theta, \kappa_{0}\right) \times\{\varepsilon \in \boldsymbol{C} ;|\varepsilon| \leq c\}$, and that $\mathcal{A}(x, \zeta)$ is holomorphic on $\left\{x \in \boldsymbol{C} ;|x| \leq r_{0}\right\} \times E_{+}\left(\theta, \kappa_{0}\right)$. Moreover, it holds that

$$
\begin{equation*}
\sup _{|x| \leq r_{0}, \zeta \in E_{+}\left(\theta, \kappa_{0}\right),|\varepsilon| \leq c}|\mathcal{A}(x, \zeta) \tilde{\beta}(x, \zeta, \varepsilon)|<\infty \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{|x| \leq r_{0}, \zeta \in E_{+}\left(\theta, \kappa_{0}\right),|\varepsilon| \leq c}|\tilde{\gamma}(x, \zeta, \varepsilon)|<\infty . \tag{3.12}
\end{equation*}
$$

Next we define $\mathcal{B}(\tilde{\beta})(x, \zeta, \eta)$ and $\mathcal{B}(\tilde{\gamma})(x, \zeta, \eta)$ by

$$
\begin{equation*}
\mathcal{B}(\tilde{\beta})(x, \zeta, \eta)=\mathcal{B}(\beta)(\chi(A(x)+\zeta), \eta) \quad\left(=\sum_{n=1}^{\infty} \beta_{n}\left(\chi(A(x)+\zeta) \frac{\eta^{n}}{n!}\right)\right. \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{B}(\tilde{\gamma})(x, \zeta, \eta)=\mathcal{B}(\gamma)(\chi(A(x)+\zeta), \eta) \quad\left(=\sum_{n=0}^{\infty} \gamma_{n}(\chi(A(x)+\zeta)) \frac{\eta^{n}}{n!}\right) \tag{3.14}
\end{equation*}
$$

respectively. Then it follows from (3.11), (3.12) and Cauchy's integral formula that $\mathcal{B}(\tilde{\beta})(x, \zeta, \eta)$ and $\mathcal{B}(\tilde{\gamma})(x, \zeta, \eta)$ are holomorphic on $\left\{x \in \boldsymbol{C} ;|x| \leq r_{0}\right\} \times E_{+}\left(\theta, \kappa_{0}\right) \times \boldsymbol{C}$ and that there exist some positive constants $M$ and $\delta_{0}$ satisfying

$$
\begin{array}{r}
\sup _{|x| \leq r_{0}, \zeta \in E_{+}\left(\theta, \kappa_{0}\right)}\left|\mathcal{A}(x, \zeta) \mathcal{B}(\tilde{\beta})_{\eta}(x, \zeta, \eta)\right| \leq M e^{\delta_{0}|\eta|}, \quad \eta \in \boldsymbol{C}, \\
\sup _{|x| \leq r_{0}, \zeta \in E_{+}\left(\theta, \kappa_{0}\right)}\left|\mathcal{A}(x, \zeta) \mathcal{B}(\tilde{\beta})_{\eta \eta}(x, \zeta, \eta)\right| \leq M e^{\delta_{0}|\eta|}, \quad \eta \in \boldsymbol{C}, \\
\sup _{|x| \leq r_{0}, \zeta \in E_{+}\left(\theta, \kappa_{0}^{\prime}\right)}\left|\frac{\partial}{\partial \zeta}\left\{\mathcal{A}(x, \zeta) \mathcal{B}(\tilde{\beta})_{\eta}(x, \zeta, \eta)\right\}\right| \leq M e^{\delta_{0}|\eta|}, \quad \eta \in \boldsymbol{C},  \tag{3.15}\\
\sup _{|x| \leq r_{0}, \zeta \in E_{+}\left(\theta, \kappa_{0}\right)}|\mathcal{B}(\tilde{\gamma})(x, \zeta, \eta)| \leq M e^{\delta_{0}|\eta|}, \quad \eta \in \boldsymbol{C}, \\
\sup _{|x| \leq r_{0}, \zeta \in E_{+}\left(\theta, \kappa_{0}\right)}\left|\mathcal{B}(\tilde{\gamma})_{\eta}(x, \zeta, \eta)\right| \leq M e^{\delta_{0}|\eta|}, \quad \eta \in \boldsymbol{C},
\end{array}
$$

where $\kappa_{0}^{\prime}=\kappa_{0} / 2$.
Finally, we give the following definition.
Definition 3.1.
(1) For $\lambda \geq 0$ and $\rho>0, U_{\rho}[0, \lambda]$ denotes the $\rho$-neighborhood of $[0, \lambda]$ in $\boldsymbol{C}$. Precisely,

$$
U_{\rho}[0, \lambda]=\{\tau \in \boldsymbol{C} ; \operatorname{dist}(\tau,[0, \lambda])<\rho\}
$$

(2) For $\eta \in \boldsymbol{C}$, we define the function $G^{\eta}(\tau)$ by

$$
G^{\eta}(\tau)=\tau e^{i \arg (\eta)}, \quad \tau \in \boldsymbol{C},
$$

and define $G^{\eta}$ and $G_{\rho}^{\eta}$ as follows:

$$
\begin{aligned}
G^{\eta} & =\left\{G^{\eta}(R) \in \boldsymbol{C} ; 0 \leq R \leq|\eta|\right\} \\
G_{\rho}^{\eta} & =\left\{G^{\eta}(\tau) \in \boldsymbol{C} ; \tau \in U_{\rho}[0,|\eta|]\right\}
\end{aligned}
$$

We remark that $G^{\eta}$ is the segment from 0 to $\eta$ and that $G_{\rho}^{\eta}$ is the $\rho$-neighborhood of $G^{\eta}$.
Under these preparations let us take a monotonically decreasing positive sequence $\left\{\rho_{n}\right\}_{n=0}^{\infty}$ satisfying

$$
\begin{equation*}
\tilde{\kappa}=\kappa_{0}^{\prime}-\sum_{n=0}^{\infty} \rho_{n}>0 . \tag{3.16}
\end{equation*}
$$

Then we obtain the following lemma.
Lemma 3.1. $W_{n}(x, \eta, t)$ is continued analytically to $\left\{(x, \eta, t) ;|x| \leq r_{0}, \eta \in\right.$ $\left.E_{+}\left(\theta, \kappa_{0}^{\prime}-\sum_{j=0}^{n} \rho_{j}\right), t \in G_{\rho_{n}}^{\eta}\right\}$. Moreover, on $\left\{(x, \eta, t) ;|x| \leq r_{0}, \eta \in E_{+}\left(\theta, \kappa_{0}^{\prime}-\right.\right.$ $\left.\left.\sum_{j=0}^{n} \rho_{j}\right), t \in G^{\eta}\right\}$ we have the following estimate. For some positive constant $C_{1}$,

$$
\begin{equation*}
\left|W_{n}\left(x, \eta, G^{\eta}(R)\right)\right| \leq C_{1} e^{\delta_{1}|\eta|}(3 M)^{n} \sum_{k=n}^{2 n}\binom{n}{k-n} \frac{R^{k}}{k!}, \quad 0 \leq R \leq|\eta| \tag{3.17}
\end{equation*}
$$

where $\delta_{1}=\max \left\{\delta, \delta_{0}\right\}(\delta$ is the constant given in (1.20)).
We prove Lemma 3.1 in Section 4. For the present, we admit it and let us continue the proof of Theorem 1.5.

It follows from Lemma 3.1 that $w_{n}(x, \eta)\left(=W_{n}(x, \eta, \eta)\right)$ is continued analytically to $B\left(r_{0}\right) \times E_{+}\left(\theta, \kappa_{0}^{\prime}-\sum_{j=0}^{n} \rho_{j}\right)$ with the estimate

$$
\begin{aligned}
\left|w_{n}(x, \eta)\right| & =\left|W_{n}\left(x, \eta, G^{\eta}(|\eta|)\right)\right| \\
& \leq C_{1} e^{\delta_{1}|\eta|}(3 M)^{n} \sum_{k=n}^{2 n}\binom{n}{k-n} \frac{|\eta|^{k}}{k!} \\
& =C_{1} e^{\delta_{1}|\eta|}(3 M)^{n} \frac{1}{2 \pi i} \oint_{|z|=p}(1+z)^{n} e^{z|\eta|} \frac{1}{z^{2 n+1}} d z,
\end{aligned}
$$

where $p$ is an arbitrary positive number. Hence, by taking a suitably large $p$, we obtain on $B\left(r_{0}\right) \times E_{+}(\theta, \tilde{\kappa})$ that

$$
\begin{aligned}
\sum_{n=0}^{\infty}\left|w_{n}(x, \eta)\right| & \leq C_{1} e^{\delta_{1}|\eta|} \sum_{n=0}^{\infty}(3 M)^{n} \cdot \frac{1}{2 \pi i} \oint_{|z|=p}(1+z)^{n} e^{z|\eta|} \frac{1}{z^{2 n+1}} d z \\
& =C_{1} e^{\delta_{1}|\eta|} \frac{\mathcal{M}_{+} e^{\mathcal{M}_{+}|\eta|}-\mathcal{M}_{-} e^{\mathcal{M}_{-}|\eta|}}{\mathcal{M}_{+}-\mathcal{M}_{-}} \\
& \leq \frac{C_{1} \mathcal{M}_{+}}{\sqrt{9 M^{2}+12 M}} e^{\left(\delta_{1}+\mathcal{M}_{+}\right)|\eta|}
\end{aligned}
$$

where $\mathcal{M}_{ \pm}=(1 / 2)\left(3 M \pm \sqrt{9 M^{2}+12 M}\right)$. This shows that $v_{n}(x, \eta)\left(=\sum_{k=0}^{n} w_{k}(x, \eta)\right)$ converges to the solution $V(x, \eta)$ of (3.3) uniformly on $B\left(r_{0}\right) \times E_{+}(\theta, \tilde{\kappa})$. Consequently, $V(x, \eta)$ is an analytic continuation of $v(x, \eta)$, and it holds that

$$
\max _{|x| \leq r_{0}}|V(x, \eta)| \leq \frac{C_{1} \mathcal{M}_{+}}{\sqrt{9 M^{2}+12 M}} e^{\left(\delta_{1}+\mathcal{M}_{+}\right)|\eta|}, \quad \eta \in E_{+}(\theta, \tilde{\kappa}) .
$$

It follows from the above argument that $v(x, \eta)$ satisfies condition (ii) in Theorem 2.1. This completes the proof of Theorem 1.5.
4. Proof of Lemma 3.1. Let us prove Lemma 3.1. It is proved by the induction with respect to $n$.

Proof of Lemma 3.1. First we consider the case $n=0$. By (3.4) and (3.6), we see that $W_{0}(x, \eta, t)$ has the following form:

$$
\begin{aligned}
W_{0}(x, \eta, t) & =f(\chi(A(x)+\eta), 0)+\int_{0}^{t} g(\chi(A(x)+\eta-s), s) d s \\
& \equiv J_{1}(x, \eta, t)+J_{2}(x, \eta, t)
\end{aligned}
$$

Before proving the lemma for $W_{0}$, we remark the following. It follows from assumption (A2) and Cauchy's integral formula that $g(x, \eta)$ is analytic on $\Omega_{\theta, \kappa} \times \boldsymbol{C}$ with the estimate

$$
\begin{equation*}
|g(x, \eta)| \leq C^{\prime} \exp [\delta|A(x)|] \cdot e^{\delta^{\prime}|\eta|}, \quad(x, \eta) \in \Omega_{\theta, \kappa} \times \boldsymbol{C} \tag{4.1}
\end{equation*}
$$

for some positive constants $C^{\prime}$ and $\delta^{\prime}$.
Now let us prove that $J_{1}(x, \eta, t)$ and $J_{2}(x, \eta, t)$ are well defined on $\{(x, \eta, t) ;|x| \leq$ $\left.r_{0}, \eta \in E_{+}\left(\theta, \kappa_{0}^{\prime}-\rho_{0}\right), t \in G_{\rho_{0}}^{\eta}\right\}$. Let $|x| \leq r_{0}, \eta \in E_{+}\left(\theta, \kappa_{0}^{\prime}-\rho_{0}\right), t \in G_{\rho_{0}}^{\eta}$, and let us write $t \in G_{\rho_{0}}^{\eta}$ as $t=G^{\eta}(\tau)\left(\tau \in U_{\rho_{0}}[0,|\eta|]\right)$.

On the well-definedness of $J_{1}\left(x, \eta, G^{\eta}(\tau)\right)$ : it is clear from the assumption (A2) and (3.7).

On the well-definedness of $J_{2}\left(x, \eta, G^{\eta}(\tau)\right)$ : in the integral expression of $J_{2}\left(x, \eta, G^{\eta}(\tau)\right)$, by taking a path of integration as

$$
\begin{equation*}
s(\sigma)=\sigma e^{i \arg (\eta)} \quad(\sigma \in[0, \tau]), \tag{4.2}
\end{equation*}
$$

where $[0, \tau]$ is the segment from 0 to $\tau$, it holds that $\eta-s(\sigma) \in E_{+}\left(\theta, \kappa_{0}^{\prime}\right)\left(\subset E_{+}\left(\theta, \kappa_{0}\right)\right)$. Hence, it follows from (3.7) and the above remark that $J_{2}\left(x, \eta, G^{\eta}(\tau)\right)$ is well defined.

Therefore, $W_{0}(x, \eta, t)$ is well defined on $\left\{(x, \eta, t) ;|x| \leq r_{0}, t \in E_{+}\left(\theta, \kappa_{0}^{\prime}-\rho_{0}\right), t \in\right.$ $\left.G_{\rho_{0}}^{\eta}\right\}$. Moreover, on $\left\{(x, \eta, t) ;|x| \leq r_{0}, t \in E_{+}\left(\theta, \kappa_{0}^{\prime}-\rho_{0}\right), t \in G^{\eta}\right\}$ we have the following representation:

$$
\begin{aligned}
W_{0}\left(x, \eta, G^{\eta}(R)\right)= & f(\chi(A(x)+\eta), 0) \\
& +\int_{0}^{R} g\left(\chi\left(A(x)+\left(|\eta|-R_{1}\right) e^{i \arg (\eta)}\right), R_{1} e^{i \arg (\eta)}\right) e^{i \arg (\eta)} d R_{1} \\
\equiv & \mathcal{J}_{1}(x, \eta, R)+\mathcal{J}_{2}(x, \eta, R)
\end{aligned}
$$

Let us estimate $\mathcal{J}_{1}(x, \eta, R)$ and $\mathcal{J}_{2}(x, \eta, R)$.
On $\mathcal{J}_{1}(x, \eta, R)$ : by (1.20), we have

$$
\begin{aligned}
\left|\mathcal{J}_{1}(x, \eta, R)\right| & =|f(\chi(A(x)+\eta), 0)| \\
& \leq C \exp [\delta|A(\chi(A(x)+\eta))|]=C \exp [\delta|A(x)+\eta|] \\
& \leq C^{\prime \prime} e^{\delta|\eta|}
\end{aligned}
$$

where $C^{\prime \prime}=C \cdot \max _{|x| \leq r_{0}} \exp [\delta|A(x)|]$.
On $\mathcal{J}_{2}(x, \eta, R)$ : it follows from (4.1) that

$$
\left|g\left(\chi\left(A(x)+\left(|\eta|-R_{1}\right) e^{i \arg (\eta)}\right), R_{1} e^{i \arg (\eta)}\right)\right| \leq C^{\prime \prime \prime} e^{\delta|\eta|} e^{-\delta R_{1}} e^{\delta^{\prime} R_{1}}=C^{\prime \prime \prime} e^{\delta|\eta|} e^{-\left(\delta-\delta^{\prime}\right) R_{1}}
$$

where $C^{\prime \prime \prime}=C^{\prime} \cdot \max _{|x| \leq r_{0}} \exp [\delta|A(x)|]$. Here we may take $\delta>0$ so large that $\delta^{\prime \prime}=\delta-\delta^{\prime}>$ 0. Hence, we obtain

$$
\left|\mathcal{J}_{2}(x, \eta, R)\right| \leq C^{\prime \prime \prime} e^{\delta|\eta|} \int_{0}^{R} e^{-\delta^{\prime \prime} R_{1}} d R_{1} \leq \frac{C^{\prime \prime \prime}}{\delta^{\prime \prime}} e^{\delta|\eta|}
$$

By the above argument, it holds that

$$
\left|W_{0}\left(x, \eta, G^{\eta}(R)\right)\right| \leq C_{1} e^{\delta|\eta|} \leq C_{1} e^{\delta_{1}|\eta|}
$$

where $C_{1}=C^{\prime \prime}+C^{\prime \prime \prime} / \delta^{\prime \prime}$. Therefore, the lemma has been proved for $W_{0}$.

Next, we assume that the claim of the lemma is proved up to $n$ and prove it for $n+1$. By (3.5) and (3.6) we have the following relation between $W_{n}$ and $W_{n+1}$ :

$$
\begin{equation*}
W_{n+1}(x, \eta, t)=\sum_{i=1}^{6} \mathcal{I}_{i} W_{n}(x, \eta, t), \tag{4.3}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{I}_{1} W_{n}(x, \eta, t) & =I_{1} w_{n}(\chi(A(x)+\eta-t), t) \\
& =-\mathcal{A}(x, \eta-t) \int_{0}^{t} \mathcal{B}(\tilde{\beta})_{\eta}(x, \eta-t, t-s) W_{n}(x, \eta-t+s, s) d s, \\
\mathcal{I}_{2} W_{n}(x, \eta, t) & =I_{2} w_{n}(\chi(A(x)+\eta-t), t) \\
& =\int_{0}^{t} \mathcal{A}(x, \eta-s) \mathcal{B}(\tilde{\beta})_{\eta}(x, \eta-s, 0) W_{n}(x, \eta, s) d s, \\
\mathcal{I}_{3} W_{n}(x, \eta, t) & =I_{3} w_{n}(\chi(A(x)+\eta-t), t) \\
& =\int_{0}^{t} \int_{0}^{s} \mathcal{A}(x, \eta-s) \mathcal{B}(\tilde{\beta})_{\eta \eta}(x, \eta-s, s-y) W_{n}(x, \eta-s+y, y) d y d s, \\
\mathcal{I}_{4} W_{n}(x, \eta, t) & =I_{4} w_{n}(\chi(A(x)+\eta-t), t)+I_{5} w_{n}(\chi(A(x)+\eta-t), t) \\
& =-\left.\int_{0}^{t} \int_{0}^{s} \frac{\partial}{\partial \zeta}\left\{\mathcal{A}(x, \zeta) \mathcal{B}(\tilde{\beta})_{\eta}(x, \zeta, s-y)\right\}\right|_{\zeta=\eta-s} W_{n}(x, \eta-s+y, y) d y d s, \\
\mathcal{I}_{5} W_{n}(x, \eta, t) & =I_{6} w_{n}(\chi(A(x)+\eta-t), t) \\
& =-\int_{0}^{t} \mathcal{B}(\tilde{\gamma})(x, \eta-s, 0) W_{n}(x, \eta, s) d s, \\
\mathcal{I}_{6} W_{n}(x, \eta, t) & =I_{7} w_{n}(\chi(A(x)+\eta-t), t) \\
& =-\int_{0}^{t} \int_{0}^{s} \mathcal{B}(\tilde{\gamma})_{\eta}(x, \eta-s, s-y) W_{n}(x, \eta-s+y, y) d y d s .
\end{aligned}
$$

Let us prove that each $\mathcal{I}_{i} W_{n}(x, \eta, t)(i=1-6)$ is well defined on $\left\{(x, \eta, t) ;|x| \leq r_{0}, \eta \in\right.$ $\left.E_{+}\left(\theta, \kappa_{0}^{\prime}-\sum_{j=0}^{n+1} \rho_{j}\right), t \in G_{\rho_{n+1}}^{\eta}\right\}$ by taking suitable paths of integration. Let $|x| \leq r_{0}, \eta \in$ $E_{+}\left(\theta, \kappa_{0}^{\prime}-\sum_{j=0}^{n+1} \rho_{j}\right), t \in G_{\rho_{n+1}}^{\eta}$, and let us write $t \in G_{\rho_{n+1}}^{\eta}$ as $t=G^{\eta}(\tau)\left(\tau \in U_{\rho_{n+1}}[0,|\eta|]\right)$.

On $\mathcal{I}_{1} W_{n}\left(x, \eta, G^{\eta}(\tau)\right)$ : let us take a path of integration as (4.2). Then we have $\eta-$ $G^{\eta}(\tau)+s(\sigma) \in E_{+}\left(\theta, \kappa_{0}^{\prime}-\sum_{j=0}^{n} \rho_{j}\right)$ and $s(\sigma) \in G_{\rho_{n}}^{\eta-G^{\eta}(\tau)+s(\sigma)}$. Hence, $W_{n}(x, \eta-$ $\left.G^{\eta}(\tau)+s(\sigma), s(\sigma)\right)$ is well defined. It is obvious that $\mathcal{A}\left(x, \eta-G^{\eta}(\tau)\right)$ and $\mathcal{B}(\tilde{\beta})_{\eta}(x, \eta-$ $\left.G^{\eta}(\tau), G^{\eta}(\tau)-s(\sigma)\right)$ are well defined. Therefore, $\mathcal{I}_{1} W_{n}\left(x, \eta, G^{\eta}(\tau)\right)$ is well defined.

On $\mathcal{I}_{2} W_{n}\left(x, \eta, G^{\eta}(\tau)\right)$ and $\mathcal{I}_{5} W_{n}\left(x, \eta, G^{\eta}(\tau)\right)$ : let us take a path of integration as (4.2). Then we have $\eta \in E_{+}\left(\theta, \kappa_{0}^{\prime}-\sum_{j=0}^{n} \rho_{j}\right)$ and $s(\sigma) \in G_{\rho_{n}}^{\eta}$. Hence, $W_{n}(x, \eta, s(\sigma))$ is well defined. It is clear that $\mathcal{A}(x, \eta-s(\sigma)), \mathcal{B}(\tilde{\beta})_{\eta}(x, \eta-s(\sigma), 0)$ and $\mathcal{B}(\tilde{\gamma})(x, \eta-s(\sigma), 0)$ are well defined. Therefore, $\mathcal{I}_{2} W_{n}\left(x, \eta, G^{\eta}(\tau)\right)$ and $\mathcal{I}_{5} W_{n}\left(x, \eta, G^{\eta}(\tau)\right)$ are well defined.

On $\mathcal{I}_{i} W_{n}\left(x, \eta, G^{\eta}(\tau)\right)(i=3,4,6)$ : we only state paths of integration. By taking paths of integration as

$$
\begin{array}{ll}
s(\sigma)=\sigma e^{i \arg (\eta)} & (\sigma \in[0, \tau]), \\
y(\lambda)=\lambda e^{i \arg (\eta)} \quad(\lambda \in[0, \sigma]), \tag{4.4}
\end{array}
$$

we see that all $\mathcal{I}_{i} W_{n}\left(x, \eta, G^{\eta}(\tau)\right)(i=3,4,6)$ are well defined.
Therefore, $W_{n+1}(x, \eta, t)$ is well defined on $\left\{(x, \eta, t) ;|x| \leq r_{0}, \eta \in E_{+}\left(\theta, \kappa_{0}^{\prime}-\right.\right.$ $\left.\left.\sum_{j=0}^{n+1} \rho_{j}\right), t \in G_{\rho_{n+1}}^{\eta}\right\}$. Moreover, on $\left\{(x, \eta, t) ;|x| \leq r_{0}, \eta \in E_{+}\left(\theta, \kappa_{0}^{\prime}-\sum_{j=0}^{n+1} \rho_{j}\right), t \in\right.$ $\left.G^{\eta}\right\}$ we have the following representations:

$$
\begin{aligned}
& \mathcal{I}_{1} W_{n}\left(x, \eta, G^{\eta}(R)\right)=-\mathcal{A}\left(x,(|\eta|-R) e^{i \arg (\eta)}\right) \\
& \times \int_{0}^{R} \mathcal{B}(\tilde{\beta})_{\eta}\left(x,(|\eta|-R) e^{i \arg (\eta)},\left(R-R_{1}\right) e^{i \arg (\eta)}\right) \\
& \times \mathcal{W}_{n}\left(x, \eta, R, R_{1}\right) e^{i \arg (\eta)} d R_{1}, \\
& \mathcal{I}_{2} W_{n}\left(x, \eta, G^{\eta}(R)\right)= \int_{0}^{R} \mathcal{A}\left(x,\left(|\eta|-R_{1}\right) e^{i \arg (\eta)}\right) \mathcal{B}(\tilde{\beta})_{\eta}\left(x,\left(|\eta|-R_{1}\right) e^{i \arg (\eta)}, 0\right) \\
& \times \mathcal{W}_{n}\left(x, \eta, R_{1}, R_{1}\right) e^{i \arg (\eta)} d R_{1}, \\
& \mathcal{I}_{3} W_{n}\left(x, \eta, G^{\eta}(R)\right)= \int_{0}^{R} \int_{0}^{R_{1}} \mathcal{A}\left(x,\left(|\eta|-R_{1}\right) e^{i \arg (\eta)}\right) \\
& \times \mathcal{B}_{(\tilde{\beta})_{\eta \eta}\left(x,\left(|\eta|-R_{1}\right) e^{i \arg (\eta)},\left(R_{1}-R_{2}\right) e^{i \arg (\eta)}\right)} \\
& \times \mathcal{W}_{n}\left(x, \eta, R_{1}, R_{2}\right)\left\{e^{i \arg (\eta)}\right\}^{2} d R_{2} d R_{1}, \\
& \mathcal{I}_{4} W_{n}\left(x, \eta, G^{\eta}(R)\right)=-\int_{0}^{R} \int_{0}^{R_{1}} \frac{\partial}{\partial \zeta}\{\mathcal{A}(x, \zeta) \\
& \times \mathcal{B}^{\left.(\tilde{\beta})_{\eta}\left(x, \zeta,\left(R_{1}-R_{2}\right) e^{i \arg (\eta)}\right)\right\}\left.\right|_{\zeta=\left(|\eta|-R_{1}\right) e^{i \arg (\eta)}}} \begin{aligned}
& \times \mathcal{W}_{n}\left(x, \eta, R_{1}, R_{2}\right)\left\{e^{i \arg (\eta)}\right\}^{2} d R_{2} d R_{1}, \\
\mathcal{I}_{5} W_{n}\left(x, \eta, G^{\eta}(R)\right)= & -\int_{0}^{R} \mathcal{B}(\tilde{\gamma})\left(x,\left(|\eta|-R_{1}\right) e^{i \arg (\eta)}, 0\right) \mathcal{W}_{n}\left(x, \eta, R_{1}, R_{1}\right) e^{i \arg (\eta)} d R_{1}, \\
\mathcal{I}_{6} W_{n}\left(x, \eta, G^{\eta}(R)\right)= & -\int_{0}^{R} \int_{0}^{R_{1}} \mathcal{B}(\tilde{\gamma})_{\eta}\left(x,\left(|\eta|-R_{1}\right) e^{i \arg (\eta)},\left(R_{1}-R_{2}\right) e^{i \arg (\eta)}\right) \\
& \times \mathcal{W}_{n}\left(x, \eta, R_{1}, R_{2}\right)\left\{e^{i \arg (\eta)}\right\}^{2} d R_{2} d R_{1},
\end{aligned}
\end{aligned}
$$

where
(4.5) $\quad \mathcal{W}_{n}(x, \eta, \mu, \nu)=W_{n}\left(x,(|\eta|-\mu+\nu) e^{i \arg (\eta)}, G^{(|\eta|-\mu+\nu) e^{i \arg (\eta)}}(\nu)\right)$.

Let us estimate each $\mathcal{I}_{i} W_{n}\left(x, \eta, G^{\eta}(R)\right)$.
On $\mathcal{I}_{1} W_{n}\left(x, \eta, G^{\eta}(R)\right)$ : it follows from the assumption of the induction that

$$
\begin{equation*}
\left|\mathcal{W}_{n}\left(x, \eta, R, R_{1}\right)\right| \leq C_{1} e^{\delta_{1}|\eta|} e^{-\delta_{1} R} e^{\delta_{1} R_{1}}(3 M)^{n} \sum_{k=n}^{2 n}\binom{n}{k-n} \frac{R_{1}^{k}}{k!} . \tag{4.6}
\end{equation*}
$$

Hence (3.15) and $\delta_{0} \leq \delta_{1}$ imply that

$$
\begin{aligned}
\left|\mathcal{I}_{1} W_{n}\left(x, \eta, G^{\eta}(R)\right)\right| & \leq C_{1} e^{\delta_{1}|\eta|}(3 M)^{n} M \sum_{k=n}^{2 n}\binom{n}{k-n} \int_{0}^{R} \frac{R_{1}{ }^{k}}{k!} d R_{1} \\
& =C_{1} e^{\delta_{1}|\eta|}(3 M)^{n} M \sum_{k=n+1}^{2 n+1}\binom{n}{k-1-n} \frac{R^{k}}{k!} .
\end{aligned}
$$

On $\mathcal{I}_{2} W_{n}\left(x, \eta, G^{\eta}(R)\right)$ : let us consider $R_{1}$ instead of $R$ in (4.6). Then we have

$$
\left|\mathcal{W}_{n}\left(x, \eta, R_{1}, R_{1}\right)\right| \leq C_{1} e^{\delta_{1}|\eta|}(3 M)^{n} \sum_{k=n}^{2 n}\binom{n}{k-n} \frac{R_{1}{ }^{k}}{k!} .
$$

Hence, we see by (3.15) and $\delta_{0} \leq \delta_{1}$ that $\mathcal{I}_{2} W_{n}\left(x, \eta, G^{\eta}(R)\right)$ has the same estimate as that of $\mathcal{I}_{1} W_{n}\left(x, \eta, G^{\eta}(R)\right)$. Similarly, we can obtain the same estimate for $\mathcal{I}_{5} W_{n}\left(x, \eta, G^{\eta}(R)\right)$. Therefore, it holds that

$$
\left|\mathcal{I}_{1} W_{n}\left(x, \eta, G^{\eta}(R)\right)\right|+\left|\mathcal{I}_{2} W_{n}\left(x, \eta, G^{\eta}(R)\right)\right|+\left|\mathcal{I}_{5} W_{n}\left(x, \eta, G^{\eta}(R)\right)\right|
$$

$$
\begin{equation*}
\leq C_{1} e^{\delta_{1}|\eta|}(3 M)^{n+1} \sum_{k=n+1}^{2 n+1}\binom{n}{k-1-n} \frac{R^{k}}{k!} . \tag{4.7}
\end{equation*}
$$

On $\mathcal{I}_{3} W_{n}\left(x, \eta, G^{\eta}(R)\right)$ : it follows from the assumption of the induction that

$$
\left|\mathcal{W}_{n}\left(x, \eta, R_{1}, R_{2}\right)\right| \leq C_{1} e^{\delta_{1}|\eta|} e^{-\delta_{1} R_{1}} e^{\delta_{1} R_{2}}(3 M)^{n} \sum_{k=n}^{2 n}\binom{n}{k-n} \frac{R_{2}{ }^{k}}{k!} .
$$

Hence, (3.15) and $\delta_{0} \leq \delta_{1}$ imply that

$$
\begin{aligned}
\left|\mathcal{I}_{3} W_{n}\left(x, \eta, G^{\eta}(R)\right)\right| & \leq C_{1} e^{\delta_{1}|\eta|}(3 M)^{n} M \sum_{k=n}^{2 n}\binom{n}{k-n} \int_{0}^{R} \int_{0}^{R_{1}} \frac{R_{2}{ }^{k}}{k!} d R_{2} d R_{1} \\
& =C_{1} e^{\delta_{1}|\eta|}(3 M)^{n} M \sum_{k=n+2}^{2(n+1)}\binom{n}{k-2-n} \frac{R^{k}}{k!} .
\end{aligned}
$$

Similarly, we can prove that $\mathcal{I}_{4} W_{n}\left(x, \eta, G^{\eta}(R)\right)$ and $\mathcal{I}_{6} W_{n}\left(x, \eta, G^{\eta}(R)\right)$ have the same estimate as that of $\mathcal{I}_{3} W_{n}\left(x, \eta, G^{\eta}(R)\right)$. Therefore, it holds that

$$
\begin{align*}
& \left|\mathcal{I}_{3} W_{n}\left(x, \eta, G^{\eta}(R)\right)\right|+\left|\mathcal{I}_{4} W_{n}\left(x, \eta, G^{\eta}(R)\right)\right|+\left|\mathcal{I}_{6} W_{n}\left(x, \eta, G^{\eta}(R)\right)\right| \\
& \quad \leq C_{1} e^{\delta_{1}|\eta|}(3 M)^{n+1} \sum_{k=n+2}^{2(n+1)}\binom{n}{k-2-n} \frac{R^{k}}{k!} \tag{4.8}
\end{align*}
$$

Finally let us combine (4.7) and (4.8). Then we obtain

$$
\begin{aligned}
& \left|W_{n+1}\left(x, \eta, G^{\eta}(R)\right)\right| \\
& \quad \leq \sum_{i=1}^{6}\left|\mathcal{I}_{i} W_{n}\left(x, \eta, G^{\eta}(R)\right)\right|
\end{aligned}
$$

$$
\begin{aligned}
\leq & C_{1} e^{\delta_{1}|n|}(3 M)^{n+1} \\
& \times\left\{\frac{R^{n+1}}{(n+1)!}+\sum_{k=n+2}^{2 n+1}\left\{\binom{n}{k-1-n}+\binom{n}{k-2-n}\right\} \frac{R^{k}}{k!}+\frac{R^{2(n+1)}}{\{2(n+1)\}!}\right\} \\
= & C_{1} e^{\delta_{1}|n|}(3 M)^{n+1} \sum_{k=n+1}^{2(n+1)}\binom{n+1}{k-(n+1)} \frac{R^{k}}{k!},
\end{aligned}
$$

which implies the lemma for $n+1$. The proof has been completed.

## 5. Special cases.

5.1. Necessary and sufficient condition. Theorem 1.5 gives only the sufficient condition on the Borel summability. When an equation has a restricted form, we can obtain the necessary and sufficient condition under which the divergent solution is Borel summable. Here we consider the case $\beta(x, \varepsilon) \equiv \gamma(x, \varepsilon) \equiv 0$. Moreover, we assume that $f(x, \varepsilon)$ is a polynomial with respect to $\varepsilon$-variable. Precisely, we consider the following equation:

$$
\begin{equation*}
\alpha(x) \varepsilon D_{x} u(x, \varepsilon)+u(x, \varepsilon)=\sum_{l=0}^{k} f_{l}(x) \varepsilon^{l} \tag{5.1}
\end{equation*}
$$

where each $f_{l}(x)(l=0,1,2, \ldots, k)$ is holomorphic at $x=0$.
In order to state the theorem, we introduce the notation. We define the first-order differential operator $\Theta$ by

$$
\begin{equation*}
\Theta=-\alpha(x) \frac{d}{d x} \tag{5.2}
\end{equation*}
$$

and define the function $\tilde{f}(x)$ by

$$
\begin{equation*}
\tilde{f}(x)=\sum_{l=0}^{k} \Theta^{k-l} f_{l}(x) \tag{5.3}
\end{equation*}
$$

Then we have the following theorem.
THEOREM 5.1. Let us assume (A1). Then the following two statements (1) and (2) are equivalent.
(1) The divergent solution $u(x, \varepsilon)$ of (5.1) is Borel summable in the direction $\theta$.
(2) $\tilde{f}(x)$ can be continued analytically to $\Omega_{\theta, \kappa}$, and it satisfies the following estimate for some positive constants $C$ and $\delta$ :

$$
\begin{equation*}
|\tilde{f}(x)| \leq C \exp [\delta|A(x)|], \quad x \in \Omega_{\theta, \kappa} \tag{5.4}
\end{equation*}
$$

Proof. For $u(x, \varepsilon)=\sum_{n=0}^{\infty} u_{n}(x) \varepsilon^{n}$, let us define $\tilde{u}(x, \varepsilon)$ by

$$
\begin{equation*}
u(x, \varepsilon)=\sum_{n=0}^{k-1} u_{n}(x) \varepsilon^{n}+\varepsilon^{k} \tilde{u}(x, \varepsilon) \tag{5.5}
\end{equation*}
$$

We remark that $u(x, \varepsilon)$ is Borel summable if and only if $\tilde{u}(x, \varepsilon)$ is Borel summable. Moreover, we have the following relation between the Borel sum $U(x, \varepsilon)$ of $u(x, \varepsilon)$ and the Borel $\operatorname{sum} \tilde{U}(x, \varepsilon)$ of $\tilde{u}(x, \varepsilon): U(x, \varepsilon)=\varepsilon^{k} \tilde{U}(x, \varepsilon)+\sum_{n=0}^{k-1} u_{n}(x) \varepsilon^{n}$. So let us write down the equation which $\tilde{u}(x, \varepsilon)$ should satisfy. By an easy calculation, it follows that $\tilde{u}(x, \varepsilon)$ satisfies the following equation:

$$
\begin{equation*}
\alpha(x) \varepsilon D_{x} \tilde{u}(x, \varepsilon)+\tilde{u}(x, \varepsilon)=\tilde{f}(x) . \tag{5.6}
\end{equation*}
$$

Hence, by Theorem 1.5, if we assume the condition (2), we can obtain the Borel summability of $\tilde{u}(x, \varepsilon)$ in the direction $\theta$. This shows (2) $\Rightarrow$ (1).

In order to prove (1) $\Rightarrow(2)$, let us adopt Theorem 2.1. First we remark that the formal Borel transform $\tilde{v}(x, \varepsilon)=\mathcal{B}(\tilde{u})(x, \varepsilon)$ of $\tilde{u}(x, \varepsilon)$ can be written explicitly as follows:

$$
\begin{equation*}
\tilde{v}(x, \eta)=\tilde{f}(\chi(A(x)+\eta)) . \tag{5.7}
\end{equation*}
$$

Therefore, it follows from (1) and Theorem 2.1 that $\tilde{V}(\eta)=\tilde{v}(0, \eta)=\tilde{f}(\chi(\eta))$ can be continued analytically to $E_{+}\left(\theta, \kappa_{0}\right)$ for some $\kappa_{0}>0$, and that there exist some positive constants $C$ and $\delta$ satisfying

$$
\begin{equation*}
|\tilde{V}(\eta)| \leq C e^{\delta|\eta|}, \quad \eta \in E_{+}\left(\theta, \kappa_{0}\right) \tag{5.8}
\end{equation*}
$$

Here we may take $\kappa>0$ so small that $\kappa \leq \kappa_{0}$. Then $\tilde{f}(x)=\tilde{V}(A(x))$ can be continued analytically to $\Omega_{\theta, \kappa}$, and it holds that $|\tilde{f}(x)|=|\tilde{V}(A(x))| \leq C \exp [\delta|A(x)|]$ for $x \in \Omega_{\theta, \kappa}$. Consequently, (1) $\Rightarrow(2)$ has been proved.

REMARK 5.1. In (5.1), each $u_{n}(x)(n=0,1,2, \ldots)$ can be written explicitly as

$$
u_{n}(x)= \begin{cases}\sum_{l=0}^{n} \Theta^{n-l} f_{l}(x) & (n=0,1,2, \ldots, k-1) \\ \sum_{l=0}^{k} \Theta^{n-l} f_{l}(x) & (n=k, k+1, \ldots)\end{cases}
$$

Therefore, it follows from the above proof that the Borel sum $U(x, \varepsilon)$ (in the direction $\theta$ ) of $u(x, \varepsilon)$ has the following form:

$$
U(x, \varepsilon)=\varepsilon^{k-1} \int_{\boldsymbol{R}_{+} e^{i \theta}} e^{-\eta / \varepsilon} \tilde{f}(\chi(A(x)+\eta)) d \eta+\sum_{n=0}^{k-1}\left\{\sum_{l=0}^{n} \Theta^{n-l} f_{l}(x)\right\} \varepsilon^{n}
$$

Theorem 5.1 does not require the analytic continuation property for $f(x, \varepsilon)$ itself, as will be shown in the following example.

Example 5.1. Let $\theta=0$.
(1) We consider the following equation:

$$
\begin{align*}
-(1+x) \varepsilon D_{x} u(x, \varepsilon)+u(x, \varepsilon) & =f(x, \varepsilon)=f_{0}(x)+f_{1}(x) \varepsilon \\
& =\frac{1}{1-x}+\left\{\sqrt{1+\log (1+x)}-\frac{1+x}{(1-x)^{2}}\right\} \varepsilon . \tag{5.9}
\end{align*}
$$

Equation (5.9) has the divergent solution

$$
\begin{aligned}
u(x, \varepsilon)= & \frac{1}{1-x}+\sqrt{1+\log (1+x)} \varepsilon+\frac{1}{2} \frac{1}{\sqrt{1+\log (1+x)}} \varepsilon^{2} \\
& +\sum_{n=3}^{\infty} \frac{(-1)^{n}}{2^{n-1}}(2 n-5)!!\{1+\log (1+x)\}^{-(n-3 / 2)} \varepsilon^{n}
\end{aligned}
$$

$\alpha(x)=-(1+x)$ implies $\chi(\xi)=e^{\xi}-1$ and $A(x)=\log (1+x)$. Hence, condition (A1) is satisfied. Since $f(x, \varepsilon)$ cannot be continued analytically along the positive real axis with respect to $x$, it does not satisfy condition (A2), but $\tilde{f}(x)=(1+x) f_{0}^{\prime}(x)+f_{1}(x)=\sqrt{1+\log (1+x)}$ clearly satisfies condition (2) in Theorem 5.1. Therefore, the above $u(x, \varepsilon)$ is Borel summable in the direction 0 and its Borel sum $U(x, \varepsilon)$ in the direction 0 is given by

$$
U(x, \varepsilon)=\int_{0}^{\infty} e^{-\eta / \varepsilon} \sqrt{1+\log (1+x)+\eta} d \eta+\frac{1}{1-x}
$$

(2) Let us consider the following equation:

$$
\begin{align*}
-e^{-x} \varepsilon D_{x} u(x, \varepsilon)+u(x, \varepsilon) & =f(x, \varepsilon)=f_{0}(x)+f_{1}(x) \varepsilon+f_{2}(x) \varepsilon^{2} \\
& =\frac{1}{1-x}+\frac{e^{-x}}{(1-x)^{2}} \varepsilon+\left\{\frac{1}{e^{x}+1}-\frac{2 e^{-2 x}(1+x)}{(1-x)^{3}}\right\} \varepsilon^{2} \tag{5.10}
\end{align*}
$$

Equation (5.10) has the divergent solution

$$
u(x, \varepsilon)=\frac{1}{1-x}+\frac{2 e^{-x}}{(1-x)^{2}} \varepsilon+\sum_{n=2}^{\infty} \frac{(-1)^{n}(n-2)!}{\left(e^{x}+1\right)^{n-1}} \varepsilon^{n}
$$

Since $\alpha(x)=-e^{-x}$, we have $\chi(\xi)=\log (1+\xi)$ and $A(x)=e^{x}-1$. Hence, condition (A1) is satisfied. In this case also, $f(x, \varepsilon)$ itself does not satisfy condition (A2), but $\tilde{f}(x)=$ $e^{-x}(d / d x)\left\{e^{-x} f_{0}^{\prime}(x)\right\}+e^{-x} f_{1}^{\prime}(x)+f_{2}(x)=1 /\left(e^{x}+1\right)$ satisfies condition (2) in Theorem 5.1. Therefore, $u(x, \varepsilon)$ is Borel summable in the direction 0 and its Borel sum $U(x, \varepsilon)$ in the direction 0 is given by

$$
U(x, \varepsilon)=\varepsilon \int_{0}^{\infty} e^{-\eta / \varepsilon} \frac{1}{1+e^{x}+\eta} d \eta+\frac{1}{1-x}+\frac{2 e^{-x}}{(1-x)^{2}} \varepsilon
$$

Here we deal with the case $k=0$; that is, we consider the following equation:

$$
\begin{equation*}
\alpha(x) \varepsilon D_{x} u(x, \varepsilon)+u(x, \varepsilon)=f(x) \tag{5.11}
\end{equation*}
$$

Furthermore we assume that the existence domain of $f(x)$ is bounded. By using Theorem 5.1, let us try investigating the Borel summability of $u(x, \varepsilon)$ concretely.

EXAMPLE 5.2. (1) $\alpha(x)=-(1+x)$ : in this case we have $\chi(\xi)=e^{\xi}-1$, and assumption (A1) is satisfied for all $\theta$. If $0 \leq \theta<\pi / 2$ or $3 \pi / 2<\theta<2 \pi$, then the region $\Omega_{\theta, \kappa}$ is unbounded for all $\kappa>0$. Hence, $u(x, \varepsilon)$ is never Borel summable in these directions $\theta$. If $\pi / 2 \leq \theta \leq 3 \pi / 2$, we see that for any $\rho>0$ there exists some $\kappa>0$ such that $\Omega_{\theta, \kappa} \subset$
$\{x \in \boldsymbol{C} ;|x| \leq 2+\rho\}$. Therefore, if $f(x)$ is holomorphic on $\{x \in \boldsymbol{C} ;|x| \leq 2+\rho\}$ for some $\rho>0$, then $u(x, \varepsilon)$ is always Borel summable in the direction $\theta$ satisfying $\pi / 2 \leq \theta \leq 3 \pi / 2$.
(2) $\alpha(x)=-e^{-x}$ : in this case we have $\chi(\xi)=\log (1+\xi)$. Hence, assumption (A1) is satisfied for all $\theta$ except $\theta=\pi$, and the region $\Omega_{\theta, \kappa}$ is always unbounded for all $\kappa>0$ and $\theta \neq \pi$. Therefore, $u(x, \varepsilon)$ is by no means Borel summable in the direction $\theta$ satisfying $\theta \neq \pi$.
(3) $\alpha(x)=(x-1)^{2}$ : in this case it holds that $\chi(\xi)=\xi /(\xi-1)$. Hence, if $\theta \neq 0$, then condition (A1) is satisfied. Moreover, if $\theta \neq 0$, we see that for any $\rho>0$ there exists some $\kappa>0$ such that $\Omega_{\theta, \kappa} \subset\left\{x \in \boldsymbol{C} ;|x| \leq 1+\rho+1 / \min _{\xi \in \boldsymbol{R}_{+} e^{i \theta}}|\xi-1|\right\}$. Therefore if $f(x)$ is holomorphic on $\left\{x \in \boldsymbol{C} ;|x| \leq 1+\rho+1 / \min _{\xi \in \boldsymbol{R}_{+} e^{i \theta}}|\xi-1|\right\}$ for some $\rho>0$, then $u(x, \varepsilon)$ is always Borel summable in all directions $\theta \neq 0$.
5.2. Another example. Both in Theorem 1.5 and in Theorem 5.1 we imposed assumption (A1) for the coefficient $\alpha(x)$. In the case where (A1) is not satisfied, it is in general difficult to give conditions for the other coefficients because we cannot define the region $\Omega_{\theta, \kappa}$. However, it is within possibility that the divergent solution is Borel summable even if (A1) is not fulfilled. Last of all, we give such an example.

Let us consider the following equation:

$$
\begin{equation*}
-\left(1+x^{2}\right) \varepsilon D_{x} u(x, \varepsilon)+u(x, \varepsilon)=\frac{1}{1-\arctan x} \tag{5.12}
\end{equation*}
$$

Equation (5.12) has the divergent solution

$$
u(x, \varepsilon)=\sum_{n=0}^{\infty} \frac{n!}{(1-\arctan x)^{n+1}} \varepsilon^{n}
$$

Since $\alpha(x)=-\left(1+x^{2}\right)$, we have $\chi(\xi)=\tan \xi$. Hence, condition (A1) is not satisfied for $\theta=0, \pi$. However, we can prove that the above $u(x, \varepsilon)$ is Borel summable in the direction $\pi$ by means of the formula $\mathcal{B}(u)(x, \eta)=1 /(1-\arctan x-\eta)$. Moreover, we see that $u(x, \varepsilon)$ is Borel summable in all directions $\theta$ except $\theta=0$, and that it is never Borel summable in the direction 0.
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