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Abstract. We assign to each nondegenerate Hamiltonian on a closed sym-

plectic manifold a Floer-theoretic quantity called its “boundary depth,” and
establish basic results about how the boundary depths of different Hamiltoni-

ans are related. As applications, we prove that certain Hamiltonian symplec-

tomorphisms supported in displaceable subsets have infinitely many nontrivial
geometrically distinct periodic points, and we also significantly expand the

class of coisotropic submanifolds which are known to have positive displace-

ment energy. For instance, any coisotropic submanifold of contact type (in
the sense of Bolle) in any closed symplectic manifold has positive displace-

ment energy, as does any stable coisotropic submanifold of a Stein manifold.
We also show that any stable coisotropic submanifold admits a Riemannian

metric that makes its characteristic foliation totally geodesic, and that this lat-

ter, weaker, condition is enough to imply positive displacement energy under
certain topological hypotheses.

1. introduction

A nondegenerate Hamiltonian H on a closed symplectic manifold (M,ω) has an
associated Floer chain complex CF∗(H,J) (see, e.g., [34] for a survey; we use J
here to denote a suitable family of almost complex structures, together with an
abstract perturbation in the sense of [10],[24] in the case where such perturbations
are needed), whose homology is equal to the quantum cohomology QH∗(M) =
H∗(M)⊗Λ, independently of H. This fact, which by the end of the 1990s had been
proven for arbitrary (M,ω) ([10],[24]), has as an immediate corollary the remarkable
fact that the number of fixed points of the time-1 map of the Hamiltonian flow of H
is at least equal to the sum of the Betti numbers of M , thus establishing a variant
of a famous conjecture of Arnol’d.

The fact that CF∗(H,J) has homology (and in fact chain homotopy type) in-
dependent of H, while allowing one to prove the aforementioned important result
about all Hamiltonians, might seem to make Floer homology ill-suited to detecting
properties that only obtain for some Hamiltonians. However, this has proven not to
be the case, largely as a result of the fact that the chain complex CF∗(H,J) admits
a natural filtration by R; thus for each λ ∈ R one has a chain complex CFλ∗ (H,J).
The isomorphism type of CF∗(H,J) as a R-filtered chain complex is independent of
the auxiliary data J (as follows from the proof of Corollary 4.5 of [30], for instance;
see Lemma 1.2 below for a more general statement), but the filtration-dependent
properties of CF∗(H,J) (in particular the filtered homologies HFλ∗ (H)) are rather
sensitive to H. This suggests a program of studying individual Hamiltonians on
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symplectic manifolds by extracting invariants from the filtered chain isomorphism
types of their Floer chain complexes.

The invariants that have so far most productively been used in this spirit are the
so-called spectral numbers, which were introduced in the symplectically aspherical
case in [37] and were extended to general closed symplectic manifolds by Oh (see
[27]). Here, recalling that the Floer homology HF∗(H) is canonically isomorphic
to the quantum cohomology QH∗(M), one associates to a class a ∈ QH∗(M) \ {0}
the spectral number ρ(H; a), given by the infimum of the real numbers λ with the
property that the class a is represented in the filtered complex CFλ∗ (H,J). (We
give a few more details in Section 4 below and refer to [30] for a full survey.) By
now, there have been several applications of the spectral numbers; for a sampling
of these, we refer the reader to [8], [13], [29], [43].

In this paper, we introduce a new filtration-based invariant of a nondegenerate
Hamiltonian H, called its boundary depth and denoted β(H,J) (in fact, β(H,J) is
independent of J , and so is later denoted β(H)). Where the boundary operator
on the Floer chain complex is denoted by ∂H,J (for appropriate auxiliary data J),
β(H,J) is defined as the infimum of all nonnegative numbers β with the property
that, for any λ ∈ R, one has

CFλ∗ (H,J) ∩ ∂H,J (CF∗(H,J)) ⊂ ∂H,J
(
CFλ+β
∗ (H,J)

)
.

Thus, for β > β(H,J), any chain c in the Floer complex that is a boundary is in
fact the boundary of a chain with filtration level at most β larger than the filtration
level of c.

Since there typically exist chains in the Floer complex with arbitrary high filtra-
tion level, it is not immediately obvious that β(H,J) is finite, i.e., that there exist
any numbers β with the property that the last sentence of the previous paragraph
holds. This does, however, turn out to be the case. A similar phenomenon to
this finiteness was proven in the context of Lagrangian Floer homology as Propo-
sition A.4.9 of [11], but the first proof applicable to Hamiltonian Floer homology
seems to have been the proof of the last sentence of Theorem 1.3 of [41], which in
fact applies in a rather general algebraic setting that includes Hamiltonian Floer
homology as a special case. Almost immediately after the preliminary version of
[41] was completed, Oh observed that, in the case of Hamiltonian Floer homology,
the finiteness can be deduced more geometrically, and that this approach produces
what can be translated into an effective bound on β(H,J) (this is Proposition 8.8
of the current revision of [31]). This bound, and the approach that leads to it, will
be quite important for our purposes below.

We will state our main results about the behavior of β(H) presently. In the
theorem below, we consider smooth periodic Hamiltonians H : (R/Z) ×M → R,
which induce time-dependent Hamiltonian vector fields XH defined by ιXHω =
d(H(t, ·)) and flows {φtH}0≤t≤1 defined by dφtH

dt = XH(t, φtH(·)). We will typically
assume that H is nondegenerate in the sense that, at each fixed point p of φ1

H , the
linearization (φ1

H)∗ does not have 1 as an eigenvalue. Also, we set

‖H‖ =
∫ 1

0

(
max
M

H(t, ·)−min
M

H(t, ·)
)
dt.

Theorem 1.1. The boundary depth β satisfies the following properties:
(i) β(H,J) is independent of J , and hence will be denoted β(H).
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(ii) If H and K are two nondegenerate Hamiltonians we have

|β(H)− β(K)| ≤ ‖H −K‖.
(iii)(Proposition 8.8, [31]) β(H) ≤ ‖H‖.
(iv) If H and K are two nondegenerate Hamiltonians with either K ≤ 0 everywhere
or K ≥ 0 everywhere such that, for some compact set S ⊂M , we have

φ1
H(S) ∩ S = ∅ and |K(t,m)| ≤ ε for all t ∈ R/Z,m ∈M \ S,

then
β(K) ≤ 2‖H‖+ 2ε.

(v) If H and K are two nondegenerate Hamiltonians such that φ1
H = φ1

K and the
paths {φtH}0≤t≤1 and {φtK}0≤t≤1 are homotopic rel endpoints in the Hamiltonian
diffeomorphism group, then

β(H) = β(K).

Proof. (i) follows from (ii), which is proven as Proposition 3.2.
As noted, (iii) is Proposition 8.8 of [31], which for convenience we reprove as

Corollary 3.5 below.
(iv) is Corollary 3.11, which follows quickly from (v) and Lemma 3.7.
(v) is Corollary 3.9. �

Theorem 1.1(v) above follows immediately from the following more general re-
sult, proven as Lemma 3.8 below, which may be of independent interest. Recall
that a Hamiltonian H : (R/Z) ×M → R is called normalized if, for all t, we have∫
M
H(t, ·)ωn = 0.

Lemma 1.2. Suppose that H0 and H1 are two normalized, nondegenerate Hamil-
tonians such that φ1

H0
= φ1

H1
and the paths t 7→ φtHi are homotopic rel endpoints

in the Hamiltonian diffeomorphism group. Then for Ji ∈ J reg(Hi), there is an
isomorphism of chain complexes

Φ: CF∗(H0, J0)→ CF∗(H1, J1)

which, for each λ ∈ R, restricts to an isomorphism of the filtered Floer chain
complexes CFλ∗ (Hi, Ji).

In particular this implies that any invariant of the filtered chain isomorphism
type of CF∗(H,J) will in fact be an invariant of the homotopy class of the path
t 7→ φtH . Examples include both the spectral number ρ(H; a)1 and the boundary
depth β(H).

The proofs of the various parts of Theorem 1.1 are consequences of the ba-
sic structure of the filtered Floer chain complexes CFλ∗ (H,J) and of the various
maps connecting these complexes as the Hamiltonian H varies. As is well-known,
if H and K are two nondegenerate Hamiltonians and J, J ′ are suitable auxil-
iary data, the chain complexes CF∗(H,J) and CF∗(K,J ′) are related by maps
ΦHK : CF∗(H,J) → CF∗(K,J ′) and ΦKH : CF∗(K,J ′) → CF∗(H,J) such that
ΦKH ◦ ΦHK and ΦHK ◦ ΦKH are chain homotopic to the identity. The effects of
the maps ΦHK and ΦKH on the filtrations of the respective Floer groups satisfy

1Strictly speaking, to fit the spectral number into this framework one needs to augment Lemma

1.2 with a statement (which is readily seen to be true, though we omit the proof) to the effect that

the map Φ is suitably compatible with the isomorphism between Floer homology and quantum
cohomology
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some basic properties that we shall recall below, and these properties are stan-
dard ingredients in the proofs of the properties of the spectral numbers ρ(·, a) (see,
e.g., [30]). A fact which has been used somewhat less is that the chain homo-
topies K : CF∗(H,J) → CF∗(H,J) and K′ : CF∗(K,J ′) → CF∗(K,J ′) that link
ΦKH ◦ ΦHK and ΦHK ◦ ΦKH to the identity also have predictable effects on the
filtrations of, respectively, CF∗(H,J) and CF∗(K,J ′), and it is this fact which un-
derlies most of Theorem 1.1. This point was already exploited in Oh’s proof of
Theorem 1.1(iii) (as Proposition 8.8 of [31]).

Lemma 3.8 (and hence Theorem 1.1(v)) arise by a similar analysis, but now
combined with an approach used in [19] that uses a modified version of the equation
for a Floer connecting orbit in order to obtain a map between Floer chain complexes
which obeys sharper bounds than usual on its effects on the filtrations.

As a byproduct of the analysis that leads to Theorem 1.1, we also prove the
following result, which generalizes (and in fact slightly sharpens) a result proven as
Theorem 2.1 in [5] for the case in which ω vanishes on π2(M). I am grateful to O.
Cornea for asking me whether this result could be generalized.

Proposition 1.3. Let H0 be a nondegenerate Hamiltonian on any closed symplectic
manifold (M,ω), and let J0 ∈ J reg(H0). Then there is δ > 0 with the following
property. If H1 is any nondegenerate Hamiltonian on M with ‖H1 −H0‖ < δ, and
if J1 ∈ J reg(H1), then the chain complex CF∗(H0, J0) is a retract of the chain
complex CF∗(H1, J1) ( i.e., there are chain maps i : CF∗(H0, J0) → CF∗(H1, J1)
and r : CF∗(H1, J1)→ CF∗(H0, J0) such that r ◦ i is the identity).

Proof. This is proven below as Corollary 2.3. �

In particular, this shows that any nondegenerate Hamiltonian which is suffi-
ciently Hofer-close to H0 has at least as many periodic orbits as does H0; naively,
one might expect that the nearby Hamiltonian would need to be C1-close to H0

(as is necessary in order to guarantee that the relevant time-one maps are C0-close
to each other) in order for this to occur.

1.1. Infinitely many periodic points for certain Hamiltonian symplecto-
morphisms. Various results in the literature (for instance, Theorem 5.5 of [37]
and Corollary 10.2 of [12]) assert that, under fairly strong conditions on the ambi-
ent manifold (M,ω) (in particular, [ω] is typically required to vanish on π2(M)), a
symplectomorphism induced by a Hamiltonian which is supported in a displaceable
subset of M must have infinitely many geometrically distinct, nontrivial periodic
points; recall that a subset W ⊂ M is called displaceable if there is a Hamiltonian
H : (R/Z) ×M → R such that φ1

H(W̄ ) ∩ W̄ = ∅. Here, making use of Theorem
1.1(iv), we attempt to “localize” these results; specifically, we assume only that
[ω] vanishes on the second homotopy group of some open subset V ⊂ M , and we
consider Hamiltonians supported in some displaceable subset of V (actually, to for-
mulate the result, we choose an open set U with Ū ⊂ V and assume the support
of the Hamiltonian is contained in U). A few tradeoffs are required in order to
get analagous results. First, we in fact need to assume that the Hamiltonian has
support W which is not merely displaceable but has displacement energy e(W,M)
less than a constant cUV depending on U and V ; here

e(W,M) = inf
{
‖H‖

∣∣∣∣ H : R/Z×M → R, H is compactly supported
and φ1

H(W̄ ) ∩ W̄ = ∅

}
.
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(In fact, in light of Remark 5.4 cUV can be taken to be ∞ if ω vanishes on π2(M)
and V = M , analagously to the results in [37],[12]). Second, and more technically,
we need to impose a hypothesis on the Hamiltonian, namely that the Hamiltonian
is nonpositive and “has a flat autonomous minimum” (see Definition 5.5). The
following is proven below as Theorem 6.1.

Theorem 1.4. Let U and V be open subsets of the closed symplectic manifold
(M,ω) with smooth (possibly empty) orientable boundaries, and Ū ( V . Assume
that [ω] vanishes on π2(V̄ ). Then the constant cUV > 0 of Proposition 5.1 obeys
the following properties. Let K : (R/Z) ×M → (−∞, 0] be a not-identically-zero
Hamiltonian with a flat autonomous minimum at a point p ∈ U . Assume that
K−1((−∞, 0)) ⊂ (R/Z) × W , where W ⊂ U has displacement energy e(W,M)
satisfying e(W,M) < cUV . Then the symplectomorphism φ1

K has infinitely many
geometrically distinct, nontrivial periodic points.

To clarify what is being proven here, if m is a periodic point of φ1
K (say with

period k), define the set
om = {φtK(m)|t ∈ [0, k]}

(note that this definition gives the same set regardless of whether k is taken to be
the minimal period of m or some other period). The periodic point m is called non-
trivial provided that om 6= {m}. Two periodic points m,m′ are called geometrically
distinct if om 6= om′ . In particular, if K is autonomous and if γ is a nonconstant
periodic orbit of XK , the various points on γ are not considered to be geometrically
distinct from one another as periodic points.

Corollary 1.5. If S ⊂M is a compact set of the closed symplectic manifold (M,ω)
with e(S,M) = 0, and if S has a neighborhood V ⊂ M such that 〈[ω], π2(V̄ )〉 = 0,
then there is a neighborhood W of S with the property that, for any nonpositive and
not-identically-zero Hamiltonian K with support in (R/Z) × W which has a flat
autonomous minimum, the map φ1

K has infinitely many nontrivial geometrically
distinct periodic points.

Proof. After possibly replacing V by an open subset of itself that has smooth
boundary, choose an open neighborhood U of S with smooth boundary such that
S ⊂ Ū ( V . This determines a constant cUV > 0. Since e(S,M) = 0 there is
a Hamiltonian H : (R/Z) ×M → R with φ1

H(S) ∩ S = ∅ and ‖H‖ < cUV . By
continuity, there will be an open neighborhood W of S such that φ1

H(W̄ )∩ W̄ = ∅,
and we may apply Theorem 1.4 to this set W . �

Examples of compact sets S ⊂M with e(S,M) = 0 include, by [16], any closed
submanifold S whose normal bundle has a nonvanishing section and which is “to-
tally non-coisotropic” (i.e., for each p ∈ S it should be true that the symplectic
orthogonal complement (TpS)⊥ω is not contained in TpS; obvious examples include
any S which is a symplectic submanifold or which has less than half the dimension
of M), and, by [22],[33], also any closed submanifold S of half the dimension of
M whose normal bundle has a nonvanishing section and which is not Lagrangian.
In fact, by applying a stabilization trick of the sort used in [36] (replace S ⊂ M
with S × S1 ⊂M × T ∗S1), one can still obtain the conclusion of Corollary 1.5 for
such submanifolds S even when their normal bundles do not admit nonvanishing
sections; we leave the details of this to the reader.
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1.2. Coisotropic submanifolds. Recall that a submanifold N of the symplectic
manifold (M,ω) is called coisotropic if one has, at all p ∈ N , (TpN)⊥ω ⊂ TpN ,
where of course (TpN)⊥ω denotes the subspace of TpM which is the orthogonal
complement of TpN with respect to the nondegenerate bilinear form ω. In recent
years, some progress has been made in establishing various sorts of rigidity results
for such submanifolds.

Obviously, any Lagrangian submanifold is coisotropic, and if N is a Lagrangian
submanifold of a tame symplectic manifold (M,ω) then a famous result of Chekanov
[4] shows that the displacement energy e(N,M) is positive. In fact, Chekanov gives
an effective lower bound for e(N,M), namely the minimal area of a nonconstant
pseudoholomorphic sphere in M or disc in M with boundary on N , and shows that
as long as ‖H‖ is below this threshold and H is nondegenerate then φ1

H(N)∩N will
have at least

∑dimN
i=0 bi(N) points. Ideally, one would like to generalize Chekanov’s

result to the case where N is a coisotropic submanifold.
In fact, one can in principle hope for a stronger result than the assertion that

N has positive displacement energy: note that in a coisotropic submanifold N the
distribution (TN)⊥ω is integrable (this well-known fact is an easy exercise based
on the fact that ω is closed), and so is tangent to a foliation F on N , called
the characteristic foliation. A stronger conjecture would assert that, if ‖H‖ is
sufficiently small, φ1

H will necessarily have (possibly a certain number of) “leafwise
intersections” on N , i.e., points p ∈ N such that φ1

H(p) lies on the same leaf as p.
In the Lagrangian case, the only leaves of F are the connected components of N ,
so this specializes to Chekanov’s result, while in the opposite extreme case that M
is closed and M = N , so that the leaves are singletons, this is a consequence of the
proof of the Arnol’d conjecture. In intermediate dimensions, the first result in this
direction dates back to Moser [26] (under a hypothesis of C1-smallness, rather than
Hofer-smallness), and more recent results include those in [6], [1], and [45], as well
as Theorem 2.7 (iii) of [13]. Each of these results requires rather strong hypotheses
on one or both of N and M (e.g., N should have restricted contact type with M a
subcritical Stein manifold, or the characteristic foliation of N should be a smooth
fiber bundle), and the general expectation seems to be that an arbitrary coisotropic
submanifold N cannot be expected to satisfy such a leafwise intersection property.

Here, we consider the weaker question of showing that a coisotropic submanifold
N has positive displacement energy e(N,M). Our results generalize results due
to [13] and [20], in each of which N is assumed to have a property called stability
which dates back (under a different name) to [3] and whose definition we shall recall
in Section 7. We prove that:

Theorem 1.6. Let (M,ω) be a closed symplectic manifold and let N be a stable
coisotropic submanifold of N with the property that GN := {

∫
S2 u

∗ω|u : S2 → N}
is a discrete subgroup of R. Then there is a constant c, depending only on a tubular
neighborhood of N in M , such that e(N,M) ≥ c.

Proof. This is proven below as Theorem 8.4. �

Note that the discreteness hypothesis here is only on N , not on M ; we are thus
assuming much less about the symplectic topology of M than has been assumed
in any similar previous results about stable coisotropic submanifolds. In [13], for
instance, Ginzburg proved this result for the special case that (M,ω) is symplecti-
cally aspherical (i.e., c1(M) and [ω] evaluate trivially on π2(M)). Ginzburg’s result
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was generalized by Kerman in [20] to the case that c1(M) and [ω] evaluate propor-
tionally to each other on π2(M), with ω still required to be spherically rational (on
all of M).

Of course, the discreteness property for GN that we require is satisfied automat-
ically when, for instance, N has contact type in the sense of [3], since then ω|N
is exact. Thus we have proven that any contact-type coisotropic submanifold of a
closed symplectic manifold has positive displacement energy. Also, by using the fact
that Theorem 1.6 includes a lower bound on e(N,M) depending only on a neigh-
borhood of the submanifold, together with a result from [23] about embeddings of
compact subsets of Stein manifolds, it follows that:

Corollary 1.7. Any closed stable coisotropic submanifold of a Stein manifold has
positive displacement energy.

Proof. See Corollary 8.6. �

It follows from our proof that the constant c of Theorem 1.6 depends only on the
following three quantities: (i) the positive generator of the group GN (considered
to be ∞ if this group is trivial); (ii) for any chosen almost complex structure J0 on
M , the minimal energy that a J0-holomorphic curve must have in order to intersect
both boundary components of an annular neighborhood of N in M ; and (iii) the
minimal length of a closed curve in a leaf of the foliation F which is a geodesic
with respect to an appropriate metric on N . In the special case that ω evaluates
discretely on π2(M) and not just on π2(N), a straightforward modification of our
proof shows that (i) and (ii) above could be collectively replaced by the positive
generator of GM := {

∫
S2 u

∗ω|u : S2 → M}; of course, this constant, even when it
is positive, has the disadvantage that it no longer depends only on a neighborhood
of N .

As noted in Remark 2.4 of [13] and discussed in more detail in section 7, stability
is a very restrictive condition to impose on N . For instance, when N is Lagrangian,
N is stable if and only if it is a torus, and more generally all closed leaves of the
characteristic foliation on a stable coisotropic submanifold must be tori. Accord-
ingly we make some effort to establish results under a more modest assumption on
N .2 The assumption that we impose is that N should admit a metric h with respect
to which the leaves of the characteristic foliation F are totally geodesic (in other
words, every geodesic initially tangent to a leaf remains in the leaf). In terms of the
Levi-Civita connection ∇ associated to h, this amounts to the requirement that, if
X,Y are local sections of TN⊥ω , then ∇XY is also a local section of TN⊥ω (in fact,
one easily sees that it is enough to verify this condition for the special case that
X = Y ). Of course, this is still a fairly strong condition—most foliations are not
totally geodesic for any metric—but it at least is true that every Lagrangian sub-
manifold satisfies this condition, and that the condition does not a priori rule out
any particular manifolds from appearing as closed leaves of the foliation. Further,
the condition holds for stable coisotropic submanifolds, as we show:

Proposition 1.8. If N is a closed coisotropic submanifold of (M,ω) which is stable,
then there is a metric on N with respect to which the characteristic foliation of N
is totally geodesic.

2Shortly after the initial posting of this article, I learned of similar work along these lines that
had been independently carried out by B. Tonnelier [40].
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Proof. See Proposition 7.1. �

We also show that the converse to Proposition 1.8 holds in the special case that
N has codimension one; however in higher codimension the converse is rather far
from being true.

By the same methods that are used to establish Theorem 1.6, together with some
elementary arguments about the implications of our condition, we show:

Theorem 1.9. Suppose that N is a closed coisotropic submanifold of the closed
symplectic manifold (M,ω), that there is a Riemannian metric h on N with respect
to which the characteristic foliation of N is totally geodesic, and that {

∫
S2 v

∗ω|v : S2 →
N} is discrete. There is c > 0, depending only on a tubular neighborhood of N in
M , with the following property. If h carries no closed geodesics which are con-
tractible in N and are contained in a leaf of the characteristic foliation, then the
displacement energy of N is at least c.

Proof. See Theorem 8.2. �

In fact, if there are no closed geodesics tangent to the foliation on N which
are contractible in M, then N is nondisplaceable (i.e., its displacement energy
is infinite); this is proven as Theorem 7.5 below, based on elementary arguments
together with the energy-capacity inequality [36], [43].

When N is stable, the metric that we construct to prove Proposition 1.8 restricts
as a flat metric to each of the leaves of the characteristic foliation, and in particular
any closed geodesic on a leaf must therefore be noncontractible on the leaf. Thus
Theorem 7.5 shows that any displaceable, stable coisotropic submanifold of a closed3

symplectic manifold has a closed curve in a leaf of its characteristic foliation which
is not contractible in the leaf. For such coisotropic submanifolds, this answers the
question raised in the second paragraph of [3].

The proofs of Theorems 1.6 and 1.9 follow a similar strategy to the proof of
Theorem 2.7 (i) of [13]. Namely, assuming that φ1

H(N) ∩ N = ∅, they consider
a suitable Hamiltonian K : M → R supported in a neighborhood W of N which
is displaced by φ1

H ; small nondegenerate perturbations Ki of K are seen to admit
Floer connecting orbits ui with certain asymptotics, and a compactness argument
gives a Floer-type connecting orbit u for the degenerate Hamiltonian K. The
asymptotics of u are such that one can deduce the desired results if one can bound
the energy of u in terms of ‖H‖. In [13] this is done by exploiting special properties
that are satisfied by the action spectrum of a Hamiltonian on a symplectically
aspherical manifold, but when one drops the asphericity condition these properties
do not hold. However, our results on boundary depth—in particular Theorem
1.1(iv)–enable us to bound the energy of u by 2‖H‖; see Lemma 5.1. Note that
Remark 4.3 of [13] predicted that it might be possible to get an energy bound on
this u in terms of ‖K‖ in the non-aspherical case; one could indeed do this, for
instance by using Theorem 1.1(iii) (which is due to Oh [31]) rather than Theorem
1.1(iv). However, the fact that one can bound the energy in terms of ‖H‖ in a
non-aspherical context seems not to have been anticipated.

Given this energy bound on u, we also use an argument based on a monotonicity
formula of Sikorav [38] in order to argue that (assuming ‖H‖ to be small enough)
the image of u must be contained in a tubular neighborhood of N ; this is (part of)

3or, indeed, Stein, using as usual Theorem 3.2 of [23]
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what enables us to impose some of our topological hypotheses only on N and not
on M .

We now describe the organization of the paper. Section 2 summarizes some
basic facts about the construction of the Floer complex for a given nondegenerate
Hamiltonian and about the maps that relate the complexes associated to different
Hamiltonians, with (as we need for later use) special attention paid to the effects
that these maps have on the filtrations of the complexes. These facts should be
known to experts; for instance most of them appear in [30]. We also prove Propo-
sition 1.3 at the end of Section 2.

Based on this background, the various parts of Theorem 1.1 are proven in Section
3, as is the invariance result Lemma 1.2.

For our applications, we require both the properties of β as given by Theorem 1.1
and some known properties of the spectral number ρ; these properties are recalled
in Section 4.

Our applications, though, depend on some features of certain degenerate Hamil-
tonians, whereas the Floer homology machinery only directly applies to nondegen-
erate ones. Section 5 uses the results of the prior sections combined with some
compactness arguments in order to transition us to degenerate Hamiltonians, cul-
minating in an existence result (Proposition 5.6) for solutions to the Floer boundary
equation having particular asymptotics and energy bounds, which applies to a fairly
broad class of Hamiltonians.

With Proposition 5.6 in hand, the proof of Theorem 1.4 becomes fairly straight-
forward, and is completed in Section 6.

Section 7 discusses some facts, such as Proposition 1.8, about the symplectic and
Riemannian geometry of coisotropic submanifolds, and in addition to preparing the
ground for our other main results it allows us to prove Theorem 7.5, which gives
one obstruction to the displaceability of a coisotropic submanifold equipped with a
metric making its characteristic foliation totally geodesic.

Finally, in Section 8 we combine Proposition 5.6 with the results of Section 7
to prove our main results about coisotropic submanifolds, including Theorems 1.6
and 1.9 and some others in a similar spirit.

2. Background from Floer homology

Assume that (M,ω) is a closed connected symplectic manifold. Any smooth
function H : (R/Z) ×M → R then induces a time-dependent Hamiltonian vector
field XH by means of the requirement that, at time t, we have

ιXHω = d(H(t, ·)).

Denote the time-t map of the flow of this vector field by φtH . H is called non-
degenerate if, for each p ∈ Fix(φ1

H), the linearization (φ1
H)∗ : TpM → TpM does

not have 1 as an eigenvalue.
If H is nondegenerate, which in particular implies that φ1

H has just finitely
many fixed points, we can associate to H and to each λ ∈ R a Floer homology
group HFλ∗ (H). Let us review the construction and its basic properties, most of
the ingredients of which are well-known and date back to [9],[35],[17]. Let L̃0M
denote the set of equivalence classes [γ,w] of pairs (γ,w) where γ : R/Z → M is
a contractible loop, and where w : D2 → M satisfies w(e2πit) = γ(t). Two pairs
(γ,w) and (γ′, w′) are deemed equivalent if and only if γ = γ′ and the sphere
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obtained by gluing w and w′ orientation-reversingly along their common boundary
γ represents a trivial class in the quotient

Γ :=
π2(M)

(ker〈c1, ·〉) ∩ (ker〈[ω], ·〉)
.

Now define AH : L̃0M → R by

AH([γ,w]) = −
∫
D2
w∗ω −

∫ 1

0

H(t, γ(t))dt.

Where P◦H ⊂ L̃0M denotes the subset consisting of those pairs [γ,w] where γ is
an integral curve of XH (so in particular φ1

H(γ(0)) = γ(0)), the critical points
of AH are precisely the elements of P◦H . Each [γ,w] ∈ P◦H has an associated
Maslov index µH([γ,w]), as is explained for instance in [34]. As a group, the
chain complex CFλ∗ (H,J) underlying HFλ∗ (H) will be obtained as a downward
Novikov completion with respect to AH of the span of those [γ,w] ∈ P◦H having
AH([γ,w]) ≤ λ: specifically,

CFλ∗ (H,J) =


∑

[γ,w] ∈ P̃◦H
AH([γ,w]) ≤ λ

a[γ,w][γ,w]

∣∣∣∣∣∣∣∣∣∣∣
a[γ,w] ∈ Q, (∀C ∈ R)
(#{[γ,w]|a[γ,w] 6= 0,AH([γ,w]) > C} <∞)


.

The aforementioned Maslov index determines a grading on CFλ∗ (H,J), by taking
the kth graded part CFλk (H,J) equal to the Novikov completion of the span of those
[γ,w] having µH = k and AH ≤ λ.

The boundary operator ∂H,J of the Floer complex is obtained as follows (see
[9],[34],[10],[24] for details). For a (R/Z)-parametrized family {J t}0≤t≤1 of almost
complex structures J t on M which are compatible with ω, consider the equation

(1)
∂u

∂s
+ J t(u(s, t))

(
∂u

∂t
−XH(t, u(s, t))

)
= 0

for a map u : R × (R/Z) → M with finite energy E(u) =
∫

R×R/Z
∣∣∂u
∂s

∣∣2 dtds, such
that, for certain [γ±, w±] ∈ P◦H with µH([γ−, w−]) − µH([γ+, w+]) = 1, we have
u(s, ·)→ γ± as s→ ±∞ and [γ+, w+] = [γ+, w−#u]. After possibly perturbing the
compactified solution space of (1) by a generic abstract multivalued perturbation
ν of the sort considered in [10],[24], the solution space (modulo R-translation) is
represented by a zero-dimensional rational singular chain in M (as shown in, e.g.,
Theorem 4.2 of [24]) and we let nJ([γ−, w−], [γ+, w+]) denote the oriented (rational)
number of points in this chain. Here and elsewhere we use J to denote the pair
({J t}0≤t≤1, ν) where the J t form a (R/Z)-parametrized family of almost complex
structures and ν is an abstract perturbation. Let J reg(H) denote the space of
such pairs so that solution spaces as above are cut out transversally, so that we
have a well-defined number nJ([γ−, w−], [γ+, w+]) for each J ∈ J reg(H). The
reader who does not like abstract perturbations may find it easier to just assume
that M is monotone,4 so that ν may be set to zero, and just interpret J as a
family of almost complex structures; on the other hand, one does of course need

4or, at the cost of restricting to Hamiltonians H which belong to a residual subset of the space

of nondegenerate Hamiltonians, assume more generally that M is semipositive, as in [17].
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the abstract perturbation machinery of [24], [10] in order to achieve results in the
level of generality stated in the introduction.

At any rate, for J ∈ J reg(H), we set
(2)
∂H,J [γ−, w−] =

∑
[γ+, w+] ∈ P◦H
µH([γ+, w+]) = µH([γ−, w−])− 1

nJ([γ−, w−], [γ+, w+])[γ+, w+]

for each generator [γ−, w−] of CFλ∗ (H,J). Note that if there are no solutions to (1)
connecting the generator [γ−, w−] to [γ+, w+], then the solution space to (1) is cut
out transversally for trivial reasons, and will remain empty for appropriate (small)
choices of the abstract perturbation ν. As such, if nJ([γ−, w−], [γ+, w+]) 6= 0, there
must exist a solution u to (1) with u(s, t) → γ±(t) as s → ±∞ and [γ+, w+] =
[γ+, w−#u]. In that case, we have

0 ≤ E(u) :=
∫ ∞
−∞

∫ 1

0

∣∣∣∣∂u∂s
∣∣∣∣2 dsdt = AH([γ−, w−])−AH([γ+, w+]).

So in this case AH([γ+, w+]) ≤ λ since AH([γ−, w−]) ≤ λ. This, together with
a Gromov-Floer compactness argument which shows that the values of E(u) for
u solving (1) cannot accumulate, shows that ∂H,J [γ−, w−] as defined in (2) is an
element of CFλ∗ (H,J). Then extend ∂H,J linearly to all of CFλ∗ (H,J). As is well-
known, one has (∂H,J)2 = 0, and the (filtered) Floer homology HFλ∗ (H) is the
homology of this chain complex (which, as the notation suggests, is independent of
J).

Obviously CFλ∗ (H,J) ≤ CFµ∗ (H,J) if λ ≤ µ, and the boundary operators co-
incide on the intersection of their domains. Set CF∗(H,J) = ∪λ∈RCF

λ
∗ (H,J)

and endow it with the obvious boundary operator; the resulting Floer homology
HF∗(H) is independent of H. In fact, HF∗(H) coincides as a group with the
singular cohomology H∗(M ; ΛΓ,ω), with coefficients in the Novikov ring

ΛΓ,ω =
{ ∑
g∈Γω

bgg|bg ∈ Q, (∀C ∈ R)(#{g|bg 6= 0,
∫
S2
g∗ω < C} <∞)

}
.

Note that CF∗(H,J) has the structure of a chain complex of ΛΓ,ω-modules, induced
by having g ∈ Γ act on a generator [γ,w] by gluing a sphere representing g to w.

For the special case where H(t,m) = εf(m) where f : M → R is a Morse
function and ε is a sufficiently small positive number, for appropriate J the chain
complex CF∗(H,J) (and its boundary operator) coincides with the Morse complex
CM∗(−εf), whose boundary operator enumerates negative gradient flowlines of the
Morse function −εf .

Define LH : CF∗(H)→ R ∪ {−∞} by LH(0) = −∞ and

LH
(∑

c[z,w][z, w]
)

= max{AH([z, w])|c[z,w] 6= 0}.

In other words, for c ∈ CF∗(H),

LH(c) = inf{λ ∈ R|c ∈ CFλ∗ (H,J)}.

Thus the fact that each CFλ is preserved by the boundary operator can be expressed
as

LH(∂H,Jc) ≤ LH(c)
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for all c ∈ CF∗(H,J). In fact, since the cylinders u involved in the definition of
∂H,J all have strictly positive energy, we have

LH(∂H,Jc) < LH(c).

We now review the relationships between the filtrations on the Floer complexes
for different Hamiltonians. Let H−, H+ : (R/Z) ×M → R be two nondegenerate
Hamiltonians, with J± ∈ J reg(H±). A homotopy H from (H−, J−) to (H+, J+)
is a pair (H, J) consisting of a smooth function H : R × (R/Z) ×M → R (sending
(s, t,m) to Hs(t,m)) and data J comprising a smoothly R × (R/Z)-parametrized
family of almost complex structures J ts and an appropriate abstract perturbation
ν̄; we require Hs = H− and J ts = J t− for s � 0 and Hs = H+ and J ts = J t+
for s � 0, and impose similar restrictions on ν̄. Let us call the homotopy H an
interpolating homotopy if the functions Hs are given by Hs(t,m) = H−(t,m) +
β(s)(H+(t,m)−H−(t,m)), for each (t,m) ∈ (R/Z)×M , where β : R→ [0, 1] is a
monotone increasing function such that β(s) = 0 for s� 0 and β(s) = 1 for s� 0.

For any Hamiltonian H, define

E+(H) =
∫ 1

0

max
p∈M

H(t, p)dt, E−(H) = −
∫ 1

0

min
p∈M

H(t, p)dt,

and

‖H‖ = E+(H) + E−(H) =
∫ 1

0

(
max
p∈M

H(t, p)− min
p∈M

H(t, p)
)
dt.

If we choose J (which, we recall, is a pair consisting of the family of almost
complex structures J ts together with an abstract perturbation ν̄) from a certain
residual subset J reg(H), we can define a map ΨH : CF∗(H−, J−)→ CF∗(H+, J+)
as follows. For generators [γ−, w−] of CF∗(H−, J−) and [γ+, w+] of CF∗(H+, J+)
such that µH−([γ−, w−]) = µH−([γ+, w+]), let mJ([γ−, w−], [γ+, w+]) denote the
number of solutions u : R× (R/Z)→M , counted with appropriate rational weight,
to the ν̄-perturbed version of the equation

(3)
∂u

∂s
+ J ts

(
∂u

∂t
−XHs(t, u(s, t))

)
= 0

which have finite energy E(u) =
∫

R×R/Z |
∂u
∂s |

2dsdt and which satisfy u(s, t)→ γ±(t)
as s → ±∞ and [γ+, w+] = [γ+, w−#u]. If µH−([γ−, w−]) 6= µH−([γ+, w+]), set
mJ([γ−, w−], [γ+, w+]) = 0. Now, just as with the boundary operator, define

ΨH([γ−, w−]) =
∑

[γ+,w+]∈P◦H+

mJ([γ−, w−], [γ+, w+])[γ+, w+].

Let us call H a regular homotopy if J belongs to the residual set J reg(H) of the
previous paragraph.

If J ∈ J reg(H), so that ΨH is defined, the effect of ΨH on the filtrations of the
Floer complexes can be understood by means of the following (standard) observa-
tion. If u solves (3), one has

(4) AH−([γ,w−])−AH+([γ+, w+]) = E(u) +
∫ ∞
−∞

∫ 1

0

∂Hs

∂s
(t, u(s, t))dtds.

So since E(u) ≥ 0, a lower bound on the last term provides a lower bound on
AH−([γ−, w−]) − AH+([γ+, w+]). As with the boundary operator, if this lower
bound is not satisfied, then the solution space associated to ([γ−, w−], [γ+, w+]) is
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empty for the zero abstract perturbation and hence also for all sufficiently small
abstract perturbations, and so mJ([γ−, w−], [γ+, w+]) will be zero.

In particular, suppose that H is an interpolating homotopy; thus Hs(t,m) =
H−(t,m)+β(s)(H+(t,m)−H−(t,m)), where β : R→ [0, 1] is a monotone increasing
function such that β(s) = 0 for s� 0 and β(s) = 1 for s� 0. Then∫ ∞

−∞

∫ 1

0

∂Hs

∂s
(t, u(s, t))dtds =

∫ ∞
−∞

∫ 1

0

β′(s)(H+ −H−)(t, u(s, t))dtds

≥
(∫ ∞
−∞

β′(s)ds
)∫ 1

0

min
p∈M

(H+ −H−)(t,m)dt = −E−(H+ −H−).

Thus (4) gives

AH+([γ+, w+]) ≤ AH−([γ−, w−]) + E−(H+ −H−)

whenever mJ([γ−, w−], [γ+, w+]) 6= 0 and H is an interpolating homotopy. From
the definition of an interpolating homotopy it then immediately follows that:

Proposition 2.1. ([9],[10],[17],[24],[30],[35]) If H is a regular interpolating homo-
topy from (H−, J−) to (H+, J+), then for each c ∈ CF∗(H−, J−) we have

LH+(ΨH(c)) ≤ LH−(c) + E−(H+ −H−).

Hence, for λ ∈ R, ΨH restricts as a map

ΨH : CFλ∗ (H−, J−)→ CFλ+E−(H+−H−)(H+, J+).

A well-known gluing argument shows that ΨH is a chain map (regardless of
whether or not H is interpolating), and so it induces maps ΦH+

H−
: HF∗(H−) →

HF∗(H+) on full Floer homology and ΦH+
H−

: HFλ(H−) → HFλ+µ(H+) on the
filtered Floer homology groups, where we can take µ = E−(H+ −H−) by choosing
H to be interpolating.

Another well-known gluing argument shows the following. Given pairs (H0, J0),
(H1, J1), and (H2, J2), where the Hi are nondegenerate and Ji ∈ J reg(Hi), and
given a regular homotopy H0 = (H0, J0) from (H0, J0) to (H1, J1) and a regular
homotopy H1 = (H1, J1) from (H1, J1) to (H2, J2), the composition ΨH1 ◦ ΨH0 is
equal to ΨH̃R for R� 0, where H̃R = (H̃R, J̃R) is defined as follows. By definition,
for i = 0, 1 we have Hi = {(Hi,s, Ji,s)}s∈R, where for some T � 0 (Hi,s, Ji,s) =
(Hi, Ji) for s ≤ −T , and (Hi,s, Ji,s) = (Hi+1, Ji+1) for s ≥ T . Then put, for
R > T , H̃R = {(Ls, J̃s)}s∈R where (Ls, J̃s) = (H0,s+2R, J0,s+2R) for s < −T ,
(Ls, J̃s) = (H1, J1) for −T ≤ s ≤ T , and (Ls, J̃s) = (H1,s−2R, J1,s+2R) for s > T .

Of interest to us will be the case that (H0, J0) = (H2, J2). Then H̃R is a homo-
topy from (H0, J0) to itself. Of course, another homotopy from (H0, J0) to itself
is the constant homotopy Hcst. At least if the residual set J reg(H0) was chosen
appropriately, the induced map ΨHcst : CF∗(H0, J0) → CF∗(H0, J0) will be the
identity, since this map counts what are in effect index-zero negative gradient flow-
lines for the action functional AH0 , and for generic J0 the only such flowlines u are
those with u(s, ·) constantly equal to a some periodic orbit γ of XH0 (moreover, it
follows from Lemma 2.4 of [34] that the linearized operator at such a constant flow-
line is bijective by virtue of the nondegeneracy of H0, so no abstract perturbation
is needed to cause the solution space to be cut out transversally).
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As is well-known, the maps induced on Floer homology by distinct homotopies
connecting the same (Hi, Ji) are always chain homotopic; we will be needing more
detail about the nature of this chain homotopy (in the particular case of the previous
paragraph), so let us recall how the chain homotopy is obtained. Given (H0, J0)
and (H1, J1), we are considering the following two homotopies from (H0, J0) to
itself:

• the constant homotopy Hcst, and
• A homotopy H̃R, obtained by gluing an interpolating homotopy from (H0, J0)

to (H1, J1) to an interpolating homotopy from (H1, J1) to (H0, J0).
Note then that H̃R = {(Ls, J̃s)}s∈R where

Ls(t,m) = H0 + α(s)(H1(t,m)−H0(t,m))

for a certain function α : R→ [0, 1] which satisfies
• α(s) = 0 for |s| > R,
• α(0) = 1,
• α′(s) ≥ 0 for s < 0, and
• α′(s) ≤ 0 for s > 0.

To describe the chain homotopy, for 0 ≤ τ ≤ 1, for s ∈ R, and for (t,m) ∈
(R/Z)×M , set

Kτ
s (t,m) = H0(t,m) + τ(Ls(t,m)−H0(t,m));

thus
Kτ
s (t,m) = H0(t,m) + τα(s)(H1(t,m)−H0(t,m)).

We then define a map K : CF∗(H0, J0) → CF∗(H0, J0) by counting, in the fa-
miliar way, finite energy solutions to an abstract multivalued perturbation of the
equation

∂u

∂s
+ J̃ ts

(
∂u

∂t
−XKτ

s
(t, u(s, t))

)
,

where now τ is allowed to vary freely in [0, 1], and u above contributes to a nonzero
matrix element 〈K[γ−, w−], [γ+, w+]〉 precisely when u(s, ·) → γ± as s → −∞,
[γ+, w+] = [γ+, w−#u] and µH0([γ+, w+]) − µH0([γ−, w−]) = −1 (so the solution
would have index −1 for fixed τ , and allowing τ to vary produces a solution space
of expected dimension zero). In such a situation, we have, just as in (4),

AH0([γ−, w−])−AH0([γ+, w+]) = E(u) +
∫ ∞
−∞

∫ 1

0

∂Kτ
s

∂s
(t, u(s, t))dtds.

Now our above formula for Kτ
s gives

∫ ∞
−∞

∫ 1

0

∂Kτ
s

∂s
(t, u(s, t))dsdt = τ

∫ ∞
−∞

∫ 1

0

α′(s)(H1(t, u(s, t))−H0(t, u(s, t))dtds

= τ
(∫ 0

−∞
α′(s)

∫ 1

0

(H1(t, u(s, t))−H0(t, u(s, t))dtds

+
∫ −∞

0

α′(s)
∫ 1

0

(H1(t, u(s, t))−H0(t, u(s, t))dtds
)

≥
∫ 1

0

min
p∈M

(H1 −H0)(t, p)dt−
∫ 1

0

max
p∈M

(H1 −H0)(t, p)
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= −E−(H1 −H0)− E+(H1 −H0) = −‖H1 −H0‖.

So since E(u) ≥ 0, we necessarily have

AH0([γ+, w+]) ≤ AH0([γ−, w−]) + ‖H1 −H0‖

whenever the matrix element 〈K[γ−, w−], [γ+, w+]〉 is nonzero.
Well-known arguments (see, e.g., [35]) show that K is indeed a chain homotopy

from ΨHcst = I to ΨH̃R = ΨH1 ◦ΨH0 (here I denotes the identity). Thus we have:

Proposition 2.2. ([9],[10],[17],[24],[30],[35]) If H0 and H1 are nondegenerate Hamil-
tonians, if Ji ∈ J reg(Hi), if H0 is a regular interpolating homotopy from (H0, J0)
to (H1, J1), and if H1 is a regular interpolating homotopy from (H1, J1) to (H0, J0),
then there exists a degree-1 homomorphism K : CF∗(H0, J0) → CF∗(H0, J0) with
the following properties:

• If c ∈ CF∗(H0, J0), then

LH0(Kc) ≤ LH0(c) + ‖H1 −H0‖.

• Where ΨHi denotes the chain map induced by the homotopy Hi, and I : CF∗(H0, J0)→
CF∗(H0, J0) is the identity, we have

ΨH1 ◦ΨH0 − I = ∂H0,J0 ◦ K +K ◦ ∂H0,J0 .

This preparation now enables us to prove Proposition 1.3 from the introduction,
which generalizes a result from [5] and which we restate here.

Corollary 2.3. Let H0 be a nondegenerate Hamiltonian on any closed symplectic
manifold (M,ω), and let J0 ∈ J reg(H0). Then there is δ > 0 with the following
property. If H1 is any nondegenerate Hamiltonian on M with ‖H1 −H0‖ < δ, and
if J1 ∈ J reg(H1), then the chain complex CF∗(H0, J0) is a retract of the chain
complex CF∗(H1, J1) ( i.e., there are chain maps i : CF∗(H0, J0) → CF∗(H1, J1)
and r : CF∗(H1, J1)→ CF∗(H0, J0) such that r ◦ i is the identity).

Proof. All index-one solutions to the Floer boundary equation (1) (with H =
H0, J = J0) have positive energy, and so it follows from Gromov-Floer com-
pactness that if δ is the infimal energy of any such solution then δ > 0. In
light of the definition of the Floer boundary operator we hence have, for each
c ∈ CF∗(H0, J0), LH0(∂H0,J0c) ≤ LH0(c)− δ. With notation as in Proposition 2.2,
define A : CF∗(H0, J0) → CF∗(H0, J0) by A = ∂H0,J0 ◦ K + K ◦ ∂H0,J0 . Then for
any c ∈ CF∗(H0, J0) we have LH0(Ac) ≤ LH0(c)− (δ−‖H1 −H0‖) < LH0(c). But
then for any k ≥ 0 LH0(Akc) ≤ LH0(c)− k(δ − ‖H1 −H0‖); since this diverges to
−∞ as k →∞ it follows from the definition of the Floer chain complex that

B :=
∞∑
k=0

(−A)k : CF∗(H0, J0)→ CF∗(H0, J0)

is well-defined. B is a chain map (of complexes over the Novikov ring) since A is, and
of course we have B◦(I+A) = I. But Proposition 2.2 says that ΨH1 ◦ΨH0 = I+A,
so setting i = ΨH0 and r = B ◦ΨH1 proves the corollary. �
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3. The boundary depth β

Definition 3.1. If H : (R/Z) ×M → R is a nondegenerate Hamiltonian and if
J ∈ J reg(H), we define the boundary depth β(H,J) of (H,J) to be the infimum of
all numbers β ≥ 0 with the following property:

For all λ ∈ R, ∂H,J(CF (H,J)) ∩ CFλ(H,J) ⊂ ∂H,J(CFλ+β(H,J)).

As is mentioned in the introduction, it is not initially obvious that β(H,J) is
finite; however, it does turn out to be finite, as was shown in [41] and [31] and as also
follows from the results we prove presently. First, the following result establishes
Theorem 1.1(ii).

Proposition 3.2. Whenever β(H0, J0) and β(H1, J1) are both defined, we have

|β(H0, J0)− β(H1, J1)| ≤ ‖H1 −H0‖.

Proof. By symmetry, it is enough to show that, whenever β > β(H1, J1), we have

β(H0, J0) ≤ β + ‖H1 −H0‖.
So let β > β(H1, J1).

Where λ ∈ R, suppose that c ∈ ∂H0,J0(CF (H0, J0))∩CFλ(H0, J0). Use the no-
tation of Proposition 2.2. Since ΨH0 is a chain map, ΨH0c ∈ ∂H1,J1(CF∗(H1, J1)),

and by Proposition 2.1 we have ΨH0c ∈ CF
λ+E−(H1−H0)
∗ (H1, J1). Hence by our

choice of β there is some b ∈ CFλ+β+E−(H1−H0)
∗ (H1, J1) such that ∂H1,J1b = ΨH0c.

Noting that E−(H0 −H1) = E+(H1 −H0), we will then have

LH0(ΨH1b) ≤ λ+ β + E−(H1 −H0) + E+(H1 −H0) = λ+ β + ‖H1 −H0‖.
Now (using that ∂H0,J0c = 0 since ∂2

H0,J0
= 0) Proposition 2.2 shows that

c = ΨH1(ΨH0c)− ∂H0,J0Kc = ∂H0,J0(ΨH1b−Kc).

We’ve seen that ΨH1b ∈ CF
λ+β+‖H1−H0‖
∗ (H0, J0), and Proposition 2.2 shows that

Kc ∈ CFλ+‖H1−H0‖(H0, J0) so (since β ≥ 0) we have

c ∈ ∂H0,J0

(
CF

λ+β+‖H1−H0‖
∗ (H0, J0)

)
.

Since β > β(H1, J1), λ ∈ R, and c ∈ CFλ∗ (H0, J0) were all arbitrary, this shows
that

β(H0, J0) ≤ β(H1, J1) + ‖H1 −H0‖,
and so reversing the roles of H0 and H1 proves the proposition. �

Remark 3.3. As a special case of Proposition 3.2 (where H0 = H1), we learn that
β(H,J) is in fact independent of the choice of J ∈ J reg(H), proving Theorem 1.1
(i). Hence from now on we write β(H) for β(H,J).

Proposition 3.4. If f : M → R is a Morse function and ε > 0 is sufficiently
small, then

β(εf) ≤ ‖εf‖.

Proof. As noted earlier (and as is well-known), for sufficiently small ε and for appro-
priate J , the complex CF∗(εf, J) will coincide with the Morse complex CM∗(−εf)⊗
ΛΓ,ω, with all solutions to the Floer boundary equation (1) being t-independent
negative gradient flowlines for −εf (that this is true with no condition on M is
shown in Lemma 5.1 of [24]). Now the energy of such a flowline, say connecting
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critical points p1 and p2, is just εf(p2) − εf(p1), which is bounded above by the
total variation ‖εf‖ of −εf . The result then immediately follows from the relevant
definitions. �

We now restate Theorem 1.1(iii).

Corollary 3.5. ([31], Proposition 8.8) For any nondegenerate Hamiltonian H we
have

β(H) ≤ ‖H‖.

Proof. Choose a Morse function f and let ε > 0. By the preceding two propositions
we have, for small enough ε > 0,

β(H) ≤ β(εf) + ‖H − εf‖ ≤ ‖εf‖+ ‖H − εf‖ ≤ ‖H‖+ 2‖εf‖ = ‖H‖+ 2ε‖f‖.
Since this holds for all sufficiently small ε > 0 the corollary follows. �

Our goal now will be to analyze the relationship between the boundary depth β
of (a nondegenerate perturbation of) a Hamiltonian which is supported in some set
S to the boundary depth of a Hamiltonian which displaces S. It proves convenient
to separately reparametrize time for the two Hamiltonians so that they can be more
easily concatenated. We begin with the following.

Lemma 3.6. Let H : (R/Z) × M → R be a nondegenerate Hamiltonian, with
H(t,m) = 0 for all t ∈ (1/2, 1) and all m ∈ M . Let K : (R/Z) ×M → R be a
Hamiltonian with supp(K) ⊂ (1/2, 1) × S, where S ⊂ M is a compact subset with
the property that

φ1
H(S) ∩ S = ∅.

Assume furthermore that the image of K is contained either in (−∞, 0] or in [0,∞).
Then H +K is nondegenerate, and

β(H) = β(H +K).

Proof. Since we’ve assumed that H(t, ·) vanishes for t ∈ (1/2, 1) while K(t, ·) van-
ishes for t ∈ (0, 1/2), we see that φ1

H+K = φ1
K ◦ φ1

H . From this and the hypothesis
on S, it’s easy to see that Fix(φ1

H+K) = Fix(φ1
H). The hypothesis also implies

that Fix(φ1
H) ∩ S = ∅, so since M \ S is open we see that φ1

H+K and φ1
H coincide

on a neighborhood of their common fixed point set. Hence the nondegeneracy of
H implies that of H +K.

Now we have (noting that φtH = φ1
H for t ∈ [1/2, 1], while φtK is the identity for

t ∈ [0, 1/2])

φtH+K =
{
φtH 0 ≤ t ≤ 1/2
φtK ◦ φ1

H 1/2 ≤ t ≤ 1

Hence if p ∈ Fix(φ1
H+K) = Fix(φ1

H), so that in particular p = φ1
H(p) /∈ S, we see

that φtH+K(p) = φtH(p) for all t. Also, if p ∈ Fix(φ1
H)

K(t, φtH(p)) = 0

for all t, because φtH(p) = p /∈ S for 0 ≤ t ≤ 1/2, while K(t, ·) = 0 for 1/2 ≤ t ≤ 1.
As a result of the above, we have P◦H = P◦H+K (both sets consist of equivalence

classes [γ,w] where γ(t) = φtH(p) and p ∈ Fix(φ1
H)). Furthermore, since K(t, γ(t))

vanishes identically for any such [γ,w], we have

(5) AH([γ,w]) = AH+K([γ,w])
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for each [γ,w] ∈ P◦H .
Now assume that we are in the case that K ≤ 0 everywhere; at the end of

the proof we will indicate how to modify the argument in the case that K ≥ 0
everywhere. Let J− ∈ J reg(H +K), J+ ∈ J reg(H), and let H = {(Hs, Js)}s∈R be
a regular interpolating homotopy from (H + K,J−) to (H,J+). Thus Hs(t,m) =
(1 − β(s))K(t,m) + H(t,m) where β : R → [0, 1] has β′(s) ≥ 0, so that ∂Hs

∂s ≥ 0
since K ≤ 0. Replacing K with (1−β(s))K in the above two paragraphs shows that
each Hs is nondegenerate, and that P◦Hs = P◦H . From this it is easy to show (for
instance, the proof of Proposition 2.7 of [42] carries over directly) that the induced
chain map ΨH : CF∗(H+K,J−)→ CF∗(H,J+) acts via ΨH[γ,w] = [γ,w]+A[γ,w]
where LH(A[γ,w]) < AH+K([γ,w]). In other words, we have ΨH = I + A where
I is the identity and LH(A(c)) < LH+K(c). A compactness argument regarding
the solutions to (3) (or, more formally, the facts that there are only finitely many
fixed points of φ1

H and that ΨH respects the action of the Novikov ring on the chain
complexes) in fact shows that for some δ > 0 we have LH(A(c)) ≤ LH+K(c)− δ.

Hence, bearing in mind that the fact that P◦H = P◦H+K implies that CF∗(H +
K,J−) = CF∗(H,J+) as ΛΓ,ω-modules, as in the proof of Corollary 2.3, setting
B =

∑∞
k=0(−A)k provides an inverse to ΨH = I +A. The map B : CF∗(H,J+)→

CF∗(H +K,J−) is a chain map simply by virtue of being the inverse of a bijective
chain map. Also, since the functions LH and LH+K coincide by (5), the formula
for B implies that we have LH+K(B(c)) = LH(c) for each c ∈ CF∗(H,J+).

If β > β(H) and c ∈ ∂H+K,J−(CF∗(H + K,J−)) ∩ CFλ∗ (H + K,J−), then
ΨH(c) ∈ ∂H,J+(CF∗(H,J)) ∩ CFλ∗ (H,J+), so there is b ∈ CFλ+β

∗ (H,J+) with
∂H,J+b = ΨH(c). But then Bb ∈ CFλ+β

∗ (H + K,J−) has ∂H+K,J−(Bb) = c. This
proves that β(H +K) ≤ β. β > β(H) was arbitrary, so β(H +K) ≤ β(H).

Likewise if β > β(H+K) and c ∈ ∂H,J+(CF∗(H,J+))∩CFλ∗ (H,J+), then sinceB
is a chain map which preseves the filtration level we can find b ∈ CFλ+β

∗ (H+K,J−)
such that ∂H+K,J−b = Bc. Then ΨHb will have filtration level at most λ + β and
boundary c, proving that β(H) ≤ β. β > β(H + K) was arbitrary, so β(H) ≤
β(H +K), completing the proof when K ≤ 0.

When instead K ≥ 0, replace the homotopy H = {(Hs, Js)}s∈R above by one
having Hs(t,m) = β(s)K(t,m) +H(t,m), where again β′(s) ≥ 0 for all s, β(s) = 0
for s� 0, and β(s) = 1 for s� 0. So in this case H is a homotopy from (H,J−) to
(H +K,J+), with ∂Hs

∂s ≥ 0. Just as before, the induced map ΨH : CF∗(H,J−)→
CF∗(H+K,J+) then has form ΨH = I+A where I is the identity and LH+K(Ac) <
LH(c), and then

∑∞
k=0(−A)k is an inverse to ΨH which preserves the filtrations,

and the proof may be completed exactly as in the case where K ≤ 0. �

As a consequence, we obtain:

Lemma 3.7. Let H : (R/Z)×M → R be a nondegenerate Hamiltonian, let S ⊂M
be a compact subset with φ1

H(S) ∩ S = ∅, let ε > 0, and let K : (R/Z) ×M → R
be a nondegenerate Hamiltonian such that K(t,m) = 0 for 0 ≤ t ≤ 1/2, either
K(t,m) ≤ 0 for all (t,m) ∈ (R/Z)×M or K(t,m) ≥ 0 for all (t,m) ∈ (R/Z)×M ,
and |K(t,m)| ≤ ε for all m ∈M \ S. Then

β(K) ≤ 2‖H‖+ ε.
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Proof. Since S is compact and φ1
H(S) ∩ S = ∅, we can choose a smooth function

χ : M → [0, 1] such that χ|S = 1 and φ1
H(suppχ) ∩ (suppχ) = ∅. Set K ′(t,m) =

χ(m)K(t,m). Then ‖K −K ′‖ ≤ ε.
Let ρ : [0, 1]→ [0, 1] be a smooth monotone increasing function which vanishes to

infinite order at 0 and has ρ(t) = 1 for 1/2 ≤ t ≤ 1. Put Hρ(t,m) = ρ′(t)H(ρ(t),m);
this defines a smooth function on (R/Z)×M since ρ′ vanishes to infinite order at
both 0 and 1. Note that φtHρ = φ

ρ(t)
H .

Now apply Lemma 3.6 (with H replaced by Hρ and K replaced by K ′) to find
that β(Hρ +K ′) = β(Hρ). But by Corollary 3.5,

β(Hρ) ≤ ‖Hρ‖ =
∫ 1

0

(
max
p∈M

ρ′(t)H(ρ(t), p)− min
p∈M

ρ′(t)H(ρ(t), p)
)
dt

=
∫ 1

0

(
max
p∈M

H(s, p)− min
p∈M

H(s, p)
)
ds = ‖H‖.

Thus by Proposition 3.2,

β(K) ≤ β(Hρ+K ′)+‖Hρ+(K ′−K)‖ ≤ β(Hρ+K ′)+‖Hρ‖+‖K ′−K‖ ≤ 2‖H‖+ε.

�

We now prove a result (stated earlier as Lemma 1.2) about the behavior of the
filtered Floer complex under homotopies within the group Ham(M,ω). This result
is perhaps not surprising in light of various other known results, but seems not yet
to be in the literature, and has as an immediate consequence an invariance result
both for the boundary depth β and the spectral numbers ρ (the invariance of ρ was
already known, but this seems to be a different explanation for the phenomenon).
Our approach is influenced by the methods in [19].

Lemma 3.8. Suppose that H0 and H1 are two normalized, nondegenerate Hamil-
tonians such that φ1

H0
= φ1

H1
and the paths t 7→ φtHi are homotopic rel endpoints in

Ham(M,ω). Then for Ji ∈ J reg(Hi), there is an isomorphism of chain complexes

Φ: CF∗(H0, J0)→ CF∗(H1, J1)

such that, for each c ∈ CF∗(H0, J0), we have

LH0(c) = LH1(Φ(c)).

This immediately yields the following, stated as Theorem 1.1(v) in the introduc-
tion:

Corollary 3.9. If H0, H1 are two nondegenerate Hamiltonians such that φ1
H0

=
φ1
H1

and such that the paths φtH0
and φtH1

are homotopic rel endpoints in Ham(M,ω),
then β(H0) = β(H1).

Proof of Corollary 3.9, assuming Lemma 3.8. Since adding a function of time to
a Hamiltonian H merely shifts the entire filtration on the Floer complex of H by
a constant and hence does not affect β(H), there is no loss of generality in assuming
thatH0 andH1 are both normalized. If β > β(H1), and if c ∈ ∂H0,J0(CF∗(H0, J0))∩
CFλ∗ (H0, J0), then Φ(c) ∈ ∂H1,J1(CF∗(H1, J1)) ∩ CFλ∗ (H1, J1), so there is b ∈
CFλ+β
∗ (H1, J1) with ∂H1,J1b = Φ(c). We will then have Φ−1(b) ∈ CFλ+β

∗ (H0, J0)
and ∂H1,J1Φ−1(b) = c. This proves that β(H0) ≤ β(H1); the reverse inequality
follows by reversing the roles of H0 and H1. �
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Proof of Lemma 3.8. Let {ψs,t}(s,t)∈R×[0,1] be a smooth family of Hamiltonian dif-
feomorphisms with ψs,t = φtH0

for s ≤ 0, ψs,t = φtH1
for s ≥ 1, and ψs,0 = I while

ψs,1 = φ1
H0

= φ1
H1

for all s. For each s ∈ R, there is then a unique normalized
Hamiltonian Hs : [0, 1] ×M → R such that d

dt (ψs,t(p)) = XHs(t, ψs,t(p)) for each
p ∈M .

First of all we claim that there is no loss of generality in assuming that we have
Hs(0, ·) = Hs(1, ·), so that in fact the Hs are well-defined and smooth on (R/Z)×M .
Indeed, take a smooth, monotone, surjective function χ : [0, 1] → [0, 1] such that
χ′ vanishes to infinite order at both 0 and 1. Let ζ : R× [0, 1]→ [0, 1]× [0, 1] be a
smooth function, given by ζ(s, t) = (η(s), χs(t)) where χ0(t) = χ1(t) = t, each χs
is smooth, monotone, surjective, and satisfies χ(k)

s (0) = χ
(k)
s (1) for all k ≥ 1, and

χs = χ for s ∈ [1/3, 2/3]. Further, η : R → [0, 1] should be a smooth, monotone
function with η(s) = 0 for s ≤ 1/3 and η(s) = 1 for s ≥ 2/3. Then replacing
ψs,t by ψζ(s,t) results in the Hamiltonians Hs each satisfying Hs(0, ·) = Hs(1, ·).
Accordingly we assume this to be true for the rest of the proof.

For (s, t) ∈ R × [0, 1] define the vector field Ys,t by d
ds (ψs,t(p)) = Ys,t(ψs,t(p)).

As is well-known (see for instance the proof of Proposition II.3.3 in [2]), Ys,t is
a Hamiltonian vector field; let Ks(t, ·) be the mean-zero function with dKs,t =
ιYs,tω. Further, ∂XHs (t)

∂s − ∂Ys,t
∂t = [XHs(t), YKs(t)] ([2], Proposition I.1.1). So,

where the Poisson bracket is defined by {H,K} = ω(XH , XK) and therefore satisfies
X{H,K} = −[XH , XK ], since Poisson brackets on closed manifolds always have mean
zero (by Stokes’ theorem) we obtain

(6)
∂Hs(t, ·)

∂s
− ∂Ks(t, ·)

∂t
= −{Hs(t),Ks(t)}.

Note that we have Ks = 0 for s /∈ [0, 1], and Ks(0, ·) = Ks(1, ·) = 0 for all s.
To define the map Φ: CF∗(H0, J0) → CF∗(H1, J1) we now count, in the usual

way, finite-energy, index-zero solutions u : R× (R/Z)→ M to (a multivalued per-
turbation of) the equation

(7)
(
∂u

∂s
−XKs(t, u(s, t))

)
+ Js,t

(
∂u

∂t
−XHs(t, u(s, t))

)
= 0

for a suitable family of almost complex structures Js,t which coincides with J t0
for s � 0 and with J t1 for s � 0. As noted in Section 2.2 of [19], this equation
can be viewed as the equation for a J̃-holomorphic section (s, t) 7→ (s, t, u(s, t))
of the trivial bundle R × (R/Z) ×M → R × (R/Z) where J̃ is a certain almost
complex structure on the total space of the bundle, which is compatible with a
certain symplectic form.

We define the energy of a solution u to (7) as

E(u) =
∫ ∞
−∞

∫ 1

0

∣∣∣∣∂u∂s −XKs(t, u(s, t))
∣∣∣∣2
Js,t

dtds.

Since XKs vanishes for s /∈ [0, 1], the usual arguments show that a finite energy
solution u necessarily has u(s, ·)→ γ± uniformly and exponentially fast as s→ ±∞,
where γ̇−(t) = XH0(γ(t)) and γ̇+(t) = XH1(γ(t)). Furthermore, as pointed out in
[19], if [γ+, w+] = [γ+, w−#u], then

AH0([γ−, w−])−AH1([γ+, w+]) = E(u)+
∫ ∞
−∞

∫ 1

0

(
∂Hs

∂s
− ∂Ks

∂t
+ {Hs,Ks}

)
(t, u(s, t))dtds.
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But in our context the integrand in the last term above vanishes identically by
(6), and so we have

AH0([γ−, w−]) ≥ AH1([γ+, w+])

whenever there is a finite-energy solution u to (7) with u(s, ·)→ γ± as s→ ±∞ and
[γ+, w+] = [γ+, w−#u]. It follows directly from this that, where Φ: CF∗(H0, J0)→
CF∗(H1, J1) is defined by counting finite-energy index-zero solutions to (7) in the
usual way, we have, for all c ∈ CF∗(H0, J0),

(8) LH1(Φ(c)) ≤ LH0(c).

It remains to show that equality holds above, and that Φ is an isomorphism of chain
complexes.

Of course, standard arguments show that Φ is a chain map. By instead counting
solutions to (7) with Hs and Ks replaced by H1−s and K1−s, one obtains a chain
map Ψ: CF∗(H1, J1) → CF∗(H0, J0) which obeys AH0(Ψ(c)) ≤ AH1(c) for all
c ∈ CF∗(H1, J1). The composition Ψ◦Φ: CF∗(H0, J0)→ CF∗(H0, J0) will, by the
usual gluing arguments, be equal to a map which (for sufficiently large R) counts
finite-energy solutions u to (a perturbation of)(

∂u

∂s
−XK̃s

(t, u(s, t))
)

+ Js,t

(
∂u

∂t
−XH̃s

(t, u(s, t))
)

= 0,

where now H̃s(t, ·) and K̃s(t·) are the normalized Hamiltonians generating, respec-
tively, the vector fields ∂ψ̃s,t

∂t and ∂ψ̃s,t
∂s , and the symplectomorphisms ψ̃s,t are given

by:

ψ̃s,t = ψs+R,t for s < 0

ψ̃s,t = ψR−s,t for s ≥ 0.

In particular for |s| ≥ R we have K̃s = 0 and H̃s = H0.
Now let ψ̃τs,t be a smooth family of symplectomorphisms, parametrized by s ∈ R,

t ∈ [0, 1], and τ ∈ [0, 1], such that ψ̃0
s,t = ψ̃s,t and ψ̃1

s,t = φtH0
for all s. This deter-

mines the normalized Hamiltonians H̃τ
s (t, ·) and K̃τ

s (t, ·), generating respectively
∂ψ̃τs,t
∂t and ∂ψ̃τs,t

∂s . In particular H̃τ
s = H0 for all |s| ≥ R, and all τ , while H̃1

s = H0

for all s. Further we have, for all τ ,

∂H̃τ
s

∂s
− ∂K̃τ

s

∂t
= −{H̃τ

s , K̃
τ
s }

by the same arguments from [2] that were used above. Then where Js,t,τ is a
generic family of almost complex structures with Js,t,0 = Js,t and Js,t,1 = J t0, we
define a map K : CF∗(H0, J0) → CF∗(H0, J0) by counting, as τ varies through
[0, 1], solutions u : R× (R/Z)→M to a perturbation of(

∂u

∂s
−XK̃τ

s
(t, u(s, t))

)
+ Js,t,τ

(
∂u

∂t
−XH̃τs

(t, u(s, t))
)

= 0,

such that

Eτ (u) :=
∫ ∞
−∞

∫ 1

0

∣∣∣∣∂u∂s −XK̃τ
s
(t, u(s, t))

∣∣∣∣2
Js,t,τ

dtds <∞.
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Any such solution with u(s, ·)→ γ± as s→ ±∞ and [γ+, w+] = [γ+, w−#u] has

AH0([γ−, w−])−AH0([γ+, w+]) = Eτ (u) +
∫ ∞
−∞

∫ 1

0

(
∂H̃τ

s

∂s
− ∂K̃τ

s

∂t
+ {H̃τ

s , K̃
τ
s }

)
(t, u(s, t))dtds

= Eτ (u) ≥ 0.

Hence the resulting map K : CF∗(H0, J0) → CF∗(H0, J0) satisfies LH0(Kc) ≤
LH0(c) for all c. By a standard argument, we will have

I −Ψ ◦ Φ = ∂H0,J0K +K∂H0,J0

where I is the identity. So since LH0(∂H0,J0c) < LH0(c) for all c, it follows that
Ψ ◦Φ = I +A where A = −K∂H0,J0 − ∂H0,J0K satisfies, for some δ > 0, LH0(Ac) ≤
LH0(c)− δ for all c. But then B :=

∑∞
k=0(−A)k gives a well-defined automorphism

of CF∗(H0, J0) inverting I + A = Ψ ◦ Φ, which proves that B ◦ Ψ is a left inverse
for Φ. The same reasoning with Ψ and Φ reversed produces a right inverse for Φ
and so proves that Φ is an isomorphism of chain complexes. Further, recalling that
filtration levels are nonincreasing under the maps Ψ and A (hence also under B),
if c ∈ CF∗(H0, J0) we have

LH0(c) = LH0(B(Ψ(Φ(c)))) ≤ LH0(Ψ(Φ(c)))

≤ LH1(Φ(c)).

Since we have already established the reverse inequality (8), this completes the
proof. �

Remark 3.10. Let us give what is perhaps a more intuitive explanation of why Φ
has the stated properties, avoiding the construction of Ψ and of the chain homotopy
K. Note that there is a natural bijection T : CF∗(H0, J0)→ CF∗(H1, J1), defined as
follows. The 1-periodic orbits of XHi (i = 0, 1) are precisely given by, as p ranges
over Fix(φ1

H0
) = Fix(φ1

H1
), setting γip(t) = φtHi(p). Then where ψs,t ((s, t) ∈

R× (R/Z)) are as above, for p ∈ Fix(φ1
H0

) define up : R× (R/Z)→M by

up(s, t) = ψs,t(p).

Thus up(s, ·) = γ0
p for s ≤ 0 and up(s, ·) = γ1

p for s ≥ 1. Now define T : CF∗(H0, J0)→
CF∗(H1, J1) by extending linearly from T [γ0

p , w0] = [γ1
p , w0#up]. Notice that up(s, t) =

ψs,t(p) solves (7), and that E(up) = 0, in view of which we have AH0([γ0
p , w0]) =

[γ1
p , w0#up]. Thus LH1(Tc) = LH0(c) for all c. Now the only zero-energy so-

lutions to (7) are the up. So at least modulo issues of sign and transversality,
one expects Φ: CF∗(H0, J0) → CF∗(H1, J1) to have the form Φ = T + T ′ where
LH1(T ′c) < LH0(c). Such a map obviously preserves the filtration, and is easily
seen to be invertible using the standard geometric series trick.

We can now finally prove the result stated as Theorem 1.1(iv) in the introduction:

Corollary 3.11. Let H,K : (R/Z)×M → R be nondegenerate Hamiltonians with
either K ≤ 0 everywhere or K ≥ 0 everywhere, let S ⊂ M be a compact subset
such that φ1

H(S)∩S = ∅, and suppose that |K(t, x)| ≤ ε for each t ∈ R/Z and each
x ∈M \ S. Then

β(K) ≤ 2‖H‖+ 2ε.
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Proof. Let δ > 0. Let χ : [0, 1]→ [0, 1] be a smooth, monotone, surjective function
such that χ′ vanishes to infinite order at both 0 and 1, such that χ(t) = 0 for
0 ≤ t ≤ 1/2 and such that χ′(t) ≤ 2 + δ for all t. Set K̃(t) = χ′(t, x)K(χ(t), x).
K̃ defines a smooth Hamiltonian on (R/Z)×M , with φt

K̃
= φ

χ(t)
K . {φχ(t)

K }0≤t≤1 is
homotopic rel endpoints to {φtK}0≤t≤1, so by Corollary 3.9

β(K) = β(K̃).

On the other hand we have |K̃(t, x)| ≤ (2 + δ)ε whenever x /∈ S, and K̃(t, x) = 0
for 0 ≤ t ≤ 1/2, so by Lemma 3.7

β(K̃) ≤ ‖H‖+ (2 + δ)ε.

We’ve thus shown that, for all δ > 0, β(K) ≤ 2‖H‖ + (2 + δ)ε, from which the
Corollary immediately follows. �

4. Spectral invariants and solutions to the Floer equation

As we have alluded to before, for any nondegenerate Hamiltonian H there is a
canonical isomorphism

ΦH : H∗(M ; Q)⊗ ΛΓ,ω → HF∗(H);

see [32] for the construction. This canonical isomorphism allows one to associate
to any class a ∈ H∗(M ; Q)⊗ ΛΓ,ω and any nondegenerate H the spectral number

ρ(H; a) = inf{LH(c)|c ∈ CF∗(H,J), [c] = ΦH(a)}

(where “[c] = ΦH(a)” means that c is a cycle in the Floer complex with homology
class ΦH(a), and where J ∈ J reg(H); ρ(H; a) is independent of the choice of this
J). These spectral numbers are by now rather well-studied; see [27] for a detailed
survey of their properties. We will just be using the following results from the
literature:

Theorem 4.1 (Theorem I.5, [27]). Given a ∈ H∗(M ; Q)⊗ΛΓ,ω, the function H 7→
ρ(H; a) extends to a function on the space of all (possibly degenerate) Hamiltonians,
satisfying

|ρ(H; a)− ρ(K; a)| ≤ ‖H −K‖
for any two Hamiltonians H and K.

Theorem 4.2 (Proposition 4.2, [28], Proposition 5.2, [21]). Suppose that K : (R/Z)×
M → R is nondegenerate, that there is a point p ∈ M such that each function
K(t, ·) attains a strict global minimum at p, and such that for each t the Hessian
∇(∇K(t, ·)) at p is nondegenerate and satisfies ‖∇(∇K(t, ·))(p)‖ < 1. Denote by
γp the constant orbit of XK at p, and wp : D2 →M the constant disc at p, so that
AH([γp, wp]) = −

∫ 1

0
K(t, p)dt. Then the class ΦK(1) ∈ HF∗(K) has a representa-

tive c of the form
c = [γp, wp] + c′

where

LK(c′) < −
∫ 1

0

Kt(p)dt.
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Theorem 4.3 (Proposition 3.1, [43]). Suppose that H,K : (R/Z) ×M → R are
two Hamiltonians with K ≤ 0, and that there is a compact set S ⊂ M such that
supp(K(t, ·)) ⊂ S for all t ∈ R/Z, while φ1

H(S) ∩ S = ∅. Then

ρ(K; 1) ≤ ‖H‖.

(Of course, the Hamiltonian K in Theorem 4.3 is necessarily degenerate, and we
interpret the term ρ(K; 1) via Theorem 4.1.)

These facts, together with what we have already done, have the following con-
sequence:

Proposition 4.4. Suppose that:
• H,K : (R/Z) ×M → R are two Hamiltonians with K satisfying the hy-

potheses of Theorem 4.2 and J ∈ J reg(K);
• ε > 0 and δ > 0;
• K(t,m) ≤ 0 for all (t,m);
• there is a compact set S ⊂M such that φ1

H(S) ∩ S = ∅, while

|K(t, x)| ≤ ε for all t ∈ R/Z and x ∈M \ S;

and that
• where p is the common global minimum for the K(t, ·), we have

‖H‖+ ε < −
∫ 1

0

K(t, p)dt.

Then there is a generator [γ,w] of CF∗(K,J) and a solution u : (R/Z)×R→M
to the Floer boundary equation

(9)
∂u

∂s
+ J t(u(s, t))

(
∂u

∂t
−XK(t, u(s, t))

)
= 0

satisfying
• u(s, ·)→ γ as s→ −∞, while u(s, ·)→ γp as s→∞.
• [γp, wp] = [γp, w#up], and
•

0 < E(u) = AK([γ,w])−AK([γp, wp]) < 2‖H‖+ 2ε+ δ.

Proof. Since S is compact and φ1
H(S) ∩ S = ∅, we can find a smooth function

χ : M → [0, 1] such that φ1
H(suppχ) ∩ (suppχ) = ∅ and χ|S = 1. Put K ′(t,m) =

χ(m)K(t,m); the support of K ′(t, ·) is contained in suppχ for each t, so Proposition
4.3 applies to show that

ρ(K ′; 1) ≤ ‖H‖.
Meanwhile the hypothesis on K ensures that |K ′(t,m)−K(t,m)| ≤ ε for each t,m,
and so ‖K −K ′‖ ≤ ε, whence by Theorem 4.1,

ρ(K; 1) ≤ ‖H‖+ ε.

In particular, the last hypothesis of the proposition shows that we have

ρ(K; 1) < −
∫ 1

0

K(t, p)dt = LK(c)

where c ∈ CF∗(K,J) is the chain of Theorem 4.2. Hence by the definition of the
spectral number ρ(K; 1), there must be some other chain, say d, which (like c)
represents the class ΦK(1) ∈ HF∗(K) and which has LK(d) < LK(c).
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Since c and d are homologous in CF∗(K), there is b ∈ CF∗(K) such that

∂K,Jb = c− d.
We have c − d = [γp, wp] + (c′ − d) where LK(c′ − d) < AK([γp, wp]), in light of
which LK(c− d) = AK([γp, wp]).

Since c− d ∈ ∂K,J(CF∗(K,J))∩CFAK([γp,wp])
∗ (K,J), it follows from the defini-

tion of β(K) that the element b ∈ CF∗(K,J) such that ∂K,Jb = c−d can be chosen
in such a way that LK(b) < AK([γp, wp]) + β(K) + δ. Now writing b =

∑
bi[γi, wi]

(where each AK([γi, wi]) < AK([γp, wp]) + β(K) + δ), since [γp, wp] appears with
coefficient 1 in ∂K,Jb it follows from the definition of ∂K,J that, for some i, there
is a solution u to (9) having u(s, ·) → γi as s → −∞, u(s, ·) → γp as s → ∞, and
[γp, wp] = [γp, wi#u]. This u is the desired solution; we have

E(u) = AK([γi, wi])−AK([γp, wp]) < β(K) + δ,

so the fact that (by Corollary 3.11) we have β(K) ≤ 2‖H‖ + 2ε implies the result
(with [γ,w] = [γi, wi]). �

5. From non-degenerate Hamiltonians to degenerate ones

The Hamiltonians that we have considered thus far have all been nondegenerate;
however, our applications will all depend on finding suitable periodic orbits of
certain degenerate Hamiltonians, which in particular will be supported within a
small open set W . Not surprisingly, we will pass from the nondegenerate to the
degenerate case via compactness arguments. It turns out to be useful to achieve
this in two steps rather than one: first, pass from a nondegenerate Hamiltonian to a
Hamiltonian which is has support in W (hence is degenerate) but whose restriction
to W is nondegenerate; second, pass from this intermediate Hamiltonian to the
(even more degenerate) one that we are interested in. The purpose of separating the
procedure into two steps is that doing so enables us to guarantee that the periodic
orbits and solutions to the Floer boundary equation that we obtain are contained
in an appropriate open neighborhood V of the support of the Hamiltonian. This
accounts for the local nature of the hypotheses of some of the theorems stated in
the introduction.

The following Proposition implements the first step of the procedure.

Proposition 5.1. Fix an almost complex structure J0 on M compatible with ω,
and measure distances using the metric g(v, w) = ω(v, J0w). Let U, V ⊂ M be
open sets, with smooth (possibly empty) orientable boundaries ∂U, ∂V , such that
Ū ( V . Then there is a constant cUV , depending only on U, V, ω|V , and J0|V , with
the following property. Suppose that K : (R/Z) ×M → R is a Hamiltonian such
that

• K(t, x) ≤ 0 for all (t, x) ∈ (R/Z)×M .
• For some open set W with W̄ ⊂ U , K−1((−∞, 0)) = (R/Z)×W .
• There are finitely many 1-periodic orbits of XK that are contained in W ,

and each of these is nondegenerate.
• There is p ∈W such that p is a strict global minimum of each K(t, ·), and
∇(∇K(t, ·)) is nondegenerate and satisfies ‖∇(∇K(t, ·))(p)‖ < 1.

• For some Hamiltonian H : (R/Z) × M → R with ‖H‖ < cUV , we have
φ1
H(W̄ ) ∩ W̄ = ∅.

• ‖H‖ < −
∫ 1

0
K(t, p)dt.



26 MICHAEL USHER

Then there exists a solution u : R× (R/Z)→ V to the equation

(10)
∂u

∂s
+ J0(u(s, t))

(
∂u

∂t
−XK(t, u(s, t))

)
= 0

and a periodic orbit γ : R/Z→ V̄ such that

• u(s, ·) is partially asymptotic to γ as s → −∞, which is to say, there is a
sequence sj → −∞ such that γ(sj , ·)→ γ uniformly as j →∞;
• u(s, ·)→ γp uniformly as s→∞.
• 0 < E(u) ≤ 2‖H‖.

Remark 5.2. We emphasize that we are proving that u has image contained in V̄ .

Proof. We begin by identifying the constant cUV . cUV will be equal to the minimum
of: (i) one-half of the minimal energy of a J0-holomorphic sphere in V̄ ; and (ii) the
constant c′UV of the following Lemma.

Lemma 5.3. If U , V , and J0 are as in Proposition 5.1, there is a constant c′UV
with the following property. Let u : Σ → M be a smooth map from a connected
Riemann surface (Σ, j) with the property that

du+ J0(u) ◦ du ◦ j vanishes identically on u−1(V̄ \ U),

and suppose that
u−1(U) 6= ∅ and u−1(M \ V̄ ) 6= ∅.

Then
1
2

∫
Σ

|du|2J0
≥ 2c′UV .

Remark 5.4. Note that Lemma 5.3 is true for trivial reasons if M = V̄ , with
c′UV = ∞. So in case V̄ = M , the constant cUV of Proposition 5.1 will be equal
to one-half of the minimal energy of a J0-holomorphic sphere in M . In the proof
below we accordingly assume that V̄ 6= M , in view of which the hypotheses of the
Lemma imply that ∂U and ∂V are nonempty.

Proof. For x, y ∈ M let d(x, y) denote the distance from x to y as measured by
the Riemannian metric g induced by ω and J0. Let β : M → R be a smooth
function (constructed for instance with the aid of standard collar neighborhoods
∂U × (−ε, ε), ∂V × (−ε, ε)) such that U = β−1(−∞, 0), V = β−1(−∞, 1), and 0 and
1 are regular values of β with β−1({0}) = ∂U and β−1({1}) = ∂V . Let

r0 = min{d(x, y)|x ∈ β−1({1/2}), y ∈ (∂U) ∪ (∂V )}

and let r1 be the minimum of r0 and the injectivity radius of the Riemannian
manifold (M, g).

Our hypothesis implies that β ◦ u has image meeting both (−∞, 0) and (1,∞),
so since Σ is connected 1/2 ∈ Im(β ◦ u). So choose z0 ∈ Σ such that β(u(z0)) =
1/2. Let r2

2 be any regular value of the function w : Σ → M defined by z 7→
d(u(z0), u(z))2 with the property that r2

1/2 < r2
2 < r2

1. Let S = w−1([0, r2
2]).

In particular u(S) ⊂ V \ Ū . S is then a submanifold with boundary of Σ, and
u|S : S → V̄ \ U is a J0-holomorphic map such that u(z0) ∈ u(S) and u(∂S)
is contained in the boundary of the ball of radius r2 around z0. So Proposition
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4.3.1(ii) of [38] implies that there is a constant C (depending only on ω|V \Ū and
J0|V \Ū ) such that ∫

S

|du|2 ≥ Cr2
2 ≥ Cr2

1/2.

Accordingly we may set c′UV = Cr2
1/4. �

We now return to the Proof of Proposition 5.1. For each i ∈ N let Ki : (R/Z)×
M → R be a nondegenerate Hamiltonian with ‖Ki −K‖C2 < 1

i and with Ki(t, ·)
having a strict global minimum at p. Let Ji ∈ J reg(Ki), with the associated
paths {J ti }0≤t≤1 of almost complex structures satisfying ‖J ti − J0‖C2 < 1

i for each
t ∈ R/Z, i ∈ N. Note that |Ki(t, x)| ≤ 1/i for x /∈ W̄ . For i large enough, we will
have 0 < ‖∇(∇Ki(t, ·))(p)‖ < 1, and

‖H‖+
1
i
< −

∫ 1

0

Ki(t, p)dt.

So since φ1
H(W̄ )∩W̄ = ∅, Proposition 4.4 produces a solution ui : R× (R/Z)→M

to

(11)
∂ui

∂s
+ J ti (u

i(s, t))
(
∂ui

∂s
−XKi(t, ui(s, t))

)
= 0

having

0 < E(ui) < 2‖H‖+
2
i
,

and
u(s, ·)→ γp

uniformly as s→∞.
Choose a small ball Bδ(p) around p; in particular Bδ(p) should be contained in

W and should miss the other periodic orbits of XK and of the XKi . Note that none
of the ui have image contained entirely in Bδ(p) (for any number of reasons, for
instance because it’s easy to see that otherwise ui could not have positive energy).
Let

Ti = inf{s ∈ R|ui(s′, t) ∈ Bδ(p) for all t ∈ R/Z and all s′ ≥ s}.
Now put

ũi(s, t) = ui(s+ Ti, 0).
Then the ũi still solve (11) and have ũi(s, ·)→ γp as s→∞ and E(ũi) < 2(‖H‖+
1/i). Also,

ũi({0} × R/Z) ∩ ∂Bδ(p) 6= ∅,
while

ũi((0,∞)× R/Z) ⊂ Bδ(p).
Gromov compactness applied to the ũi produces a solution u to (10) to which

(after passing to a subsequence) the ũi converge modulo bubbling, with

E(u) ≤ limE(ũi) = 2‖H‖ < 2cUV .

We claim that any bubbles must not intersect U . Indeed, the E(ui) all eventually
have energy less than 2cUV , which is less than or equal to 2c′UV (so that no bubble
can meet both U and M \ V̄ by Lemma 5.3) and is also less than or equal to
the minimal energy of a J0-holomorphic sphere in V̄ (so that no bubble can be
contained in V̄ ). So since ũi([0,∞)×R/Z) ⊂ Bδ(p) ⊂ U , the ũi converge uniformly
on compact subsets of [0,∞)× (R/Z). In particular, we have u(0, t) ∈ ∂(Bδ(p)) for
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some t (since the same statement holds for the ũi). Further, since γp is the only
periodic orbit ofXK inBδ(p), the facts that E(u) <∞ and that u([0,∞)×(R/Z)) ⊂
Bδ(p) force u(s, ·)→ γp uniformly as s→∞. In particular u is not constant (since
its image meets ∂(Bδ(p)) while it is asymptotic to p), so E(u) > 0. The fact that
E(u) < ∞ forces there to exist a 1-periodic orbit γ of XK to which u is partially
asymptotic as s → −∞ (this follows easily along the lines of the hint to Exercise
1.22 of [34]; details are left to the reader). See Section 5.2 of [13] for a more detailed
treatment of a similar case.

Finally, the image of u meets U , and u|u−1(V̄ \U) is J0-holomorphic, so the fact
that E(u) ≤ 2‖H‖ < 2c′UV implies, by Lemma 5.3, that the image of u cannot meet
M \ V̄ . This completes the proof that u has the desired properties. �

The Hamiltonians that we are ultimately interested in will satisfy the following
condition:

Definition 5.5. A Hamiltonian K : (R/Z) ×M → R is said to have a flat au-
tonomous minimum at p ∈M if

(i) for each t ∈ R/Z, K(t, ·) has a global minimum at p;
(ii) There is an open neighborhood G of p such that, for each m ∈ G, K(t,m)

is independent of t.
(iii) The set S = {m ∈ M |K(t,m) = K(0, p) for all t ∈ R/Z} is a proper

compact subset of G, and ∇(∇K(t, ·)) = 0 at every point of S.

Our applications will be consequences of the following:

Proposition 5.6. Let U, V ⊂ M be open subsets as in Proposition 5.1 (so in
particular Ū ( V ). Let K : (R/Z)×M → (−∞, 0] be a not-identically-zero Hamil-
tonian having a flat autonomous minimum at p, such that for some open set W
with smooth boundary and W̄ ⊂ U , we have K−1((−∞, 0)) ⊂ (R/Z)×W . Assume
further that, for some Hamiltonian H : (R/Z)×M → R, we have

(i) φ1
H(W̄ ) ∩ W̄ = ∅;

(ii) ‖H‖ < cUV , where cUV is as in Proposition 5.1;
(iii) ‖H‖ < −K(0, p); and
(iv) Where5

λ0(V ) = inf
(

(0,∞) ∩ {
∫
S2
w∗ω|w ∈ C∞(S2, V̄ )}

)
,

it holds that
λ0(V ) > 2‖H‖+ ‖K‖.

Then there is a nonconstant 1-periodic orbit γ of XK ; a point q ∈ M such that
K(t, q) = K(0, p) for each t; and a solution u : R× (R/Z)→ V̄ to the equation

(12)
∂u

∂s
+ J0

(
∂u

∂t
−XK(t, u(s, t))

)
= 0

such that
(i) u is partially asymptotic to the nonconstant orbit γ as s→ −∞;
(ii) u is partially asymptotic to the constant orbit γq as s→∞; and

(iii) 0 < E(u) ≤ 2‖H‖.

5We use the convention that the infimum of the empty set is ∞.
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Proof. This follows from Proposition 5.1 by a compactness argument similar to
ones that we have made previously. Let g : M → [−1,−1/2] be a Morse function
having a strict global minimum at p, and let χ : M → [0, 1] be a smooth function
with χ−1((0, 1]) = W and χ(p) = 1. For i ∈ N, the function Ki

0(t,m) = K(t,m) +
1
iχ(m)g(m) will have a strict global minimum at p with a nondegenerate Hessian
there, and will have Ki

0((−∞, 0)) = (R/Z)×W .
Let S and G be sets with the properties indicated in Definition 5.5.
Once i is sufficiently large, suitable perturbations Ki of Ki

0 which have ‖Ki −
Ki

0‖C2 < 1/i and which coincide with Ki
0 both on M \W and on a small neigh-

borhood of S will satisfy the hypotheses of Proposition 5.1. Proposition 5.1 there-
fore provides solutions ui to the Ki-version of (12), partially asymptotic at −∞
to a periodic orbit γi of XKi , and partially asymptotic at +∞ to γp, such that
0 < E(ui) ≤ 2‖H‖.

Now, recalling that the Hessian of K vanishes along S, for i sufficiently large the
restriction of the Hamiltonian vector field XKi to the closure of a small neighbor-
hood G′ of S (with Ḡ′ ⊂ G, and with Ki|(R/Z)×Ḡ′ = Ki

0|(R/Z)×Ḡ′) will be indepen-
dent of t and will be very small in C1-norm. An easy argument using the Yorke
estimate [44] then shows that, if G′ is chosen appropriately (and independently of
sufficiently large i), then the only 1-periodic orbits of XKi that are contained in G′
will be constant orbits.

Let i be large enough that λ0(V ) > 2‖H‖+ ‖Ki‖. Since ui has image contained
in V , if ui were partially asymptotic as s → −∞ to the constant orbit γq then we
would have

E(ui) ∈
∫ 1

0

(Ki(t, p)−Ki(t, q))dt+ λ0(V )Z,

where if λ0(V ) = ∞ we interpret λ0(V )Z = {0}. Since p is a global minimum
of the Ki(t, ·), the set on the right hand side contains no positive number that is
smaller than λ0(V ) − ‖Ki‖, whereas the ui have 0 < E(ui) ≤ 2‖H‖. But by our
assumption λ0(V ) − ‖Ki‖ > 2‖H‖, so the ui must not be partially asymptotic as
s → −∞ to any constant orbit, and in particular are not partially asymptotic as
s→ −∞ to any orbit contained in G′.

The map ui, therefore, does not have image contained in G′. Let us define T i ∈ R
by

T i = inf{s ∈ R|u([s,∞)× (R/Z)) ⊂ G′}.
As usual setting ũi(s, t) = u(s+ T i, t), Gromov compactness applied to the ũi will
produce a solution u : R × (R/Z) → V̄ of (12), partially asymptotic as s → ∞ to
a periodic orbit of XK which is contained in G′, and hence must be equal to some
γq where q ∈ S. (u has image contained in V̄ and no bubble passes through any
point of U because E(ũi) ≤ 2‖H‖ < 2cUV .) Since the ũi({0} × (R/Z)) meet ∂G′,
the same must be true for u({0} × (R/Z)), and so u is not constant, and obeys
0 < E(u) ≤ 2‖H‖. Where γ is any orbit to which u is partially asymptotic as
s → −∞, the fact that 0 < E(u) ≤ 2‖H‖ while λ0(V ) > 2‖H‖ + ‖K‖ shows, via
the same argument as in the previous paragraph, that γ must not be constant.

�

6. Infinitely many periodic points

We now restate and prove Theorem 1.4.
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Theorem 6.1. Let U and V be open subsets of the closed symplectic manifold
(M,ω) with smooth orientable boundaries, and Ū ⊂ V . Assume that [ω] vanishes
on π2(V̄ ). Then the constant cUV of Proposition 5.1 obeys the following properties.
Let K : (R/Z) ×M → (−∞, 0] be a not-identically-zero Hamiltonian with a flat
autonomous minimum at a point p ∈ U . Assume that K−1((−∞, 0)) ⊂ (R/Z)×W ,
where W ⊂ U has displacement energy e(W,M) satisfying e(W,M) < cUV . Then
the symplectomorphism φ1

K has infinitely many geometrically distinct, nontrivial
periodic points.

Proof. For any n ∈ Z, the n-fold composition (φ1
H)n arises as the time-1 map of

the Hamiltonian K#n defined by K#n(t,m) = nK(nt,m). As this formula makes
clear, the fact that K has a flat autonomous minimum at p ∈ U implies that each
K#n also has such a flat autonomous minimum. Choose a Hamiltonian H such
that φ1

H(W̄ ) ∩ W̄ = ∅ and ‖H‖ < cUV . For some n0 ∈ N, once n ≥ n0 it will be
true that K#n and H obey the hypotheses of Proposition 5.6.

Hence for each n ≥ n0, there is a nonconstant 1-periodic orbit γ(n) of XK#n and
a disc w(n) : D2 → V̄ with w(n)(e2πit) = γ(n)(t) such that

(13) 0 < AK#n([γ(n), w(n)])−AK#n([γp, wp]) ≤ 2‖H‖

(w(n) can be constructed in a straightforward way from the map u in the K#n

version of Proposition 5.6; note that where q is the point identified in Proposition
5.6 we have AK#n([γq, wq]) = AK#n([γp, wp])).

Now suppose, to get a contradiction, that φ1
K had just finitely many geometrically

distinct nontrivial periodic points, and let n1 be any number which both is larger
than n0 and is a common multiple of the minimal periods of each of these finitely
many periodic points. Let γ1, . . . , γN be the nontrivial contractible 1-periodic orbits
of XK#n1 . Where w1, . . . , wN are discs in V̄ such that wj(e2πit) = γj(t), let

A = {AK#n1 ([γj , wj ])−AK#n1 ([γp, wp])|j = 1, . . . , N}.

For each j, AK#n1 ([γj , wj ]) is of course independent of the choice of wj in light of
our assumption on π2(V̄ ).
A is a finite set of real numbers. Our assumption that φ1

K has just finitely many
geometrically distinct nontrivial periodic orbits implies that, for k ≥ 1, the orbit
γ(kn1) (which we already know is nonconstant) is, up to time-shift, a k-fold iteration
of one of the γj , and that

AK#kn1 ([γ(kn1), w(kn1)])−AK#kn1 ([γp, wp]) = k(AK#n1 ([γj , wj ])−AK#n1 ([γp, wp])).

But we have

0 < AK#kn1 ([γ(kn1), w(kn1)])−AK#n([γp, wp]) ≤ 2‖H‖

by (13), whereas for k sufficiently large the set {ka|a ∈ A} will contain no numbers
in the interval (0, 2‖H‖]. This contradiction proves the theorem. �

7. Coisotropic submanifolds

We consider now a closed symplectic manifold (M,ω) containing a closed coisotropic
submanifold N ; thus (TpN)ω ⊂ TpN for each p ∈ N . Since ω is closed, the dis-
tribution TN⊥ω on N is integrable; therefore the Frobenius theorem produces a
foliation F (the characteristic foliation) on N whose tangent spaces are given by
TN⊥ω , and the rank of this foliation is equal to the codimension of N in M .
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Recent work of V. Ginzburg [13] and others, generalizing work of P. Bolle [3],
has extended famous symplectic rigidity results about Lagrangian submanifolds or
hypersurfaces in symplectic manifolds to certain classes of coisotropic submanifolds.
The coisotropic submanifolds N ⊂ M in these results are assumed to be stable,
which is to say that, where dimM = 2n and dimN = 2n − k, there should exist
α1, . . . , αk ∈ Ω1(N) such that

(i) ker(ω|N ) ⊂ kerαi for each i, and
(ii) α1 ∧ · · · ∧ αk ∧ (ω|N )n−k is a volume form on N .

Additional results are sometimes proven under the assumption that N has con-
tact type, which is to say that the above αi additionally satisfy dαi = ω|N for each
i.

In the case that N is orientable and k = 1, so that N is a hypersurface,
these definitions are consistent with the traditional ones. Recall in particular
that an orientable hypersurface N ⊂ M is called stable if for each embedding
ψ : (−ε, ε) × N → M of a neighborhood of N such that ψ|{0}×N is the inclu-
sion of N into M , the characteristic foliations on the various ψ({t} × N) are the
same when viewed as foliations on N for all sufficiently small t. This is equivalent
(see, e.g., [7]) to the existence of α ∈ Ω1(N) such that α ∧ (ω|N )n−1 is a volume
form and ker dα ⊂ kerω|N ; for one direction, given ψ : (−ε, ε) × N → M induc-
ing the same characteristic foliation on each {t} ×N , we can recover α by writing
ψ∗ω = dt ∧ αt + ωt where αt ∈ Ω1(N) and ωt ∈ Ω2(N), for then we will have
ω0 = ω|N and α = α0 will be as required.

As noted in Remark 2.4 of [13], the requirement of stability is a rather restrictive
one to impose, especially when k is not small. Indeed, assume that N is stable, set
ω0 = ω|N ∈ Ω2(N), and let α1, . . . , αk ∈ Ω1(N) be as in the definition of stability.
kerω0 then has rank k, and so there are vector fields X1, . . . Xk on N , uniquely and
globally defined by the properties that

• Xi ∈ kerω0, and
• αi(Xj) = δij .

kerω0 is integrable, so we have [Xi, Xj ] ∈ kerω0, and moreover, for every i, j,m =
1, . . . , k, recalling that ker dαm ⊃ kerω0, we have

0 = dαm(Xi, Xj) = LXi(αm(Xj))− LXj (αm(Xi))− αm([Xi, Xj ]),

and therefore αm([Xi, Xj ]) = 0. But for this to hold for every m, it must be that
[Xi, Xj ] = 0. Thus if N is stable, it admits a k-tuple of commuting vector fields
which form a basis for the tangent spaces of each of the (k-dimensional) leaves of
the characteristic foliation F , in particular implying that each leaf is parallelizable
and that any closed leaf is a torus. While this is not an overly stringent condition
when k = 1, in higher codimension it is rather stringent.

Accordingly, we would like to find a more flexible condition on the coisotropic
submanifold N which still forces N to manifest at least some of the interesting
properties that were found by Ginzburg in [13]. Recall that a foliation F on a (for
convenience, closed) Riemannian manifold (N,h) is called totally geodesic if each
geodesic in N initially tangent to a leaf remains contained in the leaf; equivalently,
with respect to the Levi-Civita connection ∇ induced by h, for any vector field X
tangent to the foliation ∇XX is also tangent to the foliation. Foliations with this
property are studied in, e.g., [18]. As an example, if F is given by the fibers of a
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Riemannian submersion π : N → B, F is totally geodesic iff the structure group of
the fiber bundle π : N → B reduces to the isometry group of the fibers.

We will show presently that the stability of N always implies that a metric h can
be found on N with respect to which the characteristic foliation is totally geodesic,
while these two notions are equivalent when the codimension of N (and hence the
rank of F) is one. In the codimension one case, this fact is closely related to the
result of D. Sullivan [39] (see also [14]) stating that a vector field V generates a
geodesible foliation iff there is a codimension-one distribution ξ transverse to V
which is preserved by the flow of V . At the other extreme, where N ⊂ M is
Lagrangian, it is totally geodesic with respect to any metric for trivial reasons,
while as mentioned in Example 2.2 (v) of [13] it can be stable only if it is a torus.

Proposition 7.1. If N ⊂M is a closed stable coisotropic submanifold, then there
is a metric h on N with respect to which the characteristic foliation on N is totally
geodesic.

Proof. Let α1, . . . , αk ∈ Ω1(N) be as in the definition of stability, and as above let
X1, . . . , Xk be the vector fields tangent to F and defined by αi(Xj) = δij . Denote
the time-t maps of the flows of the vector fields Xi by φti.

Now we have, for each i and j

LXiαj = ιXidαj + dιXiαj = 0

since ιXiαj is the constant δij , while Xi ∈ kerω|N ⊂ ker dαj . Hence setting

ξ = ∩ki=1 kerαi,

the codimension-k distribution ξ is transverse to the foliation F and is preserved
by the flows φti of the various Xi.
N can be covered by coordinate patches of the following kind. Let p ∈ N , and,

where B ⊂ R2n−2k is a (sufficiently small) ball around the origin, let φp : B → N

be an embedding which is transverse to the foliation F , with φp(~0) = p. Then for a
sufficiently small ball D around the origin in Rk, the map Φp : D×B → N defined
by setting, for (x1, . . . , xk) ∈ D and b ∈ B,

Φp(x1, . . . , xk, b) = (φx1
1 ◦ · · · ◦ φ

xk
k )(φp(b))

gives a coordinate patch around p. Note that, as a result of the fact that the various
φxii mutually commute (since, as we’ve noted earlier, [Xi, Xj ] = 0), (Φp)∗∂xi = Xi

for each i.
Since ξ ⊕ span{X1, . . . , Xn} = TN , it is then straightforward to find a metric

g′p on D × B such that g′p(∂xi , ∂xj ) = δij and, for each v ∈ (Φp)−1
∗ (ξ), we have

g′p(∂xi , v) = 0 for all i ∈ {1, . . . , k}. Denote by gp the pushforward of g′p via Φp.
This gives a metric gp on a neighborhood of Vp = Φp(D × B) of an arbitrary

point p ∈ N with the properties that
(i) gp(Xi, Xj) = δij and

(ii) For each i ∈ {1, . . . , k} and each v ∈ ξ we have gp(Xi, v) = 0.
Since N is compact, cover N by such neighborhoods Vp1 , . . . , VpN and let {χi}1≤i≤N
be a partition of unity subordinate to the Vpi . Then

h =
N∑
i=1

χigpi
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is a metric on all of N with the same properties (i) and (ii) above.
We claim now that the foliation F is totally geodesic with respect to the metric

h. Since the tangent spaces to the leaves of F are spanned by the Xi and are the
orthogonal complements of ξ, for this it suffices to show that, if V is a vector field
tangent to ξ and W =

∑k
i=1 ciXi (where ci ∈ R), we have h(∇WW,V ) = 0.

Now h(W,V ) vanishes identically, so we have

0 = W (h(W,V )) = h(∇WW,V ) + h(W,∇WV ).

Meanwhile
LWV = [W,V ] = ∇WV −∇VW.

But for each i and j we have

0 = LXi(αj(W )) = (LXiαj)(W ) + αj(LXiV ) = αj(LXiV ),

so since W =
∑
i ciXi we have αj(LWV ) = 0. Thus [W,V ] ∈ ξ, and so

h([W,V ],W ) = h(∇WV −∇VW,W ) = 0.

Combining all this, we find

h(∇WW,V ) = −h(W,∇WV ) = −h(W,∇VW )

= −1
2
V (h(W,W )) = 0

since h(W,W ) =
∑k
i=1 c

2
i is constant.

This proves that if W is any constant linear combination of the Xi then ∇WW
is tangent to the foliation F . Since the Xi span the tangent space to the foliation,
the Leibniz rule then immediately proves the same statement when instead we have
W =

∑k
i=1 fiXi for some functions fi on N . Since all vector fields W tangent to the

foliation have this latter form, this completes the proof that F is totally geodesic
with respect to the metric h.

�

Proposition 7.2. If N is a closed oriented hypersurface in M then N admits a
metric making its characteristic foliation totally geodesic if and only if N is stable.

Proof. The backward implication has already been proven. Conversely, suppose
that h is a metric on N with the property that the characteristic foliation F of N
(which here has rank 1) is totally geodesic with respect to h. Since M (being a
symplectic manifold) is oriented, the normal bundle to N inherits an orientation
from the orientations of N and M . The orientation on the normal bundle to N then
induces one on the conormal bundle to N , and so the tangent bundle kerω|N to the
foliation F inherits an orientation via the natural ω-induced isomorphism between
kerω|N and the conormal bundle to N . We can therefore find a global section of
the rank-1 bundle kerω|N , which we denote by W . Rescaling if necessary, we may
assume that h(W,W ) = 1. Define a 1-form α ∈ Ω1(N) by α(v) = h(v,W ). Let
ξ denote the orthogonal complement of kerω|N with respect to the metric h; thus
kerω|N ⊕ ξ = TN , and in particular ωn−1 is nonvanishing on ξ. If V is a section
of ξ, we have

dα(V,W ) = V (α(W ))−W (α(V ))− α([V,W ]).



34 MICHAEL USHER

The first term vanishes since α(W ) = 1 identically, while the second vanishes since
α(V ) = 0 identically. Now

α([V,W ]) = h(W, [V,W ]) = h(W,∇VW )− h(W,∇WV )

=
1
2
V (h(W,W ))− (W (h(W,V ))− h(∇WW,V )) = 0,

for the first term vanishes since h(W,W ) = 1 identically; the second vanishes since
h(W,V ) = 0 identically; and the third vanishes since, by virtue of F being totally
geodesic, ∇WW is tangent to F and therefore orthogonal to ξ.

Since dα(W,W ) = 0 and dα(V,W ) = 0 for all V ∈ ξ, it follows that W ∈ ker dα.
But kerω|N = span{W}, so kerω|N ⊂ ker dα. Since ω|N is nondegenerate on
ξ = kerα, while the kernel of ω|N is spanned by W and α(W ) = 1, we immediately
obtain that α ∧ (ω|N )n−1 is a volume form on N . This proves the stability of the
hypersurface N . �

We now turn to some issues relating to the symplectic geometry of coisotropic
submanifolds satisfying these conditions.

Fix now a closed connected coisotropic submanifold N ⊂ M (where (M,ω) is
a closed symplectic manifold). Choose a Riemannian metric h on N ; we make no
assumptions on the behavior of h with respect to the symplectic form ω. Write
ω0 = ω|N .

Define a distribution E ⊂ TN by E = kerω0. Thus the characteristic foliation
F has TF = E, and E → N is a vector bundle of rank equal to the codimension
of N in M .

Define
Πh : TN → E

to be the orthogonal projection of TN onto E that is induced by the Riemannian
metric h.

Let
π : E∗ → N

denote the dual vector bundle to E, and for r > 0 let

E∗(r) = {(x, p) ∈ E∗|x ∈ N, p ∈ (Ex)∗, |p|2h < r2}

be the radius-r disc bundle of E∗, where we measure the norm |p|h of p in the
obvious way using h.

Define θh ∈ Ω1(E∗) by

(θh)(x,p)(v) = p(Πh(π∗v)) for v ∈ T(p,x)E
∗.

Proposition 7.3 ([25],[15]). (i) The 2-form

ωE∗ ∈ Ω2(E∗) defined by ωE∗ = π∗ω0 − dθh
restricts as a symplectic form to E∗(R) for all sufficiently small R > 0,
and the zero-section N is a coisotropic submanifold with respect to this
symplectic form.

(ii) For R > 0 sufficiently small, there is an open neighborhood UR ⊂ M of N
and a symplectomorphism

ψR : (E∗(R), ωE∗)→ (UR, ω|UR),

restricting as the identity on N .
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Proof. (i) is established in Proposition 3.2 of [25]. Given (i), (ii) is the “Lo-
cal Uniqueness Theorem” in [15] (which in turn follows fairly quickly from the
Weinstein-Moser trick, and was also proven slightly later as a special case of Théorème
4.5 of [25]). �

The following was observed independently by B. Tonnelier [40].

Lemma 7.4. Assume that the characteristic foliation F is totally geodesic with
respect to the metric h. Then the Hamiltonian flow of the function F = 1

2 |p|
2
h on

E∗(R) coincides with the geodesic flow of the metric h on T ∗N , restricted to the
cotangent space E∗ of the foliation.

Proof. Denote by ξ = E⊥h the orthogonal complement of E with respect to the
metric h. Let

i : E∗ → T ∗N

be the inclusion of E∗ into T ∗N obtained by extending each p ∈ E∗x to a linear
functional on TxN via p|ξx = 0. In particular

i(E∗) = {(x, p) ∈ T ∗N |〈p, v〉 = 0 for all v ∈ ξx}.

Define F̃ : T ∗N → R by F̃ (x, p) = 1
2 |p|

2
h for all p ∈ T ∗N ; of course we have

i∗F̃ = F . Let λ ∈ Ω1(T ∗N) be the canonical 1-form (so where π′ : T ∗N → N
is the bundle projection we have λ(x,p)(v) = p(π′∗v)), and endow T ∗N with its
standard symplectic form −dλ.

Note that, for (x, p) ∈ E∗ (so p ∈ E∗x), we have i(x, p) = (x, p ◦ Πh) ∈ T ∗N ,
where as before Πh : TN → E denotes the orthogonal projection with respect to
h. Hence, if v ∈ T(x,p)E

∗,

(i∗λ)(x,p)(v) = λi(x,p)(i∗v) = λ(x,p◦Πh)(i∗v)

= (p ◦Πh)(π′∗(i∗v)) = p ◦Πh(π∗v) = p(Πh(π∗v)) = (θh)(x,p)(v);

thus,

(14) i∗λ = θh.

As is well-known (and can be seen via an easy calculation in geodesic coordi-
nates), the Hamiltonian vector field XF̃ of F̃ with respect to the standard sym-
plectic form −dλ induces the geodesic flow of h on T ∗N . In other words, a curve
γ : [0, T ]→ T ∗N given by γ(t) = (x(t), p(t)) with p(t) ∈ T ∗x(t)N is an integral curve
for XF̃ if and only if t 7→ x(t) is a geodesic and p(t) is dual to ẋ(t) with respect to
the metric h.

We claim that the fact that F (which, we recall, has TF = E) is totally geodesic
implies that XF̃ is tangent to i(E∗). Indeed, if t 7→ γ(t) = (x(t), p(t)) is an integral
curve of XF̃ such that γ(0) ∈ i(E∗), and if V is a local section of ξ, then t 7→ x(t)
gives a geodesic which remains in the same leaf of F , and so

〈p(t), V (x(t))〉 = h(ẋ(t), V (x(t))) = 0 for all t,

since ẋ(t) ∈ Ex(t) for all t while V (x(t)) ∈ (Ex(t))⊥h . Thus (since (x, p) ∈ i(E∗) iff
p annihilates ξ), any integral curve of XF̃ initially contained in i(E∗) remains in
i(E∗), confirming that XF̃ is tangent to i(E∗).

Thus there is a vector field X on E∗ such that i∗X = XF̃ , and the content of
the Lemma is that, restricting to the region E∗(R) where ωE∗ is symplectic, X is
the Hamiltonian vector field of F .
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Where X is the vector field on E∗ characterized by i∗X = XF̃ , we have for
v ∈ TE∗,

(ιXπ∗ω0)(v) = ((π′ ◦ i)∗ω0)(X, v) = ((π′)∗ω0)(i∗X, i∗v) = ω0(π′∗XF̃ , π∗v).

But since an integral curve of XF̃ through a point of E∗ projects to a geodesic
initially (indeed always) perpendicular to ξ and so tangent to E, we have π′∗XF̃ ∈
E = ker(ω0). Thus

ιXπ
∗ω0 = 0.

So for v ∈ TE∗, we have

ωE∗(X, v) = (π∗ω0 − dθh)(X, v) = −dθh(X, v) = −(d(i∗λ))(X, v)

= −dλ(i∗X, i∗v) = −dλ(XF̃ , i∗v) = dF̃ (i∗v)

= d(i∗F̃ )(v) = dF (v),

where the third equality uses (14).
Thus, in the region E∗(R) where ωE∗ is symplectic, X is the Hamiltonian vector

field of F : E∗(R)→ R, completing the proof of the lemma. �

Theorem 7.5. Let N be a closed, displaceable, coisotropic submanifold of the closed
symplectic manifold (M,ω). If the characteristic foliation of N is made totally
geodesic by the metric h on N , then the Riemannian manifold (N,h) has a closed
geodesic which is tangent to ker(ω|N ) and which is contractible in M .

Proof. For any sufficiently small R > 0 we may symplectically identify a neighbor-
hood UR of N in M with (E∗(R), ωE∗). Since N is displaceable (say φ1

H(N)∩N =
∅), there is R > 0 such that φ1

H(UR)∩UR = ∅. By the energy-capacity inequality
([43], Theorem 1.1), it follows that the π1-sensitive Hofer-Zehnder capacity of UR is
at most ‖H‖, which is to say, if K : M → R is a smooth function which is supported
in UR and has maxK > ‖H‖, then XK has a contractible periodic orbit of period
at most one.

Choose a monotone decreasing smooth function f : [0,∞)→ [0, 2‖H‖] such that
f(0) = 2‖H‖ and f(s) = 0 for s ≥ R2/2. Under the identification of UR with
E∗(R), where F (x, p) = 1

2 |p|
2
h as in Lemma 7.4, define K0 : UR → R by K0 = f ◦F ,

and then define K : M → R by K|UR = K0 and K|M\UR = 0. XK then has a
nonconstant contractible periodic orbit of period at most one, which is necessarily
contained in UR. In UR we have XK = f ′(F )XF , so it follows that XF has a
nonconstant contractible periodic orbit γ in UR ∼= E∗(R). Where π : E∗(R) → N
is the projection, by Lemma 7.4 π◦γ is then a geodesic in N tangent to a leaf of the
characteristic foliation, which is homotopic to γ within UR and hence is contractible
in M .

�

Remark 7.6. Using the stable energy-capacity inequality ([36] Theorem 1.1, [43]
Corollary 1.3), we see that Theorem 7.5 applies equally well if N is stably displace-
able ( i.e., N × S1 is displaceable in M × T ∗S1).

8. Consequences of the boundary depth for displacement energy

Throughout this section we assume that the image of the homomorphism

〈ω|N , ·〉 : π2(N)→ Z
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is discrete; let λ0 denote the positive generator of this image if 〈ω|N , ·〉 is nontrivial,
and λ0 =∞ if 〈ω|N , ·〉 is trivial.

Assume, further, that R > 0 is such that there is a symplectic embedding

ψR : (E∗(R), ωE∗) ↪→ (M,ω).

Let
V = ψR(E∗(R)) and U = ψR(E∗(R/2)).

Fix an almost complex structure J0 on E∗(R) compatible with ωE∗ .
This determines a constant cUV , depending only on the data (N,ω|N , R, J0), as

in Proposition 5.1. In the notation of Proposition 5.6, we have λ0(V ) = λ0.
Let ε > 0 and let H : (R/Z)×M → R be a Hamiltonian with the property that

‖H‖ < min{cUV , (3 + ε)−1λ0}

and
φ1
H(N) ∩N = ∅.

There is then r > 0 such that

φ1
H(ψR(E∗(r))) ∩ ψR(E∗(r)) = ∅;

without loss of generality we may assume that r < R/2.
Choose any smooth, monotone function f : [0,∞)→ [−(1+ε)‖H‖, 0] such that 0

is the unique global minimum of f , with f(0) = −(1+ ε)‖H‖, such that f ′ vanishes
to infinite order at s = 0, and such that f(s) = 0 for s ≥ r.

Define K : (R/Z) ×M → R by setting K(t,m) = 0 if m /∈ V and, under the
identification of V with E∗(R) via ψR, setting K(t, (x, p)) = f(|p|h) for (x, p) ∈
E∗(R) ∼= V . Our choice of f ensures that, for any q ∈ N , K has a flat autonomous
minimum at q. (In the notation of Definition 5.5, we have S = N , and G can be
taken to be any open set containing N .) We have

‖H‖ < −K(0, q) = (1 + ε)‖H‖,

and
2‖H‖+ ‖K‖ = (3 + ε)‖H‖ < λ0 = λ0(V ).

Hence Proposition 5.6 applies to K to yield:

Theorem 8.1. Under the above hypotheses, for any almost complex structure J0

on V ∼= E∗(R) there is a solution u : R× R/Z→ E∗(R) to

(15)
∂u

∂s
+ J0

(
∂u

∂t
−XK

)
= 0,

such that E(u) ≤ 2‖H‖, and, for some q ∈ N and some nonconstant periodic orbit
γ of XK , u(s, ·) is partially asymptotic to the constant orbit γq at q as s→∞, and
u(s, ·) is partially asymptotic to γ as s→ −∞.

We are now in position to prove our main results on the displacement energy of
coisotropic submanifolds.

Theorem 8.2. Suppose that N is a closed coisotropic submanifold of the closed
symplectic manifold (M,ω), that there is a Riemannian metric h on N with respect
to which the characteristic foliation of N is totally geodesic, and that {

∫
S2 v

∗ω|v : S2 →
N} is discrete. There is c > 0, depending only on a tubular neighborhood of N in
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M , with the following property. If h carries no closed geodesics which are con-
tractible in N and are contained in a leaf of the characteristic foliation, then the
displacement energy of N is at least c.

Proof. Take c equal to the minimum of the constants cUV and λ0/3 from the start of
this section. If H is a Hamiltonian displacing N with ‖H‖ < c, then for some ε > 0
we have ‖H‖ < min{cUV , (3 + ε)−1λ0}, so we are in the situation above. We thus
have an autonomous Hamiltonian K : E∗(R) → R having the form K = α ◦ F for
a certain smooth function α : R → R, such that XK has a nonconstant 1-periodic
orbit which is contractible in E∗(R). But such an orbit is a reparametrization of a
nonconstant contractible periodic orbit γ of XF , and by Lemma 7.4 XF generates
the leafwise geodesic flow. Where π : E∗(R) → N is the bundle projection, π ◦ γ
is a geodesic which is tangent to the leaves of the foliation, and is homotopic to γ
within E∗(R) and hence contractible in E∗(R) and so also in N . This contradicts
the hypothesis of the theorem. �

Corollary 8.3. If N is a closed coisotropic submanifold of (M,ω) and if N admits
a metric h of nonpositive curvature with respect to which the characteristic foliation
on N is totally geodesic, then N has positive displacement energy.

Proof. The fact that h has nonpositive curvature implies that none of its closed
geodesics are contractible, and further (by the Cartan–Hadamard theorem) that N
has contractible universal cover and so π2(N) = 0. Hence we may apply Theorem
8.2. �

Theorem 8.4. If N is a stable coisotropic submanifold of the closed symplectic
manifold (M,ω), and if {

∫
S2 v

∗ω|v : S2 → N} is discrete, then there is a constant
c > 0 depending only on a tubular neighborhood of N in M with the property that
the displacement energy of N in M is at least c.

Proof. The argument is just as in Section 6 of [13]. Assume that φ1
H(N) ∩N = ∅

and that ‖H‖ < min{cUV , (3 + ε)−1λ0}, so that Theorem 8.1 applies (of course, if
this is not the case for any H, the statement of this theorem follows vacuously). If
α1, . . . , αk ∈ Ω1(N) are as in the definition of stability (so α1 ∧ · · · ∧αk ∧ (ω|N )n−k

is a volume form on N and ker(ω|N ) ⊂ kerω), just as in Equation 6.3 on p. 150
of [13]6 one shows that, for i = 1, . . . , k and some constants c1, . . . , ck, the u and γ
produced by Theorem 8.1 obey

E(u) ≥ c−1
i

∣∣∣∣∫
π◦γ

αi

∣∣∣∣ .
With respect to the metric produced in Proposition 7.1, π ◦ γ is a closed geodesic,
with length

∑k
i=1 xi

∫
π◦γ αi for some x1, . . . , xk with

∑k
i=1 x

2
i = 1. (xi are deter-

mined by the condition that the unit tangent vector field to the geodesic is
∑
xiXi,

where as before αi(Xj) = δij). Thus

Length(π ◦ γ) ≤ (
k∑
i=1

|xi|ci)E(u) ≤ (
∑
i

c2i )
1/2E(u) ≤ 2(

∑
i

c2i )
1/2‖H‖

(recalling that E(u) ≤ 2‖H‖). So where Λ is the minimal length of a closed geodesic
in N we obtain the lower bound ‖H‖ ≥ (4

∑
i c

2
i )
−1/2Λ. �

6Note that our convention for the sign of a Hamiltonian vector field is opposite to that of [13]
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Corollary 8.5. If N is a coisotropic submanifold of contact type in the closed
symplectic manifold (M,ω) then N has positive displacement energy.

Proof. The contact type condition ensures that ω|N is exact and so vanishes on
π2(N), so we can apply the previous theorem. �

Corollary 8.6. Theorems 8.2 and 8.4 continue to apply if the closed symplectic
manifold (M,ω) is replaced by a Stein manifold (S, J, ddcψ). In particular, any
closed stable coisotropic submanifold of a Stein manifold has positive displacement
energy.

Proof. Suppose that H : (R/Z) × S → R is a (compactly supported) Hamiltonian
on S with φ1

H(N)∩N = ∅, and suppose U ⊂ S is an open set with compact closure
such that (R/Z)× U contains the support of H. Theorem 3.2 of [23] ensures that
there is a symplectic embedding of U ↪→ M into a closed symplectic manifold
M . But then applying our previous results to M shows that, for some constant
c depending only on a tubular neighborhood of N in S (and in particular not
otherwise depending on M or on the size of the support of H), we have ‖H‖ ≥ c.
So N has displacement energy at least c.

For the last sentence, simply note that the symplectic form on a Stein manifold
is exact, so if N is a stable coisotropic submanifold of the Stein manifold (S, ω)
then ω|N will be exact and so will vanish on π2(N).

�
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