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BOUNDARY VALUE PROBLEMS FOR SECOND ORDER 

DIFFERENTIAL EQUATIONS AND A CONVEX PROBLEM OF BOLZA 

A.R. AFTABIZADEH AND N.H. PAVEL 

Department of Mathematics, Ohio University, Athens, Ohio 45701 USA 

Abstract. In this paper we are concerned with three types of problems. (I) Existence 

and uniqueness of the solution u of the following boundary value problems: 

p(t)u"(t) + r(t)u'(t) E Au(t) + f(t), a.e. on [0, T], T > 0 

u'(O) E o:(u(O)- a), u'(T) E f3(u(T)- b) 

u"(t) E Au(t) + f(t), a.e. on [0, T] 

u(O) = u(T), u' (0) - u' (T) E 'Y( u(O)) 

u"(t) E Au(t) + f(t), a.e. on [0, T] 

u'(O) = u'(T), u(O)- u(T) E 8(u'(O)). 

(1) 

(2) 

(3) 

(4) 

(3) 

(5) 

Here, A, a, -/3, 7, 8 are maximal monotone (possibly multivalued) operators acting in 

a real Hilbert space H, a, b E D(A), T > 0 arbitrary, f E £ 2 ([0, T]; H) (L2-with the 

weight function r/p, where r(t) = exp (J;(r(s)/p(s))ds)), p, r: [O,TJ ---.IR continuous with 

p(t) ~ c > 0 'rlt E [O,T]. 

(II) Continuous dependence of u = u(t, a, b, f) on a, b and f. 

(III) In the case in which A, a and - f3 are subdifferentials of some lower semi-continuous 

convex (l.s.c.) proper functions, we prove the equivalence of (1)-(2) with a convex problem 

of Bolza (Theorem 3.3). 

1. Introduction. This paper contains several results on existence, uniqueness, contin­

uous dependence on initial data and some optimization problems and application to some 

elliptic equations. The idea to work in C~!P = £ 2 with the weight function r enables one 

to eliminate the differentiability assumption on p and r in Theorem 3.1, and to prove the 

equivalance of (1)-(2) with an optimization problem. In section 2, we present some prelim­

inary results which help to carry out the proof of the main results. Some of these results 

(e.g. Lemma 2.1 and Proposition 2.1) seem to be new. Theorem 3.1 in section 3 contains 

Theorem 3.1 of Veron [11]. There, he assumes p E W 2' 00 [0, T], r E W 1•00 [0, T], while in this 

paper we assume only the continuity of p and r and we obtain the same conclusion. The 

result given in Theorem 3.3 is different from those of Barbu [4, p. 301], see Remark 3.4. 

Boundary conditions of the form (2) have been considered by Brezis [5] in the case a = 8j1 
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and by Pavel [6, 7] in the general case of (2). Boundary conditions (4) and (5) are new and 

extend the classical periodic boundary conditions 

u(O) = u(T), u'(O) = u'(T). 

From Theorem 3.2 we observe that if one of D(o:) or D({J) is bounded, then the problem 

(3.1)-(3.2) has a solution, without the additional assumption of the form 

lim llo:0 (x)ll = +oo or lim llf3°(x)ll = +oo (*) 
llxlf--•oo llxll-+oo 

used in [11], where o:0 (x) denotes the element of the least norm of o:(x ). Note that Theorem 

3.2 includes a result of Barbu [4, p. 311, Corollary 2.2]. Other results similar to Theorem 3.2 

will be given [1]. In [11, Theorem 3.2] it is stated that the condition(*) and differentiability 

assumptions on p and r guarantee the existence of a solution to (3.1)-(3.2). However, this 

conjecture is not yet completely proven, see [1]. 
In section 4, we state some recent results which will be completed and proved in [3]. 

2. Preliminary results. Let A, o:, -{3, be maximal monotone (operators) sets of H x H 

with [0, OJ E o: n {3 n A, where H is a real Hilbert space with inner product (-) and norm 

II · II· Let also T > 0 and p, q be two continuous functions from [0, T] into IR, with p( t) i- 0 

for all t E [0, T]. i' is given by 

- 1t r(s) 
r(t) = exp 

0 
p(s) ds. (2.1) 

Denote by £~/p = £ 2 ([0,T];H) the space L 2 ([0,T];H) with the weight i'fp. Then, the inner 

product « · , » of £ 2 is given by 

1T i'(t) 
« u, v »= 

0 
p(t) (u(t), v(t)) dt, (2.2) 

and thus, the corresponding norm is 

lul 2 = 1T ;~!; llu(t)ll 2 dt, (2.3) 

As usual, by "--->" and "~" we mean the strong and weak convergence in all the infinite 

dimensional spaces involved. 

Define 

H 2 ([0,T];H) =: H 2 = {u E £ 2 , u', u" E £ 2 } (2.4) 

D(B)={uEH2 , u'(O)Eo:(u(O)-a), u'(T)E{J(u(T)-b)}, a,bEH (2.5) 

B II I p ( 1-)1 u = -pu - ru = --= u r , 
r 

u E D(B) 

D(A) = {v E L 2 , v(t) E D(A), a.e. on [O,T]} 

and for u E D(A), set 

Au= {u E L2 , v(t) E Au(t), a.e. on [O,T]}. 

(2.6) 

(2.7) 

(2.8) 

We note that, every C 2-function u satisfying u(O) =a, u(T) = b, u'(O) = u'(T) = 0 belongs 

to D(B) (as 0 E o:(O) and 0 E {3(0)), so D(B) is non-empty. 

The (set) operator A is said to be the realization of A in L2 . If A is maximal monotone 

in H, so is A in £ 2 . Clearly, 

for all t E [0, T], 

where AA and AA are Yosida approximations of A and A respectively. 
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Lemma 2.1. Let p, r, q : [0, T] ......., IR be continuous, p(t) =1- 0 for all t E [0, T], and 

p(t)q(t) ;:::: 0 for all t E [0, T]. Then, there are two solutions¢> and 'ljJ of the equation 

p(t)v"(t) + r(t)v'(t)- q(t)v(t) = 0, on [0, T] (2.9) 

such that 

i) ¢(0) = 0, ¢(T) > 0, ¢>' (0) > 0, ¢>' (T) > 0, 

ii) 1/J(O) < 0, 1/J(T) = 0, 1/J'(O) > 0, 1/J'(T) = ¢'(0). 

iii) In addition, if q =/= 0, then 

I 
¢' (T) ¢>' (0) I 

D = 'l/J'(T) 1/J'(O) > 0. 

Proof: Let ¢>and 'ljJ be two solutions of (1.9) satisfying 

p(t)¢>"(t) + r(t)¢>'(t)- q(t)¢(t) = 0, ¢(0) = 0, ¢'(0) > 0 (2.10) 

p(t)'l/J"(t) + r(t)'l/J'(t)- q(t)'ljJ(t) = 0, 1/J(T) = 0, 1/J'(T) = ¢'(0) (2.11) 

for all t E [0, T]. Then, we have 

¢>'(t) = i'- 1 (t)¢'(0) + i'- 1 (t) t i'(s)q(s) ¢>(s) ds, 
Jo p(s) 

0 ~ t ~ T (2.12) 

1/J'(t) = i'(T)i'- 1 (t)'l/J'(T)- i'- 1 (t) lT i'(s) ;~:~ 1/J(s) ds, 0 ~ t ~ T (2.13) 

1/J'(t) = i'- 1 (t)'ljJ'(O) + i'- 1(t) 1t i'(s) ;~:~ 1/J(s) ds, 

A simple combination of (2.12) and (2.14) leads to 

¢'(T)'l/J'(O)- 1/J'(T)¢'(0) = 

O~t~T. 

r- 1 (T)'l/J'(O) 1T i'(s) ;~:~ ¢(s)- i'- 1(T)¢'(0) 1T i'(s) ;~:~ 1/J(s) ds. 

(2.14) 

(2.15) 

From (2.12) and (2.13) we derive, in view of (2.10) and (2.11), that ¢'(t) > 0 and 1/J'(t) > 0 

for all t E [0, T], so ¢(t) > 0 and 1/J(t) < 0 for t E (0, T). This and (2.15) implies (iii) and 

thus the proof is complete. 

Remark 2.1. Actually, we have proven that ¢(t) > 0, tf>'(t) > 0, 'tf;(t) < 0, and '1/;'(t) > 0 
for all t E (0, T). 

Lemma 2.2. For every continuous functions p and r from [0, T] into R, with p(t) 2: c > 0, 
for all t E [0, T], a, b E H and T > 0, the operator B defined by (2.6) is maximal monotone 

in .C~/P([O, T]; H). 

Proof: The monotonicity of Bin .C2 is immediate. Indeed, if u, v E D(B), then 

« Bu- Bv,u- v »= -1T ((r(t)(u'(t)- v'(t)))', u(t)- v(t)) dt 

T {T 
= -(u'(t)- v'(t), u(t)- v(t))i'(t)l 0 + Jo i'(t)llu'(t)- v'(t)ll 2 dt 2:: 0. 

(2.16) 
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Now we show the maximal monotonicity of B in £ 2 ; i.e., R(I +B) = L2 • To do this, we 

need to prove that for each f E L2 , there is a u E H 2 such that 

p(t)u"(t) + r(t)u'(t)- u(t) = f(t), a.e. on [0, T] 

u'(O) E a(u(O)- a), u'(T) E f3(u(T)- b). 

Now, let w be the solution of the Cauchy problem 

p(t)w"(t) + r(t)w'(t)- w(t) = f(t), a.e. on [0, T] 

w(O) = w'(O) = 0. 

We will show that there are x, y E H such that 

u(t) = w(t) + ¢(t)x + 1/J(t)y 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

satisfies (2.18). Here, ¢and 1/J are as in Lemma 2.1 with q(t) = 1. Indeed, u is a solution of 

( 2 .17) for every x, y E H, so we have to prove the existence of x, y E H such that u satisfies 

(2.18). Clearly, u given by (2.20) verifies (2.18) if and only if (x, y) is a solution of 

<P'(O)x + 1/J'(O)y- a(1jJ(O)y- a) 3 0 

¢'(T)x + 1/J'(T)y- f3(¢(T)x- b- w(T)) 3 -w'(T). 

Now, we observe that the operator 

F1(x, y) = (¢'(T)x + 1/J'(O)y, ¢'(O)x + 1/J'(O)y) 

is symmetric and positive definite on H x H, so 

where A1 is the smallest eigenvalue of the matrix 

[ <P'(T) 1/J'(O)] 
M = ¢' (0) 1/J' (0) 

Finally, set D(F2) = D(/31 ) x D(al), and let 

(2.21) 

(2.22) 

(2.23) 

(2.24) 

F2(x,y) = f31(x) X a1(y) = {(z1,z2) E H X H, Z1 E f31(x), Z2 E a1(y)} (2.25) 

where a 1 (y) = -a(1jJ(O)y- a), f3I(x) = -f3(¢(T)x- b- w(T)). It is easy to check that F2 

is maximal monotone in H x H. Therefore, F 1 + F2 is surjective (it is actually a bijection 

from D(F2 ) onto H x H), so the system (2.21), i.e., F1(x,y) +F2 (x,y) 3 (-w'(T),O) has a 

unique solution (x, y), which completes the proof. 

Proposition 2.1. Let ]I, ]2 : H---> R be lower semi-continuous convex proper functionals 

and p, r, q : [0, T] ---> IR continuous, p(t) =/= 0 for all t E [0, T], q(t)p(t) 2: 0 on [0, T], q =/= 0. 

Then, for every a, b E H and f E L2 , the problem 

p(t)u"(t) + r(t)u'(t)- q(t)u(t) = f(t), a.e. on [0, T] 

u'(O) E o]I(u(O)- a), -u'(T) E 8]2(u(T)- b) 

(2.26) 

(2.27) 



BVP FOR SECOND ORDER DIFFERENTIAL EQUATIONS 499 

has a unique solution u E H 2 ([0, T]; H). Moreover, u is a solution of (2.26) - (2.27) if and 
only if u minimizes the functional 

{ 
~I: r(t)(!!u'(t)!! 2 + !ffillu(t)1!2 ) dt + IoT ~(f(t), u(t)) dt 

F(u) = +}l(u(O)- a)+ r(T)}2(u(T)- b), if u E H 1 

+oo, otherwise, 

i.e., if and only if 

inf{F(v), v E .en= F(u), 

where .C~ is the space £ 2([0, T]; H) with the weight 

r(t) = exp ( 1t (q(s)fp(s)) ds) 

and 8j1 is the subdifferential of}! (cf. [9, p. 234]). 

(2.28) 

(2.29) 

Proof: The existence and uniqueness of the solution u of (2.26)-(2.27) can be easily derived 

from Lemma 2.2. Define iJ: D(B)-+ .C~ by 

(Bu) = -u"(t)- ~~!~ u'(t) =- rtt) (r(t)u'(t))', u E D(B) = D(B) (2.30) 

with D(B) given by (2.5). Clearly, iJ is also maximal monotone in .C~ and we have 

Bu = 8c/Jt(u), VuE D(B) 

where ¢ 1 : .C~ -+ ( -oo, +oo] is given by 

{ ~I: r(t)l!u'(t)1! 2 dt + J1(u(O)- a)+ h(u(T)- b)r(T), 
cf>1(u) = 

+oo, otherwise. 

if u E H 1 

(2.31) 

(2.32) 

To prove (2.31) we observe that ¢ 1 is (l.s.c.) and that D(B) C D(8¢1 ) as well as Bu E 

8¢>1 (u), VuE D(B). As iJ and 8ch are maximal monotone in .C~, it follows that iJ = 8¢1 . 

Set 

where 

Du = 2 u + !_, u E .C~ 
p p 

¢ 2 : £~ -+ (0, +oo), cf>2(u) = ~luMP!~+« t, u »r, 

If!~= for r(t)l!f(t)1! 2 dt, « J,g »r= for r(t)(f(t),g(t)) dt. 

Similarly, it follows that 

Du = 8¢>2(u), VuE .C~ (so D(8¢2) = .C~). 

Finally, we have 

(2.33) 

(2.34) 

(2.35) 

(2.36) 

(2.37) 



500 A.R. AFTABIZADEH AND N.H. PAVEL 

i.e., 

8F(u) = Bu + 9..u +f.., 1:/u E D(B) = D(8F). 
p p 

(2.38) 

Now, u is a solution of (2.29) if and only if 0 E 8F(u); i.e., if and only if u E D(B) and 

- q f 
Bu+ -u+- = 0. (2.39) 

p p 

Since (2.39) is the .C~ form of (2.26)-(2.27), the proof is complete. 

Remark 2.2. In the case H = IR, the boundary conditions (2.18) and (2.27) coincide; this 

is because every maximal monotone operator acting in IR is a subdifferential. These bound­

ary conditions contain many classical boundary conditions. For example, the boundary 

conditions in [10, p. 13] 

-u'(O) cosO+ u(O) sinO= ')'1 , 

u' (T) cos¢+ u(T) sin¢ = 1'2 
(2.40) 

(where 'Yl, ')'2, 0 and ¢ are prescribed constants with 0 ::S 0 ::S ~ , 0 ::S ¢ ::S ~ ) are of the 

form (2.19) with a(x) = (sinO/cosO)x, (J(x) = -(sin¢/coscjJ)x, a= 1'1/sinO, b = 1'2/sin¢, 

0 < 0 < ~, 0 < ¢ < ~· Of course, in particular, a and -(3 in (2.19) can be any continuous 

and monotone functions from H in IR. If H = IR, a(x) = signx and if it happens that 

u(O) = 0 in (2.19), then lu'(O)I ::S 1. This is because if a= 8j with j(x) = lxl, then 

{ 

1, 

a(x) = 8j(x) = signx = [-1, 1], 

-1, 

x>O 

x=O 

X< 0. 

(2.41) 

3. Boundary value problems and optimization. In this section, we study the 

equivalence of the boundary value problem 

p(t)u"(t) + r(t)u'(t) E Au(t) + f(t), a.e. on [O,T] 

u'(O) E a(u(O)- a), u'(T) E (J(u(T)- b), a,b E D(A) 

to a minimization problem of Bolza type 

inf { F( v ), v E .C~;p([O, T]; H)} = F( u) 

(3.1) 

(3.2) 

(3.3) 

where F : .C2 -+ ( -oo, +oo] is a lower semi-continuous (but not continuous) convex proper 

functional defined in terms of r, A, j, a, (3, a and b. By a solution of the problem (3.1)­

(3.2), with f E .C2, we mean a function u E H 2([0, T]; H) satisfying u(t) E D(A) almost 

everywhere on [0, T]. We present also a result on continuous dependence of the solution 

u = u(t, a, b, f) on a, b and f. The basic assumptions on A are maximal w-monotonicity 

(w ~ 0); i.e., 

(Yl - Y2, X1 - x2) ~ w!!x1 - x21! 2, V Xj E D(A), Yj E Axj, j = 1, 2 (3.4) 

and 

R(I +A)= H. (3.5) 

In order to study the equivalence of (3.1)-(3.2) with (3.3), we need to discuss first the 

existence and uniqueness of the solution of (3.1)-(3.2). 
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Definition 3.1. We say that u = u(t, a, b, f) depends continuously (in the weak (or strong) 

topology) on a, b and I if Un = u(t, an, bn, In) is weakly (strongly) convergent in L 2 to 

u = u(t, a, b, f) as n---+ oo whenever an, bn E D(A), In E L 2 with an ---+ a, bn ---+ b strongly 

in Hand In---+ I in L 2 . 

Definition 3.2. A is said to be locally bounded at a E D(A) if A is bounded in a neighbor­

hood Va of a; i.e., the set UxEVaAx is bounded in H. 

Theorem 3.1. Assume that A is maximal w-monotone with w > 0 (i.e., (3.4) and (3.5) 

holds), o: and -{3 are maximal monotone, 0 E o:(O) n /3(0) n A(O) and A~ is o: monotone and 

f3 dissipative; i.e., 

(A~x- A~y, z) 2: 0, (A~x- A~y, v} :::; 0 (3.6) 

for all .A> 0, z E o:(x- y), v E {J(x- y) and x, y E H with x- y E D(o:) n D(/3). Then, for 

every a, bE D(A), p, r : [0, T] ---+ IR continuous, with p(t) 2: c > 0, Vt E [0, T] and 1 E L2 , 

the boundary value problem (3.1)- (3.2) has a unique solution u = u(t, a, b, !). In addition, 

if A is locally bounded, then the solution depends strongly continuous on a, b and f. 

Proof: We first prove the theorem for the case when a = b = 0. In this case, the problem 

(3.1)-(3.2) can be written in .C~/P as 

Bu +Au 3 -I, u E D(B) n D(A), I E .C~;p· 

But, for every .A> 0 and u E D(B), 

« Bu, A~u » = -1T ((r(t)u'(t))', A~u(t)) dt 

T {T 
= -r(t)(u'(t), A~u(t))l 0 + Jo r(t)(u'(t), (A~u(t))') dt 2: 0. 

This is because, in view of (3.6), 

(3.7) 

(3.8) 

(3.9) 

as u'(T) E {J(u(T)) and u'(O) E o:(u(O)). Moreover, t ---+ A~u(t) is almost everywhere 

differentiable on [0, T] and the monotonicity of A~ yields 

(u'(t), (A~u(t))') 2: 0, a.e. on [0, T]. (3.10) 

It follows that B +A is maximal monotone (see Barbu [4, p. 82] or [9, p. 118]). But, A is 

w-coercive; i.e., 

« Au,u »= 1T ;~:~ (Au(t),u(t)}dt 2: wjuj 2 , VuE D(A). (3.11) 

Therefore, B +A is surjective (it is actually a bijection from D(B) n D(A) onto .C2 ) so, for 

every I E .C2 , (3. 7) has a unique solution. This proves the case when a= b = 0. 

In the general case, a, b E D(A) with a, b =f:. 0, a =f:. b, the proof can be carried out as 

follows. We first observe that B + A is maximal monotone and ~-coercive for 0 < A. :::; ~. 

This is because 

(3.12) 
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Therefore, B +A,\ is a bijection from D(B) onto £ 2 ; so for every f E £ 2 , there is a unique 

U,\ E D(B) such that 

Bu,\ +A,\u,\ = -f 

which can be written as 

Bu,\ + A,\u,\- A,\v = -f- A,\v, 

where v is the solution of 

v" E Av, v(O) = a, v(T) = b 

(whose existence is well-known [4, p. 300]). 

Following an idea from [11], we multiply (3.14) by U,\- v and then observe that 

« Bu,\, U,\- v » ~ 1T i'(t)llu~(t)- v'(t)ll 2 dt + 1T i(t)(v'(t), u~(t)- v'(t)) dt 

+ 1T i'(t)llu~(t)- v'(t)ll 2 dt 

~ clu~ - v'l2. 

In such a manner, we get for 0 < >. :S: ~' 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

~lu,\- vl 2 + clu~- v'l 2 :S: (lfl + lv"l)lu,\- vi+ k(v')lu~- v'l, (3.18) 

where 

{ {T }1/2 
k(v') = Jo i'(t)p(t)llv'(t)ll 2 dt = llv' Ji"PII£2 

which proves the boundedness of U,\- v and u~- v' in £ 2 for 0 < >. :S: w- 1 . From (3.14) and 

(3.18), we can easily get an estimate (upper bound) for IA,\u,\1, independent of 0 < >. < ~· 
Indeed, let '1/J,\(t) = TTt A,\a + ~A,\b. Multiplying (3.14) by A,\u,\- '1/J,\, and observing that 

« Bu,\,A,\u,\- '1/J,\ » 

= -i'(t)(u~(t), A,\u,\(t)- '1/J,\(t))l~ + 1T i'(t)(u~(t), (A,\u,\(t))'- 'lj;~(t)) dt 

~ -1T r(t)(u~(t),'l/J~(t))dt 
(as (u~(t), (A,\u,\(t))') ~ 0 almost everywhere on [0, T]) we obtain 

which gives the desired upper bound for IA,\u,\1, say IA,\u,\1 :S: K, for 0 < >. < ~· Now, 

(3.14) and the identity 

(3.20) 

yield 
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which can be written as 

1 
A, fl E (0,-) 

w 

503 

(3.21) 

and therefore .:f>:u;.. is strongly convergent in £ 2 as A ---+ 0, say J>. u;.. ---+ u in £ 2 . This and 

J>. u;..- u;.. = A.A;.. u;.. ---+ 0 as A l 0 shows that u;.. ---+ u as A l 0. Say .A;.. u;.. ~ w as A l 0. Since 

.A;..u;.. E .A.:J;..u;.. and .A is maximal monotone in £ 2 , it follows that u E D(.A) and wE .Au. 

Now, (3.14) can be written as- f- .A;..u;.. E Bu;.., with u;..---+ u and- f- .A;..u;..---+- f- w. 

This implies that u E D(B) and- f- wE Bu; i.e., -fEw+ Bu, so- f E .Au+ Bu which 

means that (3.1)-(3.2) has a unique solution u = u(t, a, b, f). 

Now we prove the continuous dependence of u on a, b, f. Let an, bn E D(A) and fn E £ 2 

with an ---+a, bn ---+bin H, fn ---+fin £ 2 with a, bE D(A). Let Un = Un(t, an, bn, fn) be the 

solution to (3.1)-(3.2) corresponding to fn, an and bn. Then, according to (3.7), this means 

that 

(3.22) 

First, let us observe that (3.22) yields 

wJun- umJ :::; lfn- fmJ, m, n = 1, 2, · · · , (3.23) 

so Un ---+ u in £ 2 as n---+ oo. From (3.19) with fn, an, bn in place of J, a and b, we conclude 

that .A;..ul (u~ corresponding to fn, an, bn) is bounded independently of A and n, and 

moreover, .A;.. u~ ~ Wn as A l 0, so Wn is bounded in £ 2 with respect to n. We may assume 

that Wn ~was n---+ oo in £ 2 . Since Un ---+ u and Wn E .Aun, it follows that u E D(.A) 

and wE .Au. Then, by (3.22), in view of- fn- Wn E Bun, with - fn- Wn ~- f- w, we 

conclude that u E D(B) and - f E Bu +.Au so, u = u as - f E Bu +.Au and this inclusion 

has a unique solution. 

Remark 3.2. Unfortunately, the upper bounds for both Ju;.. - vJ and Ju~- v'l which are 

independent of A E (0, t) depend badly on w; i.e., they contain w at the denominator, so in 

this method we cannot obtain estimates for u;.. and u~ independent of w ---+ 0. Note also that 

u;.. cannot be estimated in terms of u~ as we do not have estimates for u;..(O) independent 

of A. 

Theorem 3.2. 1) If A is (merely) maximal monotone in H; i.e., A satisfies (3.4) and (3.5) 

with w = 0, and if in addition to (3.6) we assume that at least one of D(a) or D(/3) is 

bounded, then for every a, bE D(A) and f E L2 , the problem (3.1)- (3.2) has at least one 

solution u = u(t, a, b, f). 
2) If at least one of a, (3 or A is one-to-one, then the solution u = u( t, a, b, f) is unique 

and depends weakly continuous on f E £ 2 . If, in addition, A is locally bounded, then u 

depends weakly continuous on a, b and f. In particular, if A is continuous, monotone and 

one-to-one, then u depends weakly continuous on a, b, and f. 

Proof: Here, .A;.. is only monotone ( « .A;..x- .A;..y, x- y »~ 0) and 1--Lipschitz continuous 

so, B +.A;.. is maximal monotone; i.e., 

R(wi + B +.A;..)= L 2 , Vw > 0. 

Therefore, (3.14) becomes 

Bu;.. +.A;..u;.. +wu;.. 3 J, VA> 0, w > 0 (3.24) 
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and (3.18) holds with w in place of w/2 and for all ). > 0. If, say D(a) is bounded, then 

u~(O) E a(u>.(O)- a) (i.e., u>,(O)- a E D(a)) implies U>.(O) is bounded, say llu>.(O)II:::; K 1 , 

V). > 0. Therefore, 

llu>.(t)- v(t)ll :'S K1 + llall +faT llu~(s)- v(s)ll ds:::; K1 + K2lu~- v'l, (3.25) 

(3.26) 

This and (3.18) gives an upper bound K 3 ;:::: lu~- v'l, K 3 independent of w > 0 and).> 0. 

Therefore, (3.19) will provide an upper bound K 4 for A>.U>. with K 4 independent of). and 

w > 0 while (3.26) provides an upper bound K 5 independent of ). and w for U>,. Finally, 

(3.24) provides an upper bound K 6 independent of). and w for lun 
Passing to the limit, for). 1 0, in (3.24), using the same arguments as in the case of (3.14), 

we conclude that U>, --+ Uw (in £ 2 ) and satisfies 

Buw + Auw + WUw 3 - j, V w > 0. (3.27) 

This means that A>.U>. ~ Ww E Auw (u~--+ u~, u~ ~ u~ as). 1 0) and Buw + Ww + wuw = 
- J, so 

- f- Buw- WUw E Auw. (3.28) 

Moreover, lwwl:::; K4, luwl:::; K5, Vw > 0. Multiplying (3.28) by Uw- u8, we derive 

so u~ --+ v in £ 2 as w 1 0. This and the boundedness of u~ in £ 2 imply u~ --+ v in 

C([O, T]; H) as w 1 0. Since Uw ~ u as w 1 0 (relabeling if necessary), we have actually 

v = u' and uw(t) ~ u(t) as w 1 0 for all t E [0, T]. Indeed, if uw(O) ~I! as w 1 0, then 

uw(t) = uw(O) +fat u~(s), ds 

yields uw(t) ~ u(t) 

u(t) =I!+ fat u'(s) ds 

with I!= u(O). 

It is now easy to see that u E D(B). Indeed, Uw E D(B), so 

u~ ( 0) E a ( Uw ( 0) - a), u~(T) E f3(uw(T)- b). (3.29) 

Letting w 1 0, (3.29) implies (2.18), thus u E D(B). Finally, we have 

T {T 
= -(i'(t)u~(t), uw(t))l 0 + Jo i'(t)llu~(t)ll 2 dt--+ (Bu, u) 

(3.30) 

as w 1 0. 
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This enables us to pass to the limit (3.28) as w 1 0 to get - f- Bu E Au; i.e., 

-J E Bu+Au, (3.31) 

sou is a solution to (3.1) and (3.2). Of course, u may not be unique in this case, so let v be 

another solution of (3.31); i.e., - f E Bv + Av. Then, Bu- Bv +Au- Av = 0. Multiplying 

by u- v, we get immediately 

clu'- v'l 2 :S 0; 

i.e., u'(t) = v'(t) on [0, T], so u(t) - v(t) =constant. Therefore, we have a(u(O) -a) n 
a(v(O)- a) 3 u'(O). If a is one-to-one, this implies u(O) = v(O) and so on. 

The proof of continuous dependence of u on a, b, f follows similar lines. This completes 

the proof. 

Definition 3.3. A multivalued operator a is said to be one-to-one if 

a(x) n a(y) =/= 0 implies X= y. 

We are now prepared to discuss the equivalence of the boundary value problem (3.1)-(3.2) 

to an optimization problem. Let 

A=a¢, (3.32) 

(we take p = 1, for simplicity). Let ¢: H--+ ( -oo, +oo] be a lower semi-continuous convex 

proper function with ¢(0) = 0 and A = a¢. Let also it, jz : H --+ ~ be (l.s.c.) with it ( 0) = 0, 

}2(0) = 0 such that A.x is aj1 and ajz monotone. This is true if, e.g. 

g(.:f>..x- J>.Y) :S g(x- y), Vx,y E H, >. > 0 (3.33) 

with g =it, Jz. 

Theorem 3.3. Let A = a¢ be ail and ajz monotone. Assume one of the following condi­

tions is satisfied: 

or 

(i) Either D(ah) or D(ajz) is bounded and r: [0, T] --+ ~ is continuous; 

(ii) for some L > 0 and x E D(aj1 ) (x E D(ajz)) 

ll(ait)0 (x)ll ~ Lllxll or ll(ajz)0 (x)ll ~ Lllxll (3.34) 

and either ail or ajz is one-to-one. Moreover, r is differentiable with r E W 1 ·=, 
r(t) ~ r(O) > 0, t E [0, T]. 

Then, for every T > 0, a, bE D(a¢) and f E L 2 , the boundary value problem 

u"(t) + r(t)u'(t) E a¢(u(t)) + f(t), a.e. on [O,T] 

u'(O) E aj1(u(O)- a), -u'(T) E ajz(u(T)- b) 

(3.35) 

(3.36) 

has a unique solution u. Moreover, u is solution of (3.35) - (3.36) if and only if u is the 

solution of the following minimization problem (convex problem of Bolza) 

inf{F(v), v E .en= F(u) (3.37) 
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where F : L~ ---+ ( -oo, +oo] is l.s.c., given by 

{ 
foT f(t)(~llu'(t)ll 2 + cp(u(t)) dt + foT r(t)(f(t),u(t)) dt 

F(u) = +j1(u(O)- a)+ r(T)h(u(T)- b) ifu E H 1 and t---+ cp(u(t)) is in £ 1([0, T]; H) 

+oo, otherwise. 

(3.38) 

Proof: We will prove that 

oF(u) = Bu + o:}(u) + j, u E D(B) n D(o:}), (3.39) 

where (o:}(u))(t) = ocp(u(t)) almost everywhere on [0, T]; i.e., 8:} is the realization of 8¢ in 

L~. Indeed, set 

Eu = Bu + o:}(u) + J, u E D(E) =: D(B) n D(o:}). (3.40) 

We know that B + 8:} is a bijection from D(B) n Do:} onto .C~ (see (3.31)) and that B +a¢ 

is monotone. We now prove that B +a¢ is maximal monotone in .C~; i.e., 

R(I + B + 8:}) = L~. (3.41) 

To do this, set C = 8¢ +I, so C = 8:} +I. Let us prove that C is also oj monotone 

(j = j1, ]2). In other words, we have to prove that if A is a monotone in the sense of (3.6), 

then C = A + I is also a monotone. Indeed, 

1 
.:Jf =(I+ .AC)- 1 =((.A+ 1)I + .AA)- 1 = 1 +.A .:J.\1(>.+1) (3.42) 

so 

(3.43) 

This implies, obviously, that C is also a monotone. According to Theorem 3.1, B + C is 

surjective, see (3.31); i.e., (3.41) holds. In order to prove (3.39), we first can prove that 

D(B) n D(o:}) c D(oF), and Bu + o:}(u) + f C oF(u) (3.44) 

for all u E D(B) n D(o:}). This means that we have to prove the inequality 

F(v)-F(u)?.«Bu+z+f,v-u», 'VzEocp(u), 'VvEL~. (3.45) 

The proof of (3.45) involves the definition of the subdifferential, an integration by parts in 

« Bu, v - u » and the elementary inequality 

x, y E H. 

We omit these details. Now, as B +a¢+ f is maximal monotone, (3.44) yields (3.39). Or, 

u is a solution of (3.37) if and only if "0 E oF( u);" that is, if and only if 0 E Bu + o¢( u) + f 
which is the functional form of (3.35) and (3.36). The proof is complete. I 
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Applications to partial differential equations are obtained by choosing H = L 2 (fl), n c 
RN and replacing A by some partial differential operators of monotone type satisfying the 

hypotheses of Theorems 3.1, 3.3, or Theorem 3.3. Here, we give only an example. 

Let n be a bounded domain of IRN with smooth boundary r = an. Let j : 1R ...... 1R be a 

(l.s.c), 

N a2u 
Au= -~u = - L - 2 

i=l axi 

where the derivatives are taken in the sense of distributions, and 

2 au . 
D(A) = { u E H (fl); - a 17 (x) E aJ(u(x)), a.e. on r} 

(3.46) 

(3.47) 

where (auja17) is the outward normal derivative to r at X E r. It is known that -~ is the 

subdifferential a¢ of the (l.s.c) functional ¢: L 2 (fl) ...... ( -oo, +oo] of Brezis 

{ ~In /grad u/ 2 dx + Ir j(u(x)) d8, if u E H 1 (fl) and j(u) E L1(r) 
¢(u) = 

+oo otherwise 
(3.48) 

where H 1 (fl) and H 2(fl) are the usual Sobolev spaces. Let also j 1 , }2 : L2(fl) ...... IR be two 

(l.s.c) satisfying (3.33) for all x, y E L 2 (fl) and >. > 0, with .:11 = (I- ~)- 1 , ~ = -a¢. 

Then, -~ is aj1, and a}2 monotone in L 2 (fl). Finally, let .C~ = L~([O, T]; L 2(fl)) be the 

Hilbert space L2 ([0, T]; L2 (fl)) with the weight function r given by (2.1). From Theorem 

3.3 with H = L 2 (fl), we derive 

Corollary 3.1. Let T > 0 be arbitrary and r : [0, T] ...... R as in Theorem 3.3. Then, for 

every a,b E H 2 (fl) with -~~(x) E aj(a(x)), -g~(x) E aj(b(x)) almost everywhere on r 
and f E L2 ([0,T];L2(fl)) = .C2 , there exists a unique L 2 solution u E H 2 ([0,T];L2 (!1)) of 

the boundary value problem of elliptic type 

a2u au 
at2 (t,x) +r(t) at (t,x) + ~xu(t,x) = f(t,x), a.e. on (O,T) X n (3.49) 

- ~~(t,x) E aj(u(t,x)), a.e. on [O,T] x r (3.50) 

~~ (0, ·) E a}I(u(O, ·)-a), - ~~ (T, ·) E a}2(u(T, ·)-b). (3.51) 

Moreover, u is the L2-solution to (3.49) - (3.51) if and only if u is the solution to the 

minimization problem 

inf {F(v), v E .cwo,T];L2 (n))} = F(u) 

where F is (l.s.c) functional on L~([O, T]; L2(fl)) given by 

F(u) = 

I: r(t)[ In~(/~~ (t, x)/ 2 + /gradxu(t, x)/ 2 ) dx + Ir j(u(t, x)) da] dt+ 

I: r(t) In f(t, x)u(t, x) dx dt + r(T)jl(u(O,.) -a)+ }2(u(T,.) -b), 

ifu E H 1 [[0, T]; L2 (fl)] and t ...... ¢(u(t, ·))is in L1 ([0, T]; L 2 (fl)) 

+oo, otherwise. 

(3.52) 

(3.53) 
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Remarks. (I) The case of the two point boundary problems u(O, x) = a(x), u(T, x) = b(x) 

almost everywhere in n, corresponds to 

{ 

0, u = 0 

Jk(u) = 

+oo, otherwise, 

k = 1,2 

in (3.53), so j 1 (u(O, ·)-a) = j 2 (u(T, ·)-b) = 0. In this case, r can be any continuous 

function. 

(II) The case ~~(O,x) = u(O,x)- a(x) almost everywhere inn corresponds to }l(u) = 

~Jiull 2 ; i.e., to ajl(u) = u, so in (3.53) 

}l(u(O, ·)-a)=~ In iu(O,x)- a(xW dx. 

Recall also that the Dirichlet condition u( t, x) = 0 almost everywhere on [0, T] x r is obtained 

from (3.50) with 

{ 
0, 

j(x) = 
+oo, 

if X= 0 

if X E £ 2 - {0} 

as in this case D(aj) = {0}, and aj(O) = £ 2 (0). The Neumann condition corresponds 

to j(x) =constant. -~~(t,x) = u(t,x), almost everywhere on [O,T] x r corresponds to 

j(x) = ~lxl 2 , Vx E R. 

Remark 3.4. The problem (3.37) is said to be a convex problem of Bolza. This minimiza­

tion problem is equivalent (in our hypotheses) to the boundary value problem (3.35)-(3.36). 

We can think of the equation (3.35) as a generalized Euler-Lagrange equation corresponding 

to the minimization problem (3.37). This problem is different from those of Barbu [4, p. 

300-312] where he assumes at least one of D(¢), D(jl) or D(h) has nonempty interior. 

Moreover, the left hand side of (3.35) is non-autonomous, which in Barbu's case has the 

form -(8'1/J(u'(t)))' = g(u'); i.e., is autonomous. 

4. A generalization of periodic boundary condition. For the first order differential 

equations 

u'(t) = A(t)u(t), 

with accretive (and dissipative) right hand side, we have considered (see [2]) boundary con­

ditions of the form u(O) E g(u(T)) where g is an expansive (possibly multivalued) operator 

acting in a Banach space X. The periodic boundary condition u(O) = u(T) is obtained in 

the particular case g = I. 

Recently, we have observed (3] that in the case of some second order differential equations, 
the periodic boundary conditions 

u(O) = u(T), u'(O) = u'(T) 

can be extended in two distinct ways: 

u(O) = u(T), u'(O)- u'(T) E 'Y(u(O)) 

u'(O) = u'(T), u(O)- u(T) E 8(u'(O)). 

The main result is given by 

( 4.1) 

(4.2) 

(4.3) 
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Theorem 3.1. Let A, 1, 8 be maximal monotone (possibly multivalued) operators acting 

in H with (0, 0) E An 1 n 8. Assume that A is strongly monotone; i.e., A- wi is monotone 

for some w > 0. 

(I) If 1 is A-monotone; i.e., 

then for every f E L 2 ( [0, T]; H), the problem ( 4.2)- ( 4.5) has a unique solution u E H 2 ( [0, T]; 

H) where 

u"(t) E Au(t) + f(t), a.e. on [0, T]. (4.5) 

(II) If A is 8- 1 monotone; i.e., 

then the problem (4.3)- (4.5) has a unique solution. 

Remark 4.1. The condition (4.1) is obtained from either (4.2) or (4.3) with o: =/)=I. 

The proof of Theorem 4.1, and examples and applications to ordinary and partial differential 

equations will be given in [3]. Moreover, in [3] we will consider also the more general case of 

p(t)u" + r(t)u'(t) E Au(t) + f(t) 

in place of (4.5). 
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