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Abstract— In this note, a bounded real lemma is established
for discrete-time Markov jump linear systems with nonhomo-
geneous finite state Markov chain. Different cases, depending
on the time variation character of the transition probabilities
(TPs), are considered. Namely, arbitrary variation and periodic
variation.

I. INTRODUCTION
The family of systems, referred to as Markovian jump

linear systems (MJLS), is very appropriate to model plant
whose structure is subject to random abrupt changes. The
theory of stability, optimal and robust control, as well as
important applications of such systems, can be found in
several references in the current literature, for instance in
[1], [3], [5], [6] and the reference therein.
Almost all the works in the field of MJLS assume that
the Markov process (or chain) is homogeneous, that is the
TPs are time-invariant. However, in some applications, this
assumption is not verified. A typical example can be found
when considering failure prone systems. Usually, in this class
of systems, it is often assumed that the components failure
rates (or probabilities) are time-independent and independent
of system state. In other words, the underlying Markov chain
used to model random failures is homogeneous. In reality,
however, this assumption is often violated and the failure
rate of a component usually depends on many factors, for
example, its age, the degree of solicitation of this one, etc.
Other examples can be found in networked control systems
applications [?] or flight control applications [10], etc.
In this paper, we establish a bounded real lemma (BRL)
for discrete-time MJLS with nonhomogeneous finite state
Markov chain. Different cases, depending on the time
variation character of the transition probabilities, are
considered. Namely, arbitrary variation (general case)
and periodic variation. Our main result can be viewed
as an extension of the BRL for discrete-time MJLS with
homogeneous finite state Markov chain (see [9]) to the
nonhomogeneous case.
This paper is organized as follows: Section 2 describes
the dynamical model of the system and gives some
preliminaries. The main results are given in Section 3.
Section 4 concludes this paper.

Notations. The notations used in this paper are quite stan-
dard. Rm×n is the set of m-by-n real matrices. AT is the
transpose of the matrix A. The notation X ≥ Y (X > Y ,
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respectively), where X and Y are symmetric matrices, means
that X −Y is positive semi-definite (positive definite, respec-
tively). I and 0 are identity and zero matrices of appropriate
dimensions, respectively. In block matrices, ? indicates sym-

metric terms:
[
A B
BT C

]
=

[
A ?
BT C

]
=

[
A B
? C

]
.

The expression MN? is equivalent to MNMT . λmin [P]
(λmax [P]) denotes the minimal eigenvalue (maximal eigen-
value) of the matrix P .

II. DEFINITIONS AND PRELIMINARY RESULTS

A. Dynamical Model

Fix an underlying probability space (Ω,F , P ) and con-
sider the following discrete-time MJLS

Σ :

{
xk+1 = A(θk)xk + B(θk)wk

zk = C(θk)xk +D(θk)wk
(1)

where xk ∈ Rn is the system state, wk ∈ Rm is the
system external disturbance and zk is the controlled output.
The process {θk, k ≥ 0} is described by a discrete-time
Markov chain with finite state-space Ξ = {1, . . . , σ} and
mode transition probabilities

πij(k) = Pr{θk+1 = j | θk = i} (2)

with the restrictions πij(k) ≥ 0 and
∑σ
j=1 πij(k) = 1,

∀k > 0. The set Ξ comprises the operation modes of
system (1) and for each possible value of θk = i, i ∈ Ξ,
we denote the matrices associated with the i-th mode
by Mi = M(θk = i). For notation, we define
Θk , {θ0, · · · , θk}.

πij(k) are the entries of the transition matrix Πk. If Πk = Π
for all k ≥ 0, then the Markov chain is known as an
homogeneous Markov chain. In the case of time dependent
transition probabilities, the Markov chain is known as non-
homogeneous. For more details concerning nonhomogeneous
Markov chains, one can refer to [8].
In the rest of the paper, we will refer to the case where
there is no assumption on the time variation character of
the transition matrix Πk as the general case.

To end this section, let us define the space `2 [(Ω,F , P )] of
F-measurable sequences {zk}∞k=0 for which

‖ z ‖2,

[ ∞∑
k=0

E
Θk

[
|zk|2

]] 1
2

<∞ (3)

where E
Θk

[·] denotes the expectation operator over Θk.
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B. Stochastic Stability

The concept of stochastic stability that we deal with in the
rest of the paper is presented next.

Definition 1 [6]. The system (1) with wk ≡ 0, is said to be

• Exponentially stable in the mean square sense with
conditioning of type I (ESMSCI) if there exist β >
1, q ∈ (0, 1) such that for any Markov chain
({θk}k>0, {Πk}k>0, Ξ) we have

E
[
|Φ(k, k0)xk0 |2

∣∣∣θk0 = i
]
6 β|xk0 |2qk−k0

∀ k > k0 > 0, i ∈ Ξk0 , xk0 ∈ Rn

where Φ(k, k0) is the fundamental random matrix solu-
tion of system (1), and Ξk0 = {i ∈ Ξ|Pr{θk0 = i} > 0}.

• Exponentially stable in the mean square sense (ESMS),
if there exist β > 1, q ∈ (0, 1) such that for any Markov
chain ({θk}k>0, {Πk}k>0, Ξ) we have

E
[
|Φ(k, k0)xk0 |2

]
6 β|xk0 |2qk−k0

∀ k > k0 > 0, xk0 ∈ Rn

Proposition 1. We deduce the following results from [6]:

i) ESMSCI ⇒ ESMS
ii) Under the following assumption:

H1) δk(i) = Pr{θk = i} > 0, ∀k > 0, ∀i ∈ Ξ.

we have that system Σ is ESMSCI if and only if there
exist matrices Pi(k) = PTi (k) and a positive scalar ξ,
such that

ATi P̃i(k+ 1)Ai −Pi(k) 6 −ξI, i ∈ Ξ, ∀k > 0 (4)

where

P̃i(k + 1) =

σ∑
j=1

πij(k)Pj(k + 1)

and

0 < η 6 λmin [Pi(k)] 6 λmax [Pi(k)] 6 η < +∞

i ∈ Ξ, ∀k > 0

Remark 1. Note that in ii) above, the assumption H1 can be
stressed to:

H2) The transition probability matrices Πk are nondegener-
ate stochastic matrices ∀k > 0.

Note also that H1 is verified if and only if H2 is verified
and δ0(i) = Pr{θ0 = i} > 0, ∀i ∈ Ξ (please reefer to [6] for
more details).
We will need H1 to prove our main results (see Lamma A.2).

III. MAIN RESULTS

Before giving the main results of this section, we first
introduce the definition of the H∞ norm for discrete-time
MJLS.

Definition 2. Assume that system (Σ) is ESMSCI. let x0 = 0
and define the H∞ norm, denoted ‖ Σ ‖∞, as

‖ Σ ‖∞:= sup
θ0∈Ξ

sup
w∈`2[(Ω,F,P )],‖w‖2 6=0

‖ z ‖2
‖ w ‖2

(5)

To derive the bounded real lemma, we need the following
definition of weak controllability of MJLS.

Definition 3. System (Σ) is weakly controllable if for
every initial state/mode, (x0, θ0), and any final state/mode,
(xf , θf ), there exists a finite time kc and an input wc(k) such
that

P [x(kc) = xf and θ(kc) = θf ] > 0 (6)

A. General case

Theorem 1. Assume that Σ is weakly controllable. Under
assumption H1, Σ is ESMSCI and satisfies ‖Σ‖∞ < γ if
only if there exist matrices Pi(k) = PTi (k), and a positive
scalar ξ, such that

Ωki 6 −ξI, i ∈ Ξ, ∀k > 0 (7)

where

Ωki =

[
Ai Bi
Ci Di

]T [ P̃i(k + 1) 0
0 I

]
?−
[
Pi(k) 0

0 γ2I

]
and: 0 < η 6 λmin [Pi(k)] 6 λmax [Pi(k)] 6 η < +∞,
i ∈ Ξ, ∀k > 0. �

Proof.
Sufficiency. Assume that there exist matrices Pi(k) =
PTi (k), and a positive scalar ξ, such that (7) is verified. Then,
it follows from Proposition 1 that Σ is ESMSCI under H1.
Let us now define the following cost functional

J γτ =

τ∑
k=0

E
Θk

[
zTk zk − γ2wTk wk

]
(8)

Note that ‖ Σ ‖∞< γ if and only if J γ∞ < 0, where J γ∞
corresponds to the cost functional (8) for τ −→∞.
Define Vθk(k, xk) , xTkP(k, θk)xk, then one has

J γτ =

τ∑
k=0

E
Θk+1

[
zTk zk − γ2wTk wk − Vθk(k, xk)

+Vθk+1
(k + 1, xk+1)

]
+

τ∑
k=0

E
Θk+1

[
Vθk(k, xk)− Vθk+1

(k + 1, xk+1)
]

=

τ∑
k=0

E
Θk

[(
xTk wTk

)
Ωkθk?

]
− E

Θτ+1

[
Vθτ+1

(τ + 1, xτ+1)
]

+ E
Θ0

[Vθ0(0, x0)] (9)
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Given x0 = 0, Vθ0(0, x0) = 0 for any initial mode θ0 ∈ Ξ,
hence

J γτ =

τ∑
k=0

E
Θk

[(
xTk wTk

)
Ωkθk?

]
− E

Θτ+1

[
Vθτ+1

(τ + 1, xτ+1)
]

6
τ∑
k=0

E
Θk

[(
xTk wTk

)
Ωkθk?

]
6 −ξ

τ∑
k=0

E
Θk

[
|wk|2

]
(10)

One knows that ‖w‖2 6= 0. This yield, as τ −→∞, J γ∞ < 0.

Necessity. First, we will show that if ‖Σ‖∞ < γ then there
exist matrices {Pi(k)} > 0, with λmax [Pi(k)] 6 η <
+∞, that satisfy the following backward generalized Riccati
equations (for i ∈ Ξ, ∀k > 0)

Pi(k) = ATi P̃i(k + 1)Ai + CTi Ci

+
[
BTi P̃i(k + 1)Ai +DTi Ci

]T
Vi(k + 1)−1? (11)

where Vi(k + 1) = γ2I − BTi P̃i(k + 1)Bi − DTi Di. We
will first prove that (11) is well defined. For every τ > 0,
Let {Pτi (k)} be the solution of (11) with the given final
value condition {Pτi (τ + 1)} = 0. We will show in a first
step that if ‖Σ‖∞ < γ, then there exists α > 0 such that,
∀τ > 0, V τi (k + 1) > αI, i ∈ Ξ, 0 6 k 6 τ , where
V τi (k + 1) = γ2I − BTi P̃τi (k + 1)Bi − DTi Di. This will be
shown using contradiction.

Suppose that for each ε > 0, there exists τε > 0 such that
λmin

[
V τεiε (kε + 1)

]
< ε, for some kε ∈ [0, τε] and some

iε ∈ Ξ. This can hold in three cases, which are resumed
in Lemma A.2, Lemma A.3 and Lemma A.4, respectively
(see Appendix A). Considering these lemmas, it results by
contradiction that if ‖Σ‖∞ < γ then there exists α > 0
such that V τi (k + 1) > αI, ∀τ > 0, i ∈ Ξ, 0 6 k 6 τ .
Also, by contradiction, one can show that ‖Σ‖∞ < γ
implies that there exists η > 0 such that ∀τ > 0, one has
λmax [Pτi (k)] 6 η < +∞, i ∈ Ξ, 0 6 k 6 τ + 1 (Lemma
A.5 in Appendix A).

Using induction, one can show that, ∀τ > 0, {Pτi (k)} > 0,
i ∈ Ξ, 0 6 k 6 τ + 1. Let us now define
Yτi (k) = Pτ+1

i (k) − Pτi (k), i ∈ Ξ, 0 6 k 6 τ + 1.
Using induction and Lemma A.1, one can also show that
Yτi (k) > 0, ∀τ > 0, i ∈ Ξ, 0 6 k 6 τ + 1. That is,
Pτi (k) 6 Pτ+1

i (k), i ∈ Ξ, 0 6 k 6 τ + 1. Hence, the
matrix sequences {Pτi (k)} are increasing sequences in τ ,
thus, uniform boundedness of these sequences (Lemma
A.5) implies convergence. Let Pi(k) = lim

τ−→∞
Pτi (k).

It is clear from the analysis above that the matrices
{Pi(k)} > 0 satisfy the generalized Riccati equation (11)
with λmax [Pi(k)] 6 η < +∞, i ∈ Ξ, ∀k > 0.

Now, let 0 < ρ2 < γ2 − ‖Σ‖2∞ and set γ̂ = (γ2 − ρ2)
1
2 . We

have ‖Σ‖∞ < γ̂. To conclude the proof of necessity, define
the perturbed plant Σε

Σε :

{
xk+1 = A(θk)xk + B(θk)wk

zεk = Cε(θk)xk +Dε(θk)wk
(12)

where ε = (ρ2 + ε20)
1
2 and

Cε(θk) =

[
C(θk)
εI

]
, Dε(θk) =

[
D(θk)
0

]
.

For sufficiently small ε0 > 0 and ρ > 0, Σε is ESMS
and ‖Σε‖∞ < γ̂. Using the same arguments as above,
one conclude that there exist matrices {Pεi (k)} > 0, with
λmax [Pεi (k)] 6 η < +∞, that satisfy the following gener-
alized Riccati equations (for i ∈ Ξ, ∀k > 0)

Pεi (k) = ATi P̃εi (k + 1)Ai + (Cεi )TCεi

+
[
BTi P̃εi (k + 1)Ai + (Dεi )TCεi

]T
(V εi (k + 1))

−1
?

(13)

where V εi (k+ 1) = γ̂2I−BTi P̃εi (k+ 1)Bi− (Dεi )TDεi . After
multiplying out all the matrices, one obtaines

Pεi (k)−ATi P̃εi (k + 1)Ai − CTi Ci

− ρ2I−
[
BTi P̃εi (k + 1)Ai +DTi Ci

]T (
Ṽ εi (k + 1)

)−1

?

= ε20I > 0 (14)

where Ṽ εi (k+ 1) = γ̂2I−BTi P̃εi (k+ 1)Bi−DTi Di. Clearly,
Pεi (k) > ε2I > 0, i ∈ Ξ, ∀k > 0. Finally, apply the Schur
complement property to show that {Pεi (k)} satisfy[
Ai Bi
Ci Di

]T [ P̃εi (k + 1) 0
0 I

]
?

−
[
Pεi (k) 0

0 γ2I

]
< −ρ2I, i ∈ Ξ, ∀k > 0

Hence, the proof is complete. �

B. Periodic case

In [7], the authors considered a class of nonhomogeneous
MJLS with p-periodic probability transition matrix satisfying
Πk+p = Πk, and proposed testable stability conditions for
this class of systems. They pointed out that when p tends
to infinity, the periodic representation may be used as an
approximation of the general case.
In what follows, we present a bounded real lemma for this
class of nonhomogeneous MJLS with p-periodic probability
transition matrix.

Before doing this, let us recall the following stability result
for this class of systems.

Proposition 2 [6].
i) ESMSCI ⇔ ESMS
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ii) System Σ is ESMS if and only if there exist p-periodic
symmetric positive definite matrices Pi(k) = PTi (k) >
0, Pi(k + p) = Pi(k), such that

ATi P̃i(k + 1)Ai − Pi(k) < 0, i ∈ Ξ, ∀k > 0 (15)

�

We are now in position to introduce the main result of this
section.

Proposition 3. Assume that Σ is weakly controllable. Under
assumption H1, Σ is ESMS and satisfies ‖Σ‖∞ < γ if only
if there exist p-periodic symmetric positive definite matrices
Pi(k) = PTi (k) > 0, Pi(k + p) = Pi(k), such that[
Ai Bi
Ci Di

]T [ P̃i(k + 1) 0
0 I

]
?−

[
Pi(k) 0

0 γ2I

]
< 0

(16)
i ∈ Ξ, ∀k > 0

�

Proof. The proof follows from Theorem 1 and the periodicity
property of the probability transition matrix. �

An equivalent formulation of condition (16) is given as
follows.

Corollary 1. Assume that Σ is weakly controllable. Under
assumption H1, Σ is ESMS and satisfies ‖Σ‖∞ < γ if only
if there exist positive-definite matrices P li = (P li)T such that
for l ∈ {0 · · · p− 1}[
Ai Bi
Ci Di

]T [ P̃ l+1
i 0
0 I

]
?−
[
P li 0
0 γ2I

]
< 0, i ∈ Ξ

(17)
and

Ppi = P0
i , i ∈ Ξ (18)

where

P̃ l+1
i =

σ∑
j=1

πij(l)P l+1
j

�
Remark 2. Corollary 1 requires the solution of σ × p
linear matrix inequalities (LMIs) and σ equality constraints.
In practice, however, only the following σ × p LMIs are
necessary[

Ai Bi
Ci Di

]T [ P̃ l+1
i 0
0 I

]
?−

[
P li 0
0 γ2I

]
< 0

i ∈ Ξ, l ∈ {0 · · · p− 2}

and[
Ai Bi
Ci Di

]T [ P̃0
i 0
0 I

]
?−

[
Pp−1
i 0
0 γ2I

]
< 0

i ∈ Ξ

where

P̃0
i =

σ∑
j=1

πij(p− 1)P0
j

IV. CONCLUSION

This note presented a bounded real lemma for some classes
of discrete-time Markov jump linear systems with time
varying transition probabilities. Different cases, depending
on the time variation character of the transition probabilities
have been considered. The developed results can be viewed
as an extension of the bounded real lemma of MJLS with
homogeneous Markov chains to the nonhomogeneous case.

APPENDIX A

Lemma A.1. Let {Pτi (k)} and {P̂τi (k)} be solutions of
(11), corresponding to γ and γ̂, with the given final value
conditions {Pτi (τ + 1)} = {P̂τi (τ + 1)} = 0, respectively.
Define ∆Pτi (k) = P̂τi (k) − Pτi (k). Then, ∀i ∈ Ξ and
0 6 k 6 τ , we have

∆Pτi (k) = ÃTi (k + 1)∆P̃τi (k + 1)Ãi(k + 1)

+ (γ2 − γ̂2)(Kτi )T (k + 1)Kτi (k + 1)

+
[
BTi ∆P̃τi (k + 1)Ãi(k + 1) + (γ2 − γ̂2)Kτi (k + 1)

]T
× (V̂ τi (k + 1))−1? (19)

where

∆P̃τi (k + 1) = P̌τi (k + 1)− P̃τi (k + 1)

P̌τi (k + 1) =
∑σ
j=1 πij(k)P̂τj (k + 1)

Kτi (k + 1) = (V τi (k + 1))−1
[
BTi P̃τi (k + 1)Ai +DTi Ci

]
V̂ τi (k + 1) = γ̂2I− BTi P̌τi (k + 1)Bi −DTi Di
Ãi(k + 1) = Ai + BiKτi (k + 1)

�
Proof. The proof follows the same algebraic manipulation
as in Lemma 3.1 in [4]. �
Lemma A.2. Let {Pτi (k)} be the solution of (11) with the
given final value condition {Pτi (τ + 1)} = 0. Assume that
there exists τ > 0 and 0 6 k0 6 τ such that {V τi (k+1)} > 0
for k0 +1 6 k 6 τ and V τi0(k0 +1) has a negative eigenvalue

wk =


0, 0 6 k 6 k0 − 1

χ{θk0 = i0}νk0 , k = k0(
V τθk(k + 1)

)−1
(
BTθk P̃

τ
θk

(k + 1)Aθk +DTθkCθk
)
xk, k0 + 1 6 k 6 τ

0 else
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for some i0 ∈ Ξ. Then, ‖Σ‖∞ > γ. �
Proof. Let λk0 < 0 be the negative eigenvalue of V τi0(k0 +
1) and νk0 the corresponding eigenvector, i.e. V τi0(k0 +
1)νk0 = λk0νk0 . Define the disturbance input shown at
the bottom of the previous page, where χ{θk0 = i0} ={

1 if θk0 = i0

0 else
.

Note that, applying this disturbance to the system with
x0 = 0, one has xk = 0 for 0 6 k 6 k0. This yields
the following

J γ∞ =

∞∑
k=0

E
Θk

[
zTk zk − γ2wTk wk

]
>

τ∑
k=0

E
Θk

[
zTk zk − γ2wTk wk

]
= E

Θk0

[
zTk0zk0 − γ

2wTk0wk0
]

+

τ∑
k=k0+1

E
Θk+1

[
Vτθk(k, xk)

−Vτθk+1
(k + 1, xk+1)

]
+

τ∑
k=k0+1

E
Θk+1

[
zTk zk − γ2wTk wk − Vτθk(k, xk)

+Vτθk+1
(k + 1, xk+1)

]
= E

Θk0

[
zTk0zk0 − γ

2wTk0wk0
]

+ E
Θk0+1

[
Vτθk0+1

(k0 + 1, xk0+1)
]

− E
Θτ+1

[
Vτθτ+1

(τ + 1, xτ+1)
]

= E
Θk0

[
wTk0

(
DTθk0Dθk0 − γ

2I

+BTθk0

 σ∑
j=1

πθk0 j(k0)Pτj (k0 + 1)

Bθk0
wk0


= E

Θk0

[
−wTk0V

τ
θk0

(k0 + 1)wk0

]
= −δk0(i0)λk0 |νk0 |2 > 0. (20)

where the last inequality follows from H1. Hence ‖Σ‖∞ > γ.
�

Lemma A.3. Let {Pτi (k)} be the solution of (11) with
the given final value condition {Pτi (τ + 1)} = 0. Assume
that there exists τ > 0 and 0 6 k0 6 τ such that
{V τi (k+ 1)} > 0 for k0 + 1 6 k 6 τ and V τi0(k0 + 1) has a
zero eigenvalue for some i0 ∈ Ξ. Then, ‖Σ‖∞ > γ. �

Proof. Let {Pτi (k)} be the solution of (11) corresponding
to γ. By assumption {V τi (k + 1)} > 0 for k0 + 1 6 k 6 τ
and V τi0(k0 + 1) has a zero eigenvalue for some i0 ∈ Ξ.
Given ε > 0, let {P̂τi (k)} be a second solution of (11),
corresponding to (γ − ε), with given final condition
{P̂τi (τ + 1)} = 0. If ε > 0 is sufficiently small, then
{V̂ τi (k+ 1)} > 0 for k0 + 1 6 k 6 τ . Now, using induction
and Lemma A.1, one can show that ∆Pτi (k) > 0 for
k0 +1 6 k 6 τ+1. It follows that V̂ τi0(k0 +1) < V τi0(k0 +1)

and hence V̂ τi0(k0 +1) has a negative eigenvalue. By Lemma
A.2, we have ‖Σ‖∞ > (γ − ε). Since ε > 0 can be
sufficiently small, then ‖Σ‖∞ > γ. �

Lemma A.4. Let {Pτi (k)} be the solution of (11) with the
given final value condition {Pτi (τ + 1)} = 0. Assume that
∀τ > 0, {V τi (k + 1)} > 0 for 0 6 k 6 τ . Suppose that
for some i0 ∈ Ξ, ∀ε > 0, there exists τε > 0 such that
0 < λmin

[
V τεi0 (kε + 1)

]
< ε, for some kε ∈ [0, τε]. Then

‖Σ‖∞ > γ. �

Proof. It follows the same arguments as for the proof of
Lemma A.3. �

Lemma A.5. Assume that Σ is weakly controllable. Let
{Pτi (k)} be the solution of (11) with given final value
condition {Pτi (τ + 1)} = 0, and assume that, ∀τ > 0,
{V τi (k + 1)} > 0, for 0 6 k 6 τ . Suppose that for
some θ∗ ∈ Ξ, ∀ε > 0, there exists τε > 0 such that
λmax [Pτεθ∗(kε)] > ε for some kε ∈ [0, τε]. Then ‖Σ‖∞ > γ.
�

wjlk =


wck, 0 6 k 6 kc − 1

wlk, if (xkc , θkc) = (ν∗, θ∗), kc 6 k 6 kc + τjl − kjl
0 else

where wlk =
(
V
τjl
θk

(k + kjl + 1− kc)
)−1 (

BTθk P̃
τjl
θk

(k + kjl + 1− kc)Aθk +DTθkCθk
)
xk
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Proof. By assumption, one knows that ∃θ∗ ∈ Ξ and
sequences {τj}∞j=0, {kj}∞j=0 (kj ∈ [0, τj ]) such that
λmax

[
Pτjθ∗(kj)

]
−→ ∞ as j −→ ∞. Let νj be the eigen-

vector associated to λmax

[
Pτjθ∗(kj)

]
normalized to |νj | =

1. Then, there exists ν∗ and a subsequence jl such that
lim

jl−→∞
νjl = ν∗.

Applying the weak controllability assumption, one knows
that given x0 and any initial mode θ0, there exists a finite
time kc and an input wck such that

P [x(kc) = ν∗ and θ(kc) = θ∗] = µ > 0 (21)

Define the disturbance input given at the bottom of the
previous page. Applying this disturbance, one gets

J γ∞ >
kc+τjl−kjl∑

k=0

E
Θk

[
zTk zk − γ2

(
wjlk

)T
wjlk

]

=

kc−1∑
k=0

E
Θk

[
zTk zk − γ2(wck)Twck

]
+

kc+τjl−kjl∑
k=kc

E
Θk+1

[
Vτjlθk (k + kjl − kc, xk)

−Vτjlθk+1
(k + kjl + 1− kc, xk+1)

]
+

kc+τjl−kjl∑
k=kc

E
Θk+1

[
zTk zk − γ2

(
wjlk

)T
wjlk

−Vτjlθk (k + kjl − kc, xk) + Vτjlθk+1
(k + kjl + 1− kc, xk+1)

]
=

kc−1∑
k=0

E
Θk

[
zTk zk − γ2(wck)Twck

]
+ E

Θkc

[
Vτjlθkc (kjl , xkc)

]
=

kc−1∑
k=0

E
Θk

[
zTk zk − γ2(wck)Twck

]
+ µ(ν∗)TPτjlθ∗ (kjl)ν

∗

(22)

The summation term above is a fixed cost ∀jl while, by
assumption, the second term can be made arbitrary large (as
jl −→ ∞). Then, there exists jl such that J γ∞ > 0. Hence
‖Σ‖∞ > γ. �
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