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Early-onset schizophrenia (EOS) offers a unique opportunity to study pathophysiological mechanisms and
development of schizophrenia. Using 26 drug-naive, first-episode EOS patients and 25 age- and
gender-matched control subjects, we examined intrinsic connectivity network (ICN) deficits underlying
EOS. Due to the emerging inconsistency between behavior-based psychiatric disease classification system
and the underlying brain dysfunctions, we applied a fully data-driven approach to investigate whether the
subjects can be grouped into highly homogeneous communities according to the characteristics of their
ICNs. The resultant subject communities and the representative characteristics of ICNs were then associated
with the clinical diagnosis and multivariate symptom patterns. A default mode ICN was statistically absent
in EOS patients. Another frontotemporal ICN further distinguished EOS patients with predominantly
negative symptoms. Connectivity patterns of this second network for the EOS patients with predominantly
positive symptom were highly similar to typically developing controls. Our post-hoc functional connectivity
modeling confirmed that connectivity strength in this frontotemporal circuit was significantly modulated
by relative severity of positive and negative syndromes in EOS. This study presents a novel subtype discovery
approach based on brain networks and proposes complex links between brain networks and symptom
patterns in EOS.

arly-onset schizophrenia (EOS) is a rare and severe form of schizophrenia characterized by psychotic

symptoms before the age of 18, worse prognosis than adult-onset counterparts'~, and greater genetic

liability*. EOS opens a unique opportunity to study the pathophysiological development and mechanisms
of schizophrenia®. Neuroimaging studies have reported widespread brain structure abnormalities in EOS®®,
suggesting that the functional impairments are distributed across brain networks.

The relationship between EOS and impairments in large-scale functional brain networks, however, remains
unclear. Which brain networks are vulnerable to schizophrenia and how dysfunctions of these networks are
related to the manifestation of symptoms are open questions. There have been extensive studies on intrinsic
functional connectivity networks in adult-onset schizophrenia®!, but the complex reorganization of functional
networks during brain maturation makes it challenging to parse pathophysiological effects from normal devel-
opmental changes in brain networks. To our knowledge, resting-state fMRI studies on drug-naive, first-episode
EOS patients are completely lacking.

In the present study, we recruited 26 first-episode, drug-naive EOS patients and 25 matched typical developing
control (TDC) teenagers to investigate the characteristics of intrinsic connectivity networks (ICNs) measured
using resting-state fMRI. As pointed out by Kapur et al."?, “the current diagnostic system was not designed to
facilitate biological differentiation and it does not”. Acknowledging the high potential that patients diagnosed
based on behavioral symptoms may be highly heterogeneous in pathology, we decided against simply comparing
ICNs between pre-defined subject groups under the assumption that all patients share homogeneous ICN
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characteristics. Instead, we adopted the spirit of the ‘Research
Domain Criteria’ project” and aimed to utilize the inter-subject
heterogeneity of ICNs to inform potential subtypes of patients.

We employed a systematic data-mining approach, “generalized
ranking and averaging independent component analysis by repro-
ducibility” (gRAICAR™ ), to investigate whether the subjects can
be grouped into communities according to the characteristics of their
ICNis (See Figure 1 for a graphical demonstration). The subjects in a
highly homogeneous community derived from an ICN could share a
common pathophysiology that is different from other subjects. This
homogeneous subject community thus may suggest a pathophysio-
logical subtype. The clinical diagnosis and behavioral measures were
not used to define subject groups prior to gRAICAR analysis, but
they were associated to the ICN-derived subject communities to
interpret the findings in neuroimaging data. gRAICAR identified
15 ICNs that showed modest to high consistency across all subjects.

We further examined the subject communities revealed by each of
these 15 ICNs, and interpreted the ICN-derived subject communities
using clinical symptom patterns. We found two ICNs whose subject
community profiles exhibited significant associations with clinical
diagnosis or relative severity of the positive and negative symptoms.

Results
The dataset included 26 drug-naive, first-onset EOS patients and 25
TDC subjects. Demographical and clinical information of the
patients and healthy controls are shown in Table 1. There was no
significant difference between the two groups in terms of sex ratio
(x*(1) = 0.002, p = 0.98), age ((49) = —0.20, p = 0.84), or head
motion parameters (t(49) = —0.24, p = 0.81) as measured by the
mean of frame-wise displacement.

Preprocessed functional images of all subjects were analyzed using
gRAICAR. The resting-state scan for each subject was decomposed
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Figure 1| Demonstration of gRAICAR analysis flow. For simplicity, we demonstrate the workflow with only three subjects (denoted as S1, S2, and S3).
First, the fMRI data for the subjects are decomposed individually using spatial independent component analysis (ICA) into spatial components (ICs). The
resultant component maps are presented in the light blue layer. Suppose that for each subject we obtain four ICs. The circles representing the ICs that
are color coded to indicate which subject they are from. gRAICAR is applied to these ICs from individual subjects. In the pink layer, we present a
distance space. The similarity between all ICs is depicted in this distance space. The aim of gRAICAR is to identify ICs that are from different subjects but
are close to each other (as marked with black dashed circles). These ICs are clustered to form group-level aligned components (ACs). For each AC,
according to the distance between its composing ICs, we get a similarity matrix indicating the similarity across all subjects. Based on this similarity matrix,
a community detection algorithm can be applied to each AC to identify homogeneous subject communities among all subjects.
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Table 1 | Demographical and clinical information

TDC EOS’ EOS (p > n)? EOCS (n>p)
n=25 n=26 n=28 n=13
Mean SD Mean SD Mean SD  Mean SD
Age [years) 14.37 2.97 14.51 1.94 14.43 1.54 1491 1.50
PANSS total 59.58 14.21 59.2511.09 57.69 16.69
Positive 12.63 4.76 14.62 3.54 10.46 3.76
Negative 12.50 5.08 10.13 2.95 15.31 5.38
General 29.33 8.37 29.88 6.15 28.46 7.93
Supplemental 504 548 4.62 226 3.46 0.88
n % n % n % n %
Gender
Male 12 48 13 50 3 38 7 54
Female 13 52 13 50 5 62 6 46

Abbreviations: PANSS: positive and negative symptom scales; TDC: typical developing control
subjects; EOS: early-onset schizophrenia patients; p > n: EOS patients with stronger positive
symptom scores than negative scores; n > p: EOS patients with stronger negative symptom scores
than positive scores.

Notes:

'. The PANSS scores for two patients are not available, so the PANSS total, positive, negative, and
general scores are calculated based on 24 patients (n = 24);

2. Five patients were excluded when the patients were separated into p > n and n > p categories
due to missing PANSS scores (two patients) and equal positive and negative scores (three patients).

into spatial components using independent component analysis.
gRAICAR then searched for similar spatial components across all
subjects and clustered them as aligned components (ACs), regardless
of their group identities. For each group-level AC, gRAICAR com-
puted a similarity matrix showing inter-subject similarity between
their spatial components that contributed to this AC (see Figure 1).
The contribution of each subject to each AC was examined with a
permutation test. A k-clique community detection algorithm was
applied to the similarity matrix of each AC to identify highly homo-
geneous subject communities based on similarity of spatial
components.

This approach identified 15 ACs representing ICNs with at least 5
significantly contributing subjects. The inter-subject similarity
matrix for each ICN (e.g., Figure 2B) reflected a subject community
profile (e.g., Figure 2C). The ICN-derived subject communities
reflect potential subgroups of subjects that share similar ICN char-
acteristics. These subgroups were obtained independently from clin-
ical diagnosis. To interpret these findings, we hypothesized that the
subjects could be grouped into communities according to their clin-
ical measures that maximally agreed with the ICN-derived com-
munities. In the following sections, we report two ICN-derived
subject communities that are most related to clinical measures.
The other 13 ICNs are presented in Supplementary Figure 1, though
they have much weaker relationships with the clinical measures.

An ICN associated with EOS diagnosis. One ICN formed by the
precuneus (PCU; x = —9 mm, y = —69 mm, z = 45 mm in MNI
space) and left and right angular gyri (I-AG; x = +48,y = =72,z =
+21 and r-AG; x = —39,y = —81, z = +24) reflected a subject
community profile associated with the EOS/TDC diagnosis
(Figure 2). The inter-subject similarity matrix of this PCU-AG
ICN (Figure 2B) depicts similarities between all of the subjects that
can be visualized in a graph using a multi-dimensional scaling
approximation (Figure 2C). According to the binary community
profile, 68% (17 of 25) TDC subjects were included in the
community, whereas 35% (9 of 26) EOS subjects were included.
The mean age of the 26 subjects included in this community was
14.5 (standard deviation = 2.62), and the mean age of subjects not
included in this community was 14.4 (standard deviation = 2.36).
There was no significant difference in age between the subjects
within and outside this community (t(49) = —0.21, p = 0.83).

To quantify the association between the ICN-derived inter-subject
relationship and the clinical diagnosis, we constructed a clinical sim-
ilarity matrix'” with all connections between TDC subjects as 1 and
all other inter-subject connections as 0 (see Supplementary Methods
“Linking ICN-derived subject communities to clinical characteris-
tics”). This clinical similarity matrix was correlated with the ICN-
derived similarity matrix from each of the 15 ICNs. The correlation
coefficient for the PCU-AG ICN was r = 0.20 (p < 107°, multiple
comparison corrected), which was the largest among the 15 ICNs.
The significance of this association was determined by a permutation
test where the diagnosis labels (EOS vs. control) of the subjects were
randomly permuted 1000 times. This observation indicates a signifi-
cant association between the presence of this PCU-AG ICN and the
clinical diagnosis.

An ICN associated with multivariate symptom patterns. The
second ICN’s subject community profile reflected the relative
severity of the positive and negative symptoms in EOS patients, as
rated by the Positive and Negative Syndrome Scale (PANSS). As
Figure 3A shows, this ICN consisted of left superior temporal
gyrus (I-STG; x = +48, y = —24, z = —9), right superior
temporal gyrus (r-STG; x = —63,y = —27, z = 0), left inferior
frontal gyrus (I-IFG; x = +54, y = +18, z = —6), and right
inferior frontal gyrus (r-IFG; x = —48,y = +18,z = —9). We
refer to this ICN as the STG-IFG network. The subject community
detected based on the inter-subject similarity matrix of this ICN
contained 31 subjects. 88% of EOS patients with positive >
negative scores (p > n) and 76% of TDC subjects were identified
as members of this subject community, whereas only 38% of EOS
patients with negative > positive scores (n > p) were included in the
community (three subjects with equal positive and negative scores
and two without PANSS score records were excluded from this
calculation). The mean age of the 31 subjects included in the
community was 14.3 (standard deviation = 1.99), and the mean
age of the 15 subjects not included in the community was 14.7
(standard deviation = 2.70). There was no significant difference in
age between the subjects within and outside the community (t(44) =
0.54, p = 0.59). These observations indicate that the p > n EOS
patients have an ICN similar to TDC subjects, but not the n > p
EOS patients. These results suggest a novel hypothesis regarding the
association between this ICN and the multivariate symptom patterns
in EOS patients.

We quantified this novel association by constructing a clinical
similarity matrix that represented all TDC subjects and the EOS
patients with relatively higher positive symptom scores as one com-
munity (the connections between these subjects were 1, and the
others are 0). As a result, the correlation coefficient between the
ICN-based similarity matrix and the clinical similarity matrix was
r = 0.27 (p < 107>, multiple comparison corrected). The significance
of this association was evaluated using a permutation test where the
clinical labels (EOS p > n, EOS n > p, and control) were randomly
permuted for 1000 times. This observation indicates that the EOS
patients with more predominant positive symptoms share similarity
with the TDC subjects in this STG-IFG ICN, while the EOS patients
with more predominant negative symptoms are associated with
abnormality in this STG-IFG network.

Reliability of the gRAICAR findings. Since the associations between
the ICN-derived subject communities and the clinical measure/
diagnosis-derived communities were detected based on a limited
sample (n = 51), we further evaluated the reliability of detecting
the associations (i.e., to rule out the possibility that the ICN-
symptom associations reported above can only be found in this
specific sample). As mentioned above, the ICN-symptom associa-
tions were quantified using correlation coefficients (r) between the
inter-subject similarity matrices derived independently from ICNs
and from clinical measures. We thus evaluated the generalizability
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Figure 2 | gRAICAR reveals the precuneus-angular gyri (PCU-AG) network is associated with EOS diagnosis. (A) PCU-AG network rendered onto
cortical surfaces of the brain. The network consists of three brain regions located in the precuneus, left angular gyrus, and right angular gyrus. The maps
were thresholded at |Z| > 1.5 for better visualization on the surfaces. (B) Similarity matrix of the PCU-AG networks across all subjects. Both horizontal
and vertical axes represent subjects. For visualization purpose, the subjects are grouped into TDC and EOS groups, and the pink solid lines mark the
boundary between the two subject groups. (C) A multi-dimension scaling graph visualizing inter-subject similarity from (B) with community detection
results. In the graph, each node represents a subject, and the color of the node encodes the subject group (TDC or EQOS, see the legend). The distance
between every pair of nodes indicates the similarity between the ICNs from the two corresponding subjects. The community detection algorithm
identified a number of maximal-cliques (as indicated with gray lines) and merged those with overlapping nodes, yielding the subject community marked
by pink circles. 68% (17/25) of TDC subjects were included in the community, while only 34% (9 of 26) of EOS subjects were included.

of the associations using sample distributions of these correlation employed a bootstrap approach to estimate the sample distributions.
coefficients. A sample distribution of a correlation coefficient takes ~The gRAICAR procedure was applied to the bootstrapped samples to
into account the randomness in the sampling procedure and provides  compute ICN-derived inter-subject similarity matrices. The
an estimate of the correlation coefficients at the population level. We  correlation coefficients between these ICN-derived similarity
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Figure 3 | gRAICAR reveals the superior temporal gyri-inferior frontal gyri (STG-IFG) network is associated with positive-negative symptom
patterns. (A) STG-1FG network rendered onto cortical surfaces of the brain. This network consists of bilateral superior temporal gyri and bilateral inferior
frontal gyri. The maps were thresholded at |Z| > 1.5 for better visualization on the surfaces. (B) Similarity matrix of the STG-IFG networks across all
subjects. Both horizontal and vertical axes represent subjects. For visualization purpose, the subjects are grouped into TDC, p > n EOS, and n > p EOS
groups. The pink solid lines mark the boundary between TDC subjects and EOS patients, and the blue dashed lines indicate the boundary between p > n
EOS and n > p EOS patients. (C) A multi-dimension scaling graph visualizing inter-subject similarity from (B) with community detection results. In the
graph, each node represents a subject, and the color of the node encodes the subject group (TDC, p > n EOS, and n > p EOS, see the legend). The pink
circles indicate subject memberships of the community detected based on inter-subject similarity matrix in (B). 76% (19/25) of TDC subjects and 88% (7/
8) of EOS patients with positive > negative scores (p > n) were identified as members of this community, while only 38% (5/13) of EOS patients with
negative > positive scores (n > p) were identified as members of the subject community.

| 4:5549 | DOI: 10.1038/srep05549 5



matrices and the clinical measure-derived similarity matrices were
then calculated to generate the sample distribution (see Methods).

The sample distribution of the association between the PCU-AG
ICN and the clinical diagnosis yielded a mean of r = 0.21 and a 95%
confidence interval of [0.03, 0.43]. 99% of the correlation coefficients
were larger than 0. The sample distribution of the association
between the STG-IFG ICN and the relative positive-negative symp-
tom severity showed a mean of r = 0.23 and a 95% confidence
interval of [—0.02, 0.47]. 97% of the correlation coefficients were
larger than 0. These observations indicate that the ICN-symptom
associations reported above are highly likely to be discovered by
gRAICAR in different datasets of the same sample size.

We also evaluated the influence of parameters in the k-clique
community detection algorithms (see Methods). As a result, the
subject communities reflected in the two ICNs are robust across
different choices of parameters. Technical details are presented in
Supplementary Methods (“Evaluating the Influence of Parameters
on Community Profiles”) and Supplementary Figure 2.

Analysis of functional connectivity strength. The gRAICAR results
revealed that the inter-subject similarities reflected in two ICNs are
associated with clinical diagnosis or symptom patterns. We then
performed post-hoc functional connectivity analyses within the
PCU-AG and STG-IFG ICNs, aiming to investigate the strength of
functional connectivity between the regions in the two identified
ICNs. Unlike the gRAICAR analysis that attempted to associate
large-scale network patterns (obtained using independent compo-
nent analysis) with clinical symptoms, the following analysis focused
on examining the association between the functional connectivity
strength, measured using the commonly used Pearson’s correlation
coefficient between two regions, and the symptom patterns. In
addition, potential confounding factors such as age, gender, and
degree of head motion during the fMRI scan were controlled in the
post-hoc analyses. These analyses provided supporting evidence for
the findings from the gRAICAR analysis.

For the PCU-AG ICN, we obtained three regions of interest
(ROIs) by applying a threshold of Z > 2.0 and a cluster size >8
voxels to its brain map, including the PCU, the 1-AG, and the r-
AG. The time series at each voxel within these ROIs was extracted
to construct a voxel-wise correlation matrix. The correlation coeffi-
cients between voxels belonging to different ROIs were converted
into Fisher’s Z values and then averaged to obtain a metric of inter-
ROI functional connectivity (inter-FC) for each connection. A net-
work model highlighting the functional connectivity difference
between TDC and EOS subjects is shown in Figure 4A and the
corresponding statistical comparisons are displayed in Figure 4B.
A linear model was used to examine the differences in inter-FC
between TDC and EOS subjects, where age (centered to mean) and
gender (coded as a factor) were included as covariates. The results
showed higher inter-FC in TDC than in EOS subjects in connections
between the PCU and the r-AG (connection 1 in Figure 4A, t(46) =
2.35,p = 0.01) and between the PCU and the 1-AG (connection 2 in
Figure 4A, t(46) = 2.07, p = 0.02). These results were retained when
the head motion parameters were also included as a covariate in the
statistical tests (PCU - r-AG connection: t(45) = 2.36,p = 0.01; PCU
- I-AG connection: t(45) = 2.07, p = 0.02). These observations
confirmed that EOS patients exhibit aberrant functional connectivity
within the PCU-AG ICN.

For the STG-IFG ICN associated with the multivariate symptom
patterns, we computed the inter-FC across four ROIs (I-STG, r-STG,
I-TIFG, and r-IFG) in the same way as described above, yielding inter-
FC values for six connections. The EOS patients were separated into
p > n (8 patients) and n > p (13 patients) groups based on their
PANSS scores. The connections between every pair of ROIs were
compared across TDC, p > n EOS, and n > p EOS groups. A
network model highlighting the functional connectivity difference

between TDC and n > p EOS subjects is shown in Figure 4C, and the
corresponding statistical comparisons are displayed in Figure 4D.
The functional connectivity was significantly stronger in TDC com-
pared with n > p EOS in the connections between r-STG and r-IFG
(connection 2 in Figure 4C, t(34) = 1.73, p = 0.04), r-STG and I-IFG
(connection 3 in Figure 4C, t(34) = 2.35, p = 0.01), and 1-STG and -
IFG (connection 5 in Figure 4C, t(34) = 1.96, p = 0.03). In contrast, p
> n EOS did not show any significant differences from TDC in any
connections. When comparing p > n EOS patients with n > p EOS
patients, we observe significantly stronger connections in p > n EOS
patients between r-STG and r-IFG (t(17) = 2.48, p = 0.01) and
between r-STG and I-IFG (t(17) = 2.24, p = 0.02). These observa-
tions were retained when the head motion parameters were also
included as a covariate in the comparison (in the TDC vs. n > p
EOS comparison: r-STG - r-IFG: t(33) = 1.73, p = 0.04; r-STG - 1-
IFG: t(33) = 2.33,p = 0.01;1-STG - I-IFG: t(33) = 1.93,p = 0.03; in
the p > n EOS vs. n > p EOS comparison: r-STG - r-IFG: t(16) =
2.45,p = 0.01; r-STG - I-IFG: t(16) = 2.17, p = 0.03). These results
confirmed a novel association that the dysfunction of STG-IFG ICN
reflects a predominance of negative symptoms in EOS patients. This
ICN in EOS dominated by positive symptoms is highly similar to that
in healthy population.

To further verify the above findings, we examined the interaction
effect of positive and negative scores on the functional connectivity
strength within this ICN. We built a regression model to fit each
connection, with positive scores, negative scores, positive-negative
interactions, age, gender, and head motion parameters as regressors.
The inter-FC of EOS patients for each connection was converted into
a percentage change relative to the mean inter-FC value from all TDC
subjects, which was used as a dependent variable in the models.
Figure 5 shows the fitted inter-FC (colors indicate strength) for each
of the six connections as a function of both positive and negative
scores. The interaction between the two scores significantly affects
the connection strength between the I-STG and I-IFG (connection 5
in Figures 4C and 5E, t(17) = 1.97, p = 0.03). Intuitively, the effects
of the interaction between positive and negative scores on the inter-
EC are reflected in the color gradient that changes predominantly
along the diagonals of Figure 5E. Similar trends predicting functional
connectivity strength changes along the left-to-right descending
diagonal were also observed in connections r-STG - I-IFG and I-
STG - r-IFG (Figure 5C-D), although they were not statistically
significant. The significant interaction effects of positive-negative
scores on functional connectivity strength in the STG-IFG ICN fur-
ther support that the abnormality of the STG-IFG functional con-
nectivity is relevant to the bivariate relationship between positive and
negative symptoms.

Discussion
Uncovering characteristics of brain networks is fundamental to
understanding the pathophysiological roots of early-onset schizo-
phrenia. This task is challenging due to the lack of a priori knowledge
about brain dysfunctions in early disease progression, confounding
effects of psychoactive drugs, and the heterogeneity in developing
brains’. Moreover, it is unlikely to find a powerful one-to-one
mapping between biological alteration and mental disorder that
is defined based on expressed feelings and observed behavior'*.
These challenges motivated us to apply a systematic data-mining
approach'*'¢ to investigate the characteristics of ICNs with a sample
of 26 first-episode, drug-naive EOS patients and 25 age- and sex-
matched TDC subjects. We report intrinsic functional brain net-
works whose presence/absence in ICA results are associated with
either the clinical diagnosis of EOS or the multivariate symptom
patterns reflecting the balance between positive and negative symp-
toms in the EOS population.

The core findings of this study are novel associations between ICN
characteristics and clinical symptom patterns. Specifically, we found
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two reliable associations: the PCU-AG ICN is associated with clinical
diagnosis of EOS; the STG-IFG ICN is associated with the relative
severity of the positive and negative symptoms. These findings
resulted from a systematic data mining approach, gRAICAR, which
pools all patients and normal controls together to detect highly
homogeneous subject communities according to the similarity of
their ICNs. The understudied EOS population is especially suitable
for such a data mining approach that does not impose a strong
assumption on group homogeneity.

Our results showed that an ICN represented by the PCU and
bilateral AG could be consistently identified in TDC subjects but
not in EOS patients, a result echoed by a face discrimination study
showing abnormal activations in cuneus, PCU, and inferior temporal
cortex in EOS patients'®. These observations are further supported by
findings from studies on brain structure alterations in EOS"*"7",
Numerous studies have suggested that the PCU and AG are import-
ant multimodal hubs in the brain for both structural and functional
connectivity**>*. Thus, the disruption of the PCU-AG connections
we observed in EOS patients may impair the integration of and
interactions between multiple brain networks, potentially leading
to the disorganized cognitive and emotional functions associated
with psychotic symptoms.

The PCU and AG are frequently reported as the posterior-lateral
part of the default mode network*?¢, which is considered to play an

essential role in consciousness” and visuospatial cognition®.
Alternations in the default mode network have previously been
reported to be relevant to schizophrenia®'. Our results reveal
default mode network dysfunction in EOS and further imply that
the PCU-AG network is one of the primary targets affected by
schizophrenia.

The dysfunction we observed in the PCU-AG network further
indicates its central role in the neurodevelopment of schizophrenia.
This argument is supported by a study on brain structure in EOS
demonstrating that gray matter loss in parietal association cortex,
where the PCU-AG network is located, is the beginning of a dynamic
wave of gray matter loss spreading to other parts of the brain overa 5-
year developmental course®. Such aberrant maturation of parietal
association cortex could lead to functional abnormalities that pro-
gressively disturb the integration of information from lower-level
(sensory) networks and lead to the onset of psychotic symptoms.

We identified another ICN formed by bilateral STG and bilateral
IFG that was consistently detected in TDC subjects and EOS patients
with more severe positive than negative symptoms, but not in EOS
patients with more severe negative than positive symptoms. While
most schizophrenia studies in mental disorders focus on examining
correlations between brain abnormalities and positive symptoms™,
our results highlight a relationship between the multivariate
symptom patterns and an ICN in EOS patients. This suggests a
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new, more holistic perspective bridging brain dysfunction and clin-
ical symptoms.

Our findings of the STG-IFG ICN are consistent with abnormal-
ities in the temporal and frontal lobes of adult-onset schizophrenia
patients that are frequently reported in existing literature®>*, but the
relationships between these abnormities and cognitive deficits are
not yet clear’>*. The abnormal STG-IFG connections we observed
fit well with previous structural and functional findings on fronto-
temporal connectivity in schizophrenia®**”-*. In a comprehensive
study on brain structural and functional correlates of subclinical
psychotic symptoms in children aged 11-13, Jacobson et al. reported
aberrant prefrontal-temporal dysfunction in this population.
Specifically, they found abnormally decreased activity in the right
frontal and bilateral temporal cortex for response inhibition in the
subclinical psychotic group. In their voxel-base morphometric ana-
lysis, an increase of grey matter density was observed in the STG in
children with subclinical psychotic symptoms®. In addition, the
same group recently reported reduced intrinsic functional connec-
tivity between the right IFG and other regions relevant to inhibition
control*'. Our findings in the STG-IFG ICN echoed these previously
observed abnormalities in frontal and temporal lobes in children.

Furthermore, longitudinal studies have suggested that negative
symptoms develop before positive symptoms and typically before
the severity of the syndrome meets the clinical diagnostic criteria
for EOS***. Our study for the first time links this early symptom
pattern (n > p) to the absence of an ICN, suggesting a potential
biomarker for early detection of EOS: the absence of the STG-IFG

network may predict future EOS before the psychotic symptoms
reach clinical diagnosis criteria.

Functional connectivity strength analyses provide additional
insights into how patterns of positive and negative symptoms modu-
late the strength of functional connectivity between these regions.
Interestingly, we found a significant interaction effect between pos-
itive and negative scores on functional connectivity strength; EOS
patients exhibiting more severe negative symptoms relative to pos-
itive symptoms had significantly weaker strength in STG-IFG con-
nections. These observations support previous findings showing a
strong relationship between negative symptoms and frontal lobe
dysfunction*' and further expand this univariate theory toward a
multivariate relationship.

Our findings provide evidence that the associations between clin-
ical symptoms and brain dysfunctions are not limited to one-to-one
mappings'?. The positive and negative scores in the PANSS have
been considered orthogonal in numerous factor analyses**. This
orthogonality predicts that multivariate symptom patterns are more
informative than single symptom dimensions. Our study demon-
strates the power of this approach with a finding based on the multi-
variate symptom-brain dysfunction association in EOS, thereby
providing novel hypotheses for further examination. An interesting
question to be examined is whether genetic profiles of the patients
can be associated with the hypothesized phenotypes.

From a methodological perspective, we presented an application
of a novel neuroimaging data-mining approach, gRAICAR",
which has unique advantages in searching for potential subtypes of
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mental disorders according to functional neuroimaging data®’. With
potential disorder subtypes and complex interactions from multiple
dimensions of symptoms***’, neuroimaging data are usually hetero-
geneous. Findings under the assumption of group homogeneity often
cannot be replicated® and cannot serve as criteria to distinguish one
disorder from another'”. The data-mining approach proposed here
does not assume within-group homogeneity. Instead, it characterizes
the heterogeneity in a way that allows automated detection of highly
homogeneous subject communities based on the data. It thus pro-
vides a neuroimaging-based exploratory tool for the big data era and
is able to generate hypotheses for further examination.

There are several limitations in the current study. First, the sample
size in this study (26 EOS patients, 25 controls) is not ideal in the
sense of a large-scale data-mining, because the limited sample size
reduced our statistical power so that we were not able to confidently
propose more associations between ICN and symptom patterns,
besides the two associations that our reliability analysis has validated.
Collecting more data will help us to detect more subtle brain-symp-
tom associations. Second, the interpretation of relative severity of
positive and negative symptoms is not well established in previous
studies. Compared with clinical symptoms, cognitive deficits tend to
be more stable in schizophrenia and many studies have found their
relevance to brain dysfunctions. Unfortunately, we were unable to
obtain systematic cognitive measures for our subjects. In future stud-
ies, relationships between ICNs and multi-dimensional cognitive def-
icits should be investigated. Third, the diagnoses on the EOS patients
were not reached employing a standardized interview, such as the
Structured Clinical Interview for DSM-IV Axis I Disorders (SCID-I),
since the SCID-I is not valid for child and adolescent population.

Methods

Participants. Thirty-two drug-naive, first-episode EOS patients (age range: 9.0-17.9
years) and 30 TDC subjects (age range: 7.5-17.9 years, see Table 1 for details) were

recruited in this study. The EOS patients were recruited from the Department of
Psychiatry at the First Hospital of Shanxi Medical University, Taiyuan, China. The
TDC participants were recruited from local communities in the same city. The
Institutional Review Board at the First Hospital of Shanxi Medical University
approved the study protocol. Written informed consent was obtained from each
participant and the participant’s guardian prior to data acquisition. The methods
were carried out in accordance with the approved guidelines.

The EOS patients were diagnosed with a first episode of schizophrenia when
recruited, and they were drug-naive. The diagnosis was made by at least two con-
sultant psychiatrists according to the Diagnostic and Statistical Manual of Mental
Disorders Fourth Edition (DSM-IV) criteria for schizophrenia®'. Clinical symptoms
of psychosis were quantified with PANSS™. The exclusion criteria were: 1) age >18
years, 2) history of neurological disease, brain injury, serious physical diseases, or
other psychiatric disorders, 3) unsuitability for MRI scans (metal implants or claus-
trophobia), 4) history of taking any antipsychotic drugs, 5) history of substance abuse,
6) history of suicidal behavior, or 7) having a first-degree relative with a history of
severe mental disorder or suicidal behavior. Two EOS patients and one TDC subject
failed to complete the MRI scan, and the data for four EOS patients and four TDC
subjects were excluded by our quality control procedure (see below). Among the
remaining patients, the PANSS scores for two patients were not available. Finally, 26
EOS patients and 25 TDCs are used for subsequent image analyses (See Table 1 for
their demographical and clinical information).

Image acquisition, preprocessing, and quality control. All imaging data were
collected ona 3.0 T Siemens Trio MRI scanner at the First Hospital of Shanxi Medical
University. Resting-state scans were acquired with an echo-planar imaging (EPI)
sequence (32 axial slices, acquired from inferior to superior in an interleaved manner,
FOV = 240 mm, matrix = 64 X 64, slice thickness = 4.0 mm, gap = 0.0 mm, TR/TE
= 2500/30 ms, FA = 90°, 212 volumes, duration 8'50"), and anatomical scans were
acquired with a T1-weighted 3D MP-RAGE sequence (160 continuous sagittal slices,
slice thickness = 1.2 mm, FOV = 225 X 240 mm, matrix = 240 X 256, TR/TE/TI =
2300/2.95/900 ms, FA = 9°). Subjects were instructed to close their eyes and remain
awake during the scan. After the scans, all subjects confirmed that they did not fall
asleep during the scan.

The images were preprocessed using the Connectome Computation System (CCS:
http://lfcd/psych.ac.cn/ccs.html)™. After motion and slice-timing correction, the
resting-state data were band-pass filtered (0.01-0.1 Hz), and input to subject-level
independent component analyses. Spatial transformations for normalization were
estimated using boundary-based registration, combined with a nonlinear trans-
formation between individual anatomical space and the MNI152 standard space
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value with the maximal reproducibility value (sum of entire matrix) is first chosen, and the optimal k is selected based on the maximal subject profile

reproducibility (sum of row) under the given p.

using FNIRT in FSL. The transformations were then applied to the spatial maps
derived from the independent components. For computation of functional connec-
tivity, nuisance time series in white matter, ventricles, and head motion parameters as
represented in Friston-24 model™ were regressed out from voxel-wise time series. The
residuals were spatially smoothed with a Gaussian kernel of 6 mm full-width-at-half-
maximum before the band-pass temporal filtering.

A data quality control procedure was conducted to ensure the data were usable for
subsequent analyses. The structural images were visually inspected for quality of
tissue segmentation and brain registration. For functional images, in addition to the
above procedures, subjects were excluded for excessive head motion, as defined by
root-mean-square of frame-wise displacement® larger than 0.2 mm.

gRAICAR analysis. The preprocessed functional images were processed using
gRAICAR''® to characterize the consistency of the ICNs across all of the subjects.
Details of the gRAICAR algorithm can be found in the original paper'?, and Figure 1
in a more recent publication'® provides a more detailed illustration of gRAICAR
algorithm. Briefly, the spatial independent components were derived using the
MELODIC module of FSL*, where the number of independent components (ICs)
was automatically determined. All of the ICs from the subjects of both groups were
pooled in gRAICAR, and normalized mutual information between every pair of ICs
was computed to yield a full similarity matrix. The full similarity matrix was then
searched to match ICs across different subjects, forming group-level ACs. Each AC
was formed by a set of matched ICs containing one IC from each subject. For each of
the ACs, a similarity matrix was computed to reflect the similarity between its
comprising ICs, each representing a subject. In the inter-subject similarity matrix, the
centrality of a subject’s IC was computed by summing up the similarity metrics
between that subject’s IC and all other ICs in that AC. The centrality measures were
then used as weights to average the spatial maps of the comprising ICs into a group-
level spatial map for that AC. In summary, the spatial maps of the ACs represent ICNs
or artifacts in the resting-state data, and the similarity matrices reveal inter-subject
consistency of the ACs.

Reliability of the gRAICAR findings. We employed a bootstrap approach to
evaluate the likelihood that the ICN-symptom associations reported in this study can
be found in a different sample of subjects, with the same sample size for patients and
normal controls. The subjects were randomly sampled with replacement while
keeping the original sample sizes for patients (n = 26) and healthy controls (n = 25)
unchanged. In other words, for each bootstrap sample, 26 patients were randomly

chosen from the original sample, allowing the same patient to be included multiple
times. Similarly, 25 healthy controls were randomly selected from the original sample,
allowing for replications of the selected subjects. This bootstrap sample thus
contained the same numbers of patients and healthy controls as in the original
dataset, but represented a different inter-subject variability.

gRAICAR was applied to this bootstrap sample to obtain ACs and their corres-
ponding ICN-derived similarity matrices. The ACs corresponding to the original
ICNss of interest (the PCU-AG ICN or the STG-IFG ICN described above) were
selected by choosing the ones exhibiting the maximal spatial correlation coefficients
(within all ACs obtained in the same bootstrap sample) with the original ICN maps
reported in Figures 2 and 3. Meanwhile, the clinical similarity matrices were con-
structed based on the resampled subjects. The ICN-derived similarity matrices from
the selected AC and the clinical similarity matrices were both transformed into
vectors before their correlation coefficients, r, were computed. This procedure was
repeated 5000 times to obtain the sample distributions of r. The mean values of the
sample distributions approximate the population-level estimates of the associations
between ICN- and symptom-derived inter-subject similarity matrices.

Subject community detection based on brain networks. A graphical demonstration
of the subject community detection procedures is shown in Figure 6. The similarity
matrix of each AC represents a weighted graph with subjects as nodes and the
similarity between the spatial maps of their ICs’ as weights of the edges. Each AC’s
graph was further investigated to detect subject communities based on the similarity
of their ICs. The “k-clique” method was employed to conduct the community
detection analyses in a data-driven manner so that the subject community was not
affected by a priori groups”. In graph theory, a clique is defined as a sub-graph in
which every two nodes are connected™. A maximal-clique is a clique that contains the
maximum number of mutually connected nodes and cannot be extended by including
more nodes (i.e., it’s not part of a larger clique). The “k-clique” method identifies
multiple overlapping maximal-cliques in a network and labels them as a community if
their number of overlapping nodes is greater than a threshold, k.

Choosing the optimal thresholds. As demonstrated in Figure 6, the two parameters
applied in the community detection model are the threshold for significant
connections (p) and the threshold on the number of overlapping nodes for combining
maximal-cliques into communities (k).

The first threshold, p, was used to convert the weighted subject graphs into binary
graphs that represent whether a connection with significant strength exists between
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two subjects. To setup a proper value for this threshold, we first generated an
empirical null-distribution based on the null hypothesis that ICs randomly selected to
form a null-AC do not represent the same ICN. Specifically, we assigned a random IC
from each subject to a null-AC and computed the similarity between subjects
represented in the similarity matrix of the null-AC. This procedure was repeated 1000
times to generate a null-distribution of similarity metrics. The value at a certain
percentile of the null distribution can be used as a statistical threshold (e.g., the value
at the 99.5 percentile corresponds to p = 0.005) to eliminate any sub-threshold
connections and generate the binary graph. To account for multiple comparison
errors, we chose p = 0.01, 0.0075, 0.005, and 0.0025 as candidate values because when
applying a smaller threshold of p = 0.001, more than 90% of the edges in the graphs
disappeared, thus disabling further community detection. For the second parameter,
k, the study originally proposing the method found k = 5 and 6 to be optimal®’, since
when k was greater than 6, the cliques were rarely merged. We therefore set the range
of k from 2 to 6.

We used a reproducibility criterion to select the optimal combination of the two
thresholds. The procedures are demonstrated in Figure 7. The output of the model is a
profile of membership labeling subjects as 1 if they belong to a community and as 0 if
they do not. We used cosine similarity to measure the similarity of the label profiles
obtained under different choices of parameters. We first determined the optimal
values of p by comparing the sum of all cosine similarity metrics among the label
profiles obtained with different k values, under each choice of p value (k changed from
2 to 6, yielding 5 label profiles and 10 similarity metrics between every two profiles).
After determining the optimal p value that produced the largest sum of cosine sim-
ilarity, the optimal k value was determined by choosing the k value whose member-
ship profile had the maximum sum of cosine similarities (i.e., most similar) to all
other profiles from different values of k (under the optimal p value). Using the above
criterion, we found that for both ICNs, an optimal combination of p = 0.005 and k =
5 produced the greatest sum of similarities across the subject community profiles. We
also evaluated the influence of different parameters in the k-clique community
detection algorithms. The methods and results are presented in supplementary
materials.
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