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Abstract

The ability of the human brain to learn is exceptional. Yet, learning is
typically quite specific to the exact task used during training, a limiting
factor for practical applications such as rehabilitation, workforce train-
ing, or education. The possibility of identifying training regimens that
have a broad enough impact to transfer to a variety of tasks is thus highly
appealing. This work reviews how complex training environments such
as action video game play may actually foster brain plasticity and learn-
ing. This enhanced learning capacity, termed learning to learn, is con-
sidered in light of its computational requirements and putative neural
mechanisms.
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INTRODUCTION

Human beings have a tremendous capacity to
learn. And although there are unquestionably
gradients in the ability to learn that arise as
a function of intrinsic factors such as age and
individual genetic propensities, nearly all hu-
mans demonstrate the ability to acquire new
skills and to alter behavior given appropriate
training. One common finding, however, is that
the learning that emerges as a result of train-
ing is often quite specific to the trained stim-
uli, context, and task. Such specificity has been
documented in every subfield of neuroscience
that focuses on learning—e.g., motor learning
(Shapiro & Schmidt 1982), expertise (Chase &
Simon 1973), or memory (Godden & Baddeley
1975). In addition to being of theoretical in-
terest, this fact is of great practical relevance
in areas such as rehabilitation and education in

which the end goal necessarily requires that the
benefits of learning extend beyond the confines
of the particular training regimen. For instance,
it is of little use for a patient with damage to the
motor cortex to improve on reaching move-
ments in therapy if it does not also improve
their ability to reach for a bottle of milk in their
refrigerator at home (Frey et al. 2011). Simi-
larly, it is of limited benefit if pupils trained on
one type of math problem are unable to solve
similar problems when presented outside the
classroom. Thus, for all practical purposes, the
specificity that typically accompanies learning
is a curse.

A crucial issue in the field of learning,
therefore, concerns training conditions that
result in observable benefits for untrained
skills and tasks. A handful of behavioral in-
terventions have recently been noted to in-
duce more general learning than that typically
documented in the learning literature. These
learning paradigms are usually more complex
than standard laboratory manipulations, remi-
niscent of the “enriched environment effects”
seen in animal rearing (Renner & Rosenzweig
1987), and they typically correspond to real-life
experiences, such as aerobic activity (Hillman
et al. 2008), athletic training (Erickson &
Kramer 2009), musical training (Schellenberg
2004), mind-body training (Lutz et al. 2008,
Tang & Posner 2009), working memory train-
ing ( Jaeggi et al. 2008, Klingberg 2010), and,
the focus of this article, action video game train-
ing (Green & Bavelier 2003, Spence & Feng
2010). Here we first review the variety of tasks
on which performance is enhanced as a result
of action video game experiences. We then ask
why action games might produce benefits on
such a wide range of tasks. In particular, rather
than hypothesizing that video games teach myr-
iad individual specific skills (i.e., one for each
laboratory test during which they have been
shown to produce benefit), we instead con-
sider the possibility that what video games teach
is the capability to quickly learn to perform
new tasks—a capability that has been dubbed
“learning to learn” (Harlow 1949, Kemp et al.
2010).
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VGP: action video
game player

NVGP:
nonaction–video
game players

The idea that the ultimate goal of training
and education might be to enable learning to
learn is not a new one. On the basis of his work
on pairing tasks, in which training on task A may
impact training on new task B, Thorndike &
Woodworth (1901) observed, “It might be that
improvement in one function might fail to give
in another improved ability, but succeed in giv-
ing ability to improve faster ” (p. 248). Around
the same time, the educational psychologist Al-
fred Binet [1984 (1909)] described his class-
room instructional goals by saying, “[O]our first
job was not to teach [the students] the things
which seemed to us the most useful to them,
but to teach them how to learn” (p. 111). To
this end, Binet asked students to play games
such as “statue,” wherein the students learned
to stay focused, quiet, and still for long periods
of time. Although no new academic concepts or
facts were taught by these games, they allowed
the children to develop skills, such as attention
and control, that underlie the ability to learn in
school. In the 1940s, Harlow (1949) outlined
what he called “the formation of learning sets”
wherein animals learned general rules, such as
“win-stay, lose-switch,” that allowed them to
quickly master new tasks that abided by this
general rule. This work led Harlow to state,
“The learning of primary importance to the pri-
mates . . . is the learning how to learn efficiently
in the situations the animal frequently encoun-
ters” (p. 51). Despite this early interest in the
topic, the factors that facilitate learning to learn
and the computational principles on which it re-
lies remain largely unexplored. Here we discuss
these issues by anchoring our discussion in re-
cent advances in the field of cognitive training
through action video game play.

BENEFITS OF ACTION VIDEO
GAME EXPERIENCE

An overview of the existing literature on ac-
tion video game (one specific subgenre of video
game) play indicates performance benefits af-
ter action game play in many domains typically
thought of as distinct. This breadth is particu-
larly notable and runs counter to the predomi-

nant pattern of results in the learning literature,
wherein training facilitates the trained task but
typically leads to little benefit to other, even
related tasks. In the case of video game train-
ing, the transfer of learning takes place between
tasks and environments that have different goals
and feel. Most laboratory tasks on which avid
action video game players (VGPs) are tested
involve simple stimuli and highly repetitive
choices, making for a rather dull environment.
In sharp contrast, action video games include
complex visual scenes, an enthralling feel, and
a wide variety of goals at different timescales
(from momentary goals such as “jump over the
rock” to game-long goals such as “rescue the
princess”) (see Figure 1). Although it seems
reasonable to expect VGPs to show transfer
across a broad range of similar games (e.g.,
first-person shooters or third-person shooters),
the fact that VGPs best their nonaction game–
playing peers (NVGPs) on standard laboratory
tests that are quite dissimilar to video games
begs further investigation.

Vision

Action video game play enhances the spatial and
temporal resolution of vision as well as its sen-
sitivity (Green et al. 2010). For example, when
asked to determine the orientation of a T that is
flanked by distracting shapes above and below,
VGPs can tolerate the distractors being nearer
to the T shape while still maintaining a high
level of accuracy (Green & Bavelier 2007). Such
capacity to resolve small details in the context of
clutter, also called crowding acuity, is thought
of as a limiting property of spatial vision and is
often compromised in low-vision patients who
complain that the small print of newspapers
is unreadable because letters are unstable and
mingle into one another (Legge et al. 1985). In
addition, the enhancements noted in this ability
as a result of action video game play occur both
within and outside the typical eccentricities of
game play, a finding that stands in contrast to
the bulk of the perceptual learning literature,
which finds that learning is typically specific to
the trained retinal location.
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Figure 1
Action video game play (a) bears little resemblance in terms of stimuli and goals to perceptual, attentional, or cognitive tasks at which
VGPs are found to excel in the laboratory (b: contrast sensitivity, c: visual search, d: mental rotation). This raises the question of why
action video game play enhances such a varied set of skills.

Along with this improvement in spatial reso-
lution, enhanced temporal resolution of vision
as a result of action game experience has also
been noted. VGPs show, for example, signifi-
cant reductions in backward masking (wherein
a display of interest is more difficult to see if it
is quickly followed by another display) as com-
pared with NVGPs. This difference suggests a
change in the dynamics of the visual system:
VGPs can resolve events at a higher temporal
frequency (Li et al. 2010). Although backward

masking, which is believed to reflect limitations
on cortical processing, is improved in VGPs,
this is not true of forward masking (wherein
the masking display precedes the display of in-
terest), which is believed to reflect mostly lim-
itations of early, retinal factors. As we discuss
below, these results are consistent with the view
that action video game play retrains cortical
networks such that each layer of the process-
ing hierarchy makes better use of the informa-
tion it receives from earlier layers, rather than

394 Bavelier et al.
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changing the nature of the early sensory input
(e.g., altering the optics of the eye).

Finally, a third aspect of vision found to be
enhanced in VGPs is contrast sensitivity, or the
ability to detect small changes in levels of gray.
Although this effect appears across spatial fre-
quencies, it is particularly pronounced at in-
termediate spatial frequencies (Li et al. 2009).
Thus, contrary to the folk belief that screen
time is bad for eyesight, action video game play
appears to enhance how well one sees. Video
game training, therefore, may become a pow-
erful tool to improve eyesight in situations in
which the optics of the eye are not implicated
in producing the poor vision (e.g., amblyopia;
Bavelier et al. 2010, Li et al. 2011).

Cognitive Functions

VGPs have also been documented to better
their nongamer peers on several aspects of
cognition such as visual short-term memory
(Anderson et al. 2011, Boot et al. 2008), spa-
tial cognition (Greenfield 2009), multitasking
(Green & Bavelier 2006a), and some aspects of
executive function (Anderson & Bavelier 2011,
Chisholm & Kingstone 2011, Colzato et al.
2010, Karle et al. 2010; but see Bailey et al.
2010 for a different view). For example, whereas
NVGPs were markedly slower and less accu-
rate when asked to perform both a periph-
eral visual search task and a demanding cen-
tral identification task concurrently [relative to
performing the peripheral search task alone,
VGPs showed no falloff in performance (Green
& Bavelier 2006b)]. Several studies have also
documented enhanced task-switching abilities
in VGPs, meaning they pay less of a price for
switching from one task to another (Andrews &
Murphy 2006, Boot et al. 2008, Cain et al. 2012,
Colzato et al. 2010, Green et al. 2012, Karle
et al. 2010, Strobach et al. 2012). These re-
sults are all the more surprising given that such
task-switching skills appear to be negatively af-
fected by the extensive multitasking seen in
many young adults who are heavy users of a va-
riety of forms of technology (Ophir et al. 2009).
This contrast highlights the need to assess

separately the effects of different technology use
on brain function.

Another cognitive domain enhanced by ac-
tion games is spatial cognition. The beneficial
aspect of video game play on spatial cognition
was noted in the early days of video game de-
velopment (McClurg & Chaille 1987, Okagaki
& Frensch 1994, Subrahmanyam & Greenfield
1994). More recently, action game play has
been shown to enhance mental rotation abili-
ties (Feng et al. 2007). These results have re-
ceived much attention because spatial skills are
typically positively correlated with mathemati-
cal achievement in school (Halpern et al. 2007,
Spelke 2005). Whether action game play may
indeed foster mathematical ability is currently
being investigated.

Decision Making

Benefits are also noted in decision making. In
one perceptual decision-making task, for in-
stance, VGPs and NVGPs were asked to deter-
mine whether the main flow of motion within
a random dot kinematogram was to the left or
to the right (Figure 2a). Unlike most previous
tasks used to study the effect of action gaming,
in this task, participants are in control of when
to terminate display presentation (by making a
decision and pressing the corresponding key).
It thereby provides a measure of how partici-
pants accumulate information over time in the
service of decision making. Indeed, these types
of task are well understood in terms of one’s
ability to first extract and integrate information
from the environment and then to stop the inte-
gration and to select an action on the basis of the
accumulated information (Palmer et al. 2005,
Ratcliff & McKoon 2008). By presenting tri-
als with variable signal-to-noise levels, the task
allows the full chronometric and psychomet-
ric curves to be mapped, providing a unique
description of how information about motion
direction accrues over time (Figure 2b). We
found that action game play enhances the rate
at which information accumulates over time
by ∼20% as compared with control partici-
pants (Figure 2c). The net result is that VGPs
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Figure 2
(a) In this perceptual decision-making task, participants are asked to judge whether the motion is mostly leftward or rightward. The
number of dots moving coherently in one direction or the other can vary from none to many, allowing the investigator perfect control
over the task difficulty. (b) As the level of coherence goes from low to high, the task varies from extremely difficult to easy. Accordingly,
electrophysiological recordings in monkeys show that the amount of information about motion direction accumulated in the lateral
intraparietal cortex (LIP), a neuronal structure associated with such decisions, increases (adapted from Beck et al. 2008, figure 3d ).
(c) Another way to increase the rate at which information accumulates is to enhance the decision-making characteristics of the viewer.
This was shown to be the case in action video game players (VGPs) or after training on action video games: VGPs accumulated on
average 20% more information per unit of time as compared with nonaction–video game players (NVGPs) (Green et al. 2010).

can make more correct decisions per units of
time. This is of practical relevance as illustrated
by the recruitment by the Royal Air Force of
young gamers to pilot unmanned drones or by
findings indicating that young laparoscopic sur-
geons who are gamers outperform more sea-
soned surgeons, executing surgery procedure
faster and as accurately if not more accurately
(Daily Mail 2009, McKinley et al. 2011, Rosser
et al. 2007, Schlickum et al. 2009).

Reaction Time and Speed-Accuracy
Trade-Off

More generally, a fourth domain of improve-
ment concerns the ability to make quick and
accurate decisions in response to changes in
the environment, such as when one must brake

suddenly while driving. Such improvement was
noted in the decision-making tasks described
above. Action video game play sped up reaction
times, and this was true whether the task was in
the visual or the auditory modality. Such tasks
entail concurrently collection reaction times
and accuracy along a wide range of task difficul-
ties, easily revealing a speed–accuracy trade-off
if present. Despite faster reaction times, accu-
racies were left unchanged, establishing that ac-
tion game play does not result in trading speed
for accuracy. A meta-analysis of more than 80
experimental conditions in which gamers and
nongamers have been tested confirmed that
VGPs are on average 12% faster than NVGPs,
yet VGPs make no more errors (Dye et al.
2009a). This relationship held from simple de-
cision tasks leading to reaction times as short

396 Bavelier et al.
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as 250 ms, all the way to demanding, serial,
visual search tasks eliciting reaction times as
long as 1.5 s. The fact that the relationship
was purely multiplicative, with no additive com-
ponent, demonstrates that the faster reaction
times seen in VGPs throughout the literature
are not attributable to postdecisional factors
such as faster motor execution time. Indeed,
if the only difference between groups was in
their ability to map a decision that had already
been made into a button press on a keyboard,
the difference in reaction time between groups
should not depend on how long it took for the
decision to be reached (i.e., would be only ad-
ditive rather than multiplicative). Furthermore,
the fact that there was no difference in accuracy
in any of these tasks suggests that the differences
also cannot be attributed to differences in crite-
ria, or VGPs being “trigger-happy” or willing
to trade reductions in accuracy for increases in
speed. Whether this pattern of greater speed
with matched accuracy will remain when us-
ing complex tasks with longer timescales and/or
multiple task components is currently being in-
vestigated (A.F. Anderson, C.S. Green, and D.
Bavelier, manuscript in preparation).

Attention

Several different facets of attention are
improved following action game play. For
instance, many aspects of top-down attentional
control such as selective attention, divided
attention, and sustained attention are enhanced
in VGPs. In contrast, however, when attention
is driven in a bottom-up fashion (i.e., by exoge-
nous cueing) no differences have been found
between VGPs and NVGPs, despite the fact
that orienting to abrupt events is a key com-
ponent of game play (Castel et al. 2005, Dye
et al. 2009b, Hubert-Wallander et al. 2011).
This pattern of results clearly illustrates the
need for a careful investigation of those aspects
of performance modified by action game play.
Simply because a process is required during
game play does not guarantee changes in that
process. In a later section, we review in greater
detail those aspects of attention and executive
control that are modified by action game

experience (see Resources, Knowledge, and
Learning Rules in Action Video Game Play).

Causality

A key question concerns whether the effects
of action video game play are causal or are
instead reflective of population bias, wherein
action gaming tends to attract individuals
with inherently superior skills. Because our
interest is in learning rather than in identifying
individuals with extraordinary skills, causality
is a crucial factor. The only way to establish
firmly that the relationship is indeed causal
is via well-controlled training studies (see
Green & Bavelier 2012, box 1 for further
discussion). In such studies, individuals who
do not naturally play fast-paced, action video
games are recruited and pretested on the task(s)
of interest. A randomly selected sample of half
of these subjects is then assigned to play an
action game (e.g., Medal of Honor, Call of
Duty, Unreal Tournament), whereas the other
half is assigned to play an equally entertain-
ing, but nonaction video game (e.g., Tetris,
The Sims, Restaurant Empire). Note that in
addition to controlling for simple test/retest
effects (subjects may improve at posttest simply
because they have experienced the task a
second time) the presence of an active control
condition guarantees that any effects observed
in the action game training group are truly the
result of action game play rather than simply a
reflection of the power of an intervention per
se. Indeed, individuals often feel special upon
being included in an active intervention study
and, as a result of receiving more attention, may
perform better independently of the content
of the intervention, an effect also known as the
Hawthorne effect (Benson 2001).

Causality has been established through
training studies, whereby both groups of par-
ticipants come to the laboratory regularly to
play 1–2 h per day over a period of 2–10 weeks,
depending on the duration of the training
(e.g., 10, 30, or 50 h of training were used in
our work) (Figure 3). At the end of training,
subjects are tested again on the same tasks of
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Figure 3
(a) Design of training studies to evaluate causality. Participants are randomly assigned to either the experimental group or a control
group before being evaluated on perceptual, attentional, or cognitive laboratory tests. Both groups are then required to play
commercially developed entertainment games. All experimental games are of the action genre (Unreal Tournament, Medal of Honor,
Call of Duty), whereas control games are of other genres (Tetris, The Sims, Restaurant Empire). Following the end of training (and a
24-h waiting period) subjects are retested on the original measures. If the effect of action game play is truly causal, those assigned to the
experimental games should display greater improvements between pre- and posttest than those assigned to the control games. (b) Such
causal effects have been established for a variety of perceptual, attention, and cognitive tasks; some studies showed that the effects are
quite long-lasting because robust effects were observed not only 1–2 days after the cessation of training (red bars) but also as long as 5+
months posttraining (blue bars) (panel b adapted from Feng et al. 2007, Li et al. 2009).

interest as those during pretest. However, it is
important to note that in all cases we require
that participants come back in the following
days for posttesting, with no less than 24 h
elapsing between the cessation of training and

the beginning of posttesting. Indeed, our focus
is on the durable learning effects of action game
play and not on any transient effects of playing
games (e.g., changes in arousal) that could
contaminate posttest performance if assessed
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shortly after the end of gaming. If action
game play truly has a causal effect on the skill
under study, we expect greater pre- to posttest
improvement in the action trainees than in
the control trainees. Such causal effects have
been established for vision (Green & Bavelier
2007; Li et al. 2009, 2010), some cognitive
functions such as multitasking (Green et al.
2012) and mental rotation (Feng et al. 2007,
Spence et al. 2009), many aspects of attention
(Cohen et al. 2007; Feng et al. 2007; Green
& Bavelier 2003, 2006a,b; Spence et al. 2009),
and decision making (Green et al. 2010).

A COMMON MECHANISM:
LEARNING TO LEARN

As illustrated above (see Benefits of Action
Video Game Experience), the range of tasks
seen to improve after action game play is quite
atypical in the field of learning. VGPs perform
better than NVGPs do on tasks neither group
had previously experienced and that are, as
noted earlier, quite different in nature from ac-
tion game play. This finding begs the question
of what exactly action video games teach that
results in better performance. Rather than hy-
pothesizing distinct mechanisms for each task
improved, it seems more parsimonious to con-
sider one common cause: learning to learn.

To understand what is meant by learning
to learn, it is important first to realize that all
the tasks on which VGPs have been found to
improve share one fundamental computational
principle: All require subjects to make a deci-
sion based on a limited amount of noisy data.
Note that most everyday decisions fall into this
category. Consider a radiologist reading com-
puted tomography (CT) scans to determine the
presence of bone fractures. Some scans will
be clear-cut, leading to the immediate conclu-
sion that a fracture is present. Other scans may
present more subtle evidence, such that the ra-
diologist may conclude a fracture has occurred,
but his/her level of confidence will be much
lower. In making these decisions, the radiolo-
gist is performing what is known as probabilistic
inference. In essence, the radiologist computes

the probability that each choice (fracture or no
fracture) is correct given the evidence present in
the scan(s). This quantity is known as the poste-
rior distribution over choices, which we denote
p(c|e) where c are the choices, and e is the evi-
dence (i.e., c = “fracture” or “no fracture”, e =
the evidence, which in this case is the scan itself).
The key computational question then concerns
how to compute the most accurate posterior
distribution, p(c|e), so that the best decision can
be made. The main goal of learning is indeed
to improve the precision of such probabilistic
inference. The very fact that trained radiolo-
gists are more competent at diagnosing subtle
fractures and identifying them with more confi-
dence exemplifies that proper training does lead
to more accurate posterior distributions.

How then does this process occur in
practice? During training, a young radiologist
sees many scans and is explicitly told the state
of the patient that generated the image (i.e.,
whether a fracture was present). Radiologists
are trained on the statistics of the evidence
p(e|c) or the probability of the evidence (how
the scan looks) given a known state of the
world (fracture is present/absent). Through
Bayes’ rule, this value, p(e|c), is proportional
to the posterior probability p(c|e) on which the
decision will be based. This set of computa-
tions is termed probabilistic inference (Knill
& Richards 1996). One of the major advances
of systems and computational neuroscience
over the past 10 years has been to show
how such probabilistic computations may be
implemented in networks of spiking neurons
(Deneve 2008, Ma et al. 2006, Rao 2004).

Participants who first encounter a new task
in the lab are not very different from young radi-
ologists in training. Initially, there is no way for
them to have perfect knowledge of the statistics
of the evidence, which in turn means that the
calculated posterior distribution over choices
will be suboptimal. It is only through repeated
exposure to the task that subjects can learn these
statistics and, as a result, make decisions on the
basis of a more accurate posterior distribution.
By using a well-studied perceptual decision-
making task (as described above in Benefits

www.annualreviews.org • Brain Plasticity Through the Life Span 399

A
nn

u.
 R

ev
. N

eu
ro

sc
i. 

20
12

.3
5:

39
1-

41
6.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
M

in
ne

so
ta

 -
 T

w
in

 C
iti

es
 o

n 
11

/0
8/

13
. F

or
 p

er
so

na
l u

se
 o

nl
y.



NE35CH19-Bavelier ARI 14 May 2012 14:52

of Action Video Game Experience), we more
directly tested whether action video game
experience indeed results in improvements in
probabilistic inference. In this task, subjects
were asked to determine whether the main flow
of motion within a random dot kinematogram
was to the left or to the right. Using a neural
model of the task (Beck et al. 2008), we showed
that the pattern of behavior after game play
is captured via a single change in the model:
an increase in the connectivity between the
model’s sensory layer, where neurons code for
direction of motion, and its integration layer,
where neurons accumulate the information
they receive over time from the sensory layer
until a criterion is reached for decision and
response. This increase in connectivity can
be shown to be mathematically equivalent to
improved statistical inference; game experience
resulted in more accurate knowledge of the
statistics of the evidence for the task or more
accurate knowledge of p(e|c) (Figure 2c)
(Green et al. 2010). This work ruled out
simpler explanations for the variety of benefits
observed after action game play, including
simple speed–accuracy trade-offs or faster
motor execution times in VGPs.

The modeling demonstrates that VGPs
were making choices on the basis of a more
accurate posterior distribution. Because these
statistics could not have been directly taught
by any action video games, but instead must
have been learned through the course of the ex-
periment, action video games thus taught these
participants to learn the appropriate statistics
for new tasks more quickly and more accurately
than is possible for NVGPs.

The idea that VGPs have learned to learn
the statistics of the task (or what we call later
the generative model of the data) can be gen-
eralized beyond the specific example of percep-
tual decision making. Indeed, most of the be-
havioral tasks on which VGPs have been shown
to excel can be formalized as instances of prob-
abilistic inference. This includes tasks that are
more classically categorized as attentional, such
as multiple object tracking or locating a target
among distractors, both of which have recently

been modeled within the probabilistic frame-
work, as well as more cognitive and perceptual
tasks (Ma et al. 2011, Ma & Huang 2009, Vul
et al. 2009).

COMPUTATIONAL PRINCIPLES
OF LEARNING TO LEARN

Learning is commonly defined as a long-term
improvement in performance due to training,
a process that is often modeled as the tuning
of parameters within a fixed architecture. The
literature has countless examples wherein
learning algorithms, such as gradient descent,
are implemented within neural networks to
tune weights to enhance performance on the
trained task (Rumelhart et al. 1987, but see
Gallistel & King 2009 and Gallistel 2008 for
a different view on learning). For example,
in classic orientation-discrimination training
tasks, subjects have to learn through experience
whether the image of a Gabor patch is oriented
clockwise or counterclockwise from some
reference angle (e.g., 45◦). Human behavior on
such tasks can be easily captured with two-layer
networks, in which an input layer containing
oriented filters projects to an output layer that
produces a clockwise or counterclockwise de-
cision (Dosher & Lu 1998, Pouget & Thorpe
1991). Learning in such models is typically
produced via changes in the synaptic weights
between the two layers. The pattern of synaptic
weights that optimizes performance on this
task is a simple instantiation of a discriminant
function and thus is completely specific to
the trained reference angle. Learning at one
orientation does not transfer to other orienta-
tions. These models naturally capture the high
degree of specificity typically seen in perceptual
learning. However, such an implementation
cannot be responsible for the types of benefits
associated with learning to learn.

Transfer of learning is enabled by imple-
mentations that recognize the importance
of resources, knowledge, and learning rules.
These core computational elements are well
illustrated by real-world tasks such as playing
soccer, where players must keep track of an

400 Bavelier et al.

A
nn

u.
 R

ev
. N

eu
ro

sc
i. 

20
12

.3
5:

39
1-

41
6.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
M

in
ne

so
ta

 -
 T

w
in

 C
iti

es
 o

n 
11

/0
8/

13
. F

or
 p

er
so

na
l u

se
 o

nl
y.



NE35CH19-Bavelier ARI 14 May 2012 14:52

Leg Torso Head

Player 2 Player 1

Center back Goalie

OffenseBall Defense

Relevance

Player 3

ba

c d

1

2
3

Figure 4
(a) In real-world tasks such as playing soccer, players must keep track of a complex array of moving objects, including the ball and all
other players on the field. An expert player will readily recover the three-dimensional trajectories of various objects on the field, while
maintaining their proper identities and roles at all times, allowing them to predict next game moves. This is possible as players gain
experience with soccer play and build a rich internal model with the proper hierachical architecture to facilitate computation.
(b) Schematic illustration of how resources can facilitate object tracking over time. Resources, shown as beams of light, are believed to
be limited in number and require flexible allocation across objects as the number of objects increases. Recruiting additional resources,
illustrated as the dashed beam, provides improved motion processing and tracking for more objects. (c, d ) The dynamic of game play in
a soccer game is best captured as the top node of a hierarchical architecture, whereby motion information is pooled across different
levels of representations, from low level such as limb motion within a player to the motion of individual players to assemblies of players
(offense versus defense). An appropriate abstraction allows hierarchical architectures to capture regularity across variations in task and
stimuli, a key feature of learning transfer.

array of complex moving objects, including
the ball and other players (Figure 4a). As the
player moves and scans the scene, the color,
shape, and motion information they receive
must be converted into the three-dimensional

trajectories of objects while maintaining their
identities and roles (opponent, teammate, ball,
referee, spectator). This complex problem can
be decomposed into a set of core skills, many
of which have been psychophysically studied
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in isolation, including multiple object tracking,
object identification, resource allocation,
and eye-movement planning. Whereas the
novice player will only partially achieve the
coordination of these different demands, expert
players have learned through experience how
best to represent game play as a function of the
different identities and roles of the players and
how best to allocate resources among these dif-
ferent demands. Accordingly, top athletes can
keep track of all the players on both teams, in-
cluding those out of view (Cavanagh & Alvarez
2005).

Skill acquisition in such complex domains
requires more than instantiating a simple dis-
criminant function of the type discussed above.
A neural architecture that incorporates knowl-
edge critical for the given task is needed. In
the case of soccer, this knowledge encompasses
tracking objects, including features important
for maintaining object identity and role, devel-
oping representations that are invariant to irrel-
evant internal limb motions, and representing
the statistical motion behavior typical of differ-
ent object types (motion of the ball versus that
of players). Learning the proper knowledge for
the given task is critically dependent not only
on the chosen neural architecture but also on
the learning rules that adapt the neural archi-
tecture with experience. Finally, the ability to
adapt swiftly to the different demands of such
complex tasks greatly benefits from improve-
ment in the number or allocation of core re-
sources such as attention. Changes in any or
all of these three—knowledge, learning rules,
and resources—could be produced by action
video game experience and could account for
widespread benefits observed in VGPs. As illus-
trated below (see Resources, Knowledge, and
Learning Rules in Action Video Game Play),
there is much evidence that action video game
play improves resource allocation, and there
are some pointers toward knowledge and/or
learning rule changes as well. Before we dis-
cuss these, we lay out a general framework for
the type of probabilistic inference at the core
of learning to learn and discuss how resources,
knowledge, and learning rules may come to

account for the widespread benefits associated
with learning to learn.

Resources

VGPs have increased attentional resources in
multiple-object-tracking tasks, allowing for
more accurate representation of motion and
features, which in turn enables more accurate
tracking and identification (Boot et al. 2008,
Dye & Bavelier 2010, Green & Bavelier 2006b,
Trick et al. 2005). As illustrated in Figure 4b,
this ability should be advantageous when play-
ing soccer. However, such additional resources
will do more than just improve performance
on a single soccer action; they are also a key de-
terminant of learning. Greater resources allow
for finer-grain distinctions to be made, be they
perceptual, conceptual, or in motor output.
An increase in resources may therefore enable
learners to achieve greater asymptotic perfor-
mance (more learning capacity), or even faster
learning, because critical distinctions will be
more accessible to those learners with greater
resources. The concept of resources we use here
is closely related to that defined in the field of
attention and executive control under the terms
goal-directed attention or top-down control
(Corbetta & Shulman 2002, Dosenbach et al.
2008, Koechlin & Summerfield 2007, Rougier
et al. 2005). The cholinergic basal forebrain sys-
tem may orchestrate such resource allocation.
More specifically, it appears that the release of
acetylcholine regulates the extent to which tar-
gets are processed and distractors are ignored
(Baluch & Itti 2011, Herrero et al. 2008, Sarter
et al. 2005) as well as enhances the precision of
sensory representations (Goard & Dan 2009).

The role of acetylcholine in selective at-
tention and resource allocation goes hand in
hand with its recognized role in cortical map
plasticity ( Ji et al. 2001, Kilgard & Merzenich
1998). In a seminal study, Kilgard & Merzenich
(1998) established that adult rats exposed to
tones exhibited larger cortical map plasticity
in the presence of episodic stimulation of the
nucleus basalis. Early studies in humans also
suggest a possible link between learning and
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the cholinergic system. For example, intake of
a choline agonist leads to improved learning
when participants are asked to learn lists of
words. In contrast, a choline antagonist leads
to reduced learning (Sitaram et al. 1978). In
this view, resource allocation acts as a key gate-
way to learning by refining the distinction be-
tween signal and noise and enhancing the qual-
ity and precision of the to-be-learned infor-
mation. The role that the distribution of at-
tentional resources plays in guiding learning
is well exemplified by a study by Polley et al.
(2006), whereby rats were trained to discrimi-
nate tones on the basis of either their frequency
or their intensity. When animals performed
the frequency task, changes in frequency maps
were observed that correlated with behavior. In
contrast, no such changes were noted in neu-
rons coding for intensity. The opposite pattern
was observed when the task focused the ani-
mals’ attention on the intensity task. A similar
link is also supported in humans (see Saffell &
Matthews 2003). In line with this view, Li et al.
(2009) have shown that prefrontal areas, known
to be involved in resource allocation, code for
different decision criteria as a result of learn-
ing episodes that emphasized the relevant cri-
terion. This neural signature was present only
when participants were engaged in the trained
task and not just exposed to the learned stimuli.
More recently, Baldassare et al. (2012) demon-
strated that resting state connectivity between
prefrontal areas and the visual cortex was pre-
dictive of the amount of learning in an upcom-
ing perceptual learning task. This study is a
direct illustration of how efficiency in resource
allocation comes to guide learning abilities at
the individual level. As we highlight below (see
Resources, Knowledge, and Learning Rules in
Action Video Game Play), much evidence in-
dicates that action video game play improves
top-down resource allocation, thus leading to
better selective attention and enhanced pre-
cision in representations. A direct link to the
acetylcholine system, however, remains to be
elucidated.

More computational and memory resources
can also foster learning to learn by providing

the capacity to explore alternative hypotheses
and architectures to find those that best ac-
count for the knowledge being acquired. The
burgeoning literature on the training of ex-
ecutive function testifies to this link (Kling-
berg 2010, Lustig et al. 2009). For exam-
ple, as participants train on an N-back task
and can handle more demanding updating in
memory, they also show enhanced fluid in-
telligence as measured by the Raven’s Ad-
vanced Progressive Matrices (RAPM) ( Jaeggi
et al. 2008). The RAPM presents visual pat-
terns with one missing component that par-
ticipants must complete. This test relies on
the ability to search swiftly through many hy-
potheses to find the best match. Enhanced ex-
ecutive resources will allow such searches to
be more efficient. Although executive func-
tions appear trainable across the life span,
some evidence indicates that transfer effects
may be more limited in older age (Buschkuehl
et al. 2008, Dahlin et al. 2008). At the neural
level, working-memory training results in en-
hanced recruitment of the frontoparietal net-
work associated with top-down attentional con-
trol, possibly increased myelination among re-
lated areas, as well as a decrease in cortical
dopamine D1 binding potential in large parts of
frontal and posterior areas (McNab et al. 2009,
Olesen et al. 2004, Takeuchi et al. 2010).
Whether action video game play effects are
mediated by similar mechanisms remains to
be assessed. Finally, having greater resources
does not systematically guarantee more efficient
learning; resource allocation needs to be guided
by the presence of structured knowledge that
helps select where useful information lies, as
discussed below.

Knowledge

Knowledge here refers to the representa-
tional structure used to guide behavior. The
realization that complex behaviors cannot be
appropriately captured by a chain of stimulus-
response associations is far from new (Lashley
1951) and has led to a keen interest in the role
of hierarchical architecture in human action
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and cognition (see Botvinick 2008 for a review).
Hierarchical behavior models capture the intu-
itive notion that tasks such as executing a play
in soccer are organized into subtasks involving
individual player moves, which are themselves
decomposed into component actions of run-
ning, turning, kicking, and passing. In turn,
knowing soccer makes learning a game such as
hockey easier because the similarities between
the games allow one to import skills and knowl-
edge from one game to bootstrap learning of
the other. Note that it is not just because both
games share the category “goalies” that such
generalization is possible. Rather, recent work
in machine learning suggests that hierarchical
architectures allow the decomposition of com-
putations into multiple layers using greater
and greater abstraction, a critical step for
generalizable learning (Bengio 2009, Hinton
2007). In these architectures, categories such as
“goalie” are distributed across multiple levels
of abstraction, from sensory input to charac-
teristic features to body plans to player types
to the concept of a soccer player. In contrast,
shallow architectures eschew abstraction and
construct the category “goalie” by treating it
as a classification problem that involves finding
the right set of diagnostic features such as limb
motion, jersey color or pattern, or position rel-
ative to the goal post. Although few examples
of such deep coding in neuroscience exist as of
yet, studies of categorization and object recog-
nition point to the psychological grounding of
deep architectures. For example, hierarchical
architectures naturally account for the fact that
categories appear organized around prototypes
or most representative exemplars of a category,
even when the prototypes do not reflect the
frequency of diagnostic features (Rosch 1975).
As work on the neural bases of object recog-
nition progresses, characterizing how deep
knowledge may constrain neural coding will
become increasingly more relevant (DiCarlo
& Cox 2007, Lee & Mumford 2003, Paupathy
& Connor 2002, Yamane et al. 2008).

The shallow/deep distinction can be ex-
pressed in terms of Bayesian decision theory
as the difference between learning a rich

generative model that captures hidden struc-
ture in the data versus learning a discriminative
model (a discriminant function) specific to a
classification problem. Learning theory has
shown that discriminative models require less
data to learn the observed relationships but
are task specific. For example, discriminative
classifiers such as support vector machines
learn boundaries in feature space. The fact that
these boundaries can be quite complex does
not guarantee generalizable knowledge. In
fact, in the case of support vector machines, the
learned boundaries typically depend intimately
on the characteristics of the training set.
Simple changes in team uniforms or players
will require relearning a new boundary to
classify them. Such implementations therefore
appear ill adapted when considering learning
to learn. In contrast, appropriate abstraction
allows hierarchical architectures to capture
regularity across variations in task and stimuli.
Figure 4c,d illustrates a hierarchy for relevant
motion in a soccer game. The tree structure
shows how broader categories can be con-
structed by pooling across categories of motion
at different levels, pooling limb motions
to construct player motion, pooling player
motions within a player type (such as goalie),
pooling player-type motions within a team
type (offense or defense), and pooling all game-
relevant motions, including the ball, coaches,
and referees, in opposition to nonrelevant
motions such as spectators and billboards.

Abstract organization admits generalization
to the extent that new tasks overlap and share
structure and representations. For example, de-
spite the fact that players use skates, hockey
shares many of the same motion characteristics
of the teams’ offense and defense, roles of play-
ers (such as goalie), and requirements for pass-
ing and controlling the puck as does soccer. The
generalization expected from a given architec-
ture is not infinite, but will be determined in-
stead by the level of abstraction at which knowl-
edge is shared by the various tasks considered.
Thus, for action video games to provide players
with knowledge applicable to standard labora-
tory tasks, it must necessarily be the case that
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games and the laboratory tasks share structure
at some level of abstraction. And perhaps, more
importantly, training paradigms must necessar-
ily share structure at some level of abstraction
for them to affect performance in real-life tasks.

The need for structured representation to
support more complex task performance has
led to an interest into the neural bases of hi-
erarchical tasks that embed goals and subgoals.
Although this area of research is still fairly new,
the available literature points to a crucial role
of prefrontal cortex structures to enable hi-
erarchical representations and coordinate re-
source allocation dynamically among these as
task demands vary (Badre 2008, Botvinick 2008,
Koechlin 2008, Sakai 2008). Indeed, the abil-
ity to enhance neural processing selectively by
allocating more resources is central to behav-
ior optimization, but it depends fundamen-
tally on an internal understanding of which
neural pool is important to augment at each
point in time. The prefrontal cortex is a cru-
cial candidate in the representation of these
more complex behaviors. Prefrontal structures
are key to maintaining context and goals over
time with increasingly higher levels of behav-
ioral abstraction being coded as one moves from
caudal to rostral locations along the prefrontal
cortex (Christoff & Keramatain 2007, Fuster
2004). There is certainly debate about the ex-
act nature of the abstraction, with higher plan-
ning units, greater relational complexity, more
branching control, or larger contextual inte-
gration being documented as one moves ros-
trally within the prefrontal cortex (see figure
2 in Badre 2008 for a summary). Yet, there is
common agreement about the importance of
hierarchical knowledge when considering how
the brain learns from its successes and failures.
Neural signatures for such an architecture are
emerging, e.g., in the work of Ribas-Fernandes
et al. (2011) who recently demonstrated that
subgoals lead to reward-prediction signals even
if they are not associated with primary rein-
forcers. Such an outcome is predicted under the
assumption that the task is represented hierar-
chically but not otherwise. This research should
be an important avenue for future research

on learning, as the nature of the architecture
fundamentally constrains the type of learning
neural structures should implement.

Learning Algorithms

A common observation is that as an architecture
becomes more complex, it becomes more crit-
ical that the learning algorithm can modify the
representations in ways that are aligned with the
nature of the problems to be solved. Simply put,
knowledge and learning rules are intimately in-
terdependent; different architectures typically
call for different learning rules. A key ques-
tion then concerns how improvement in learn-
ing algorithms and their related architecture
may foster learning to learn. To facilitate gen-
eralization, learning algorithms require shared
structure, a fact that constrains how learning
rules should modify representations. Violating
these constraints destroys transferrable knowl-
edge because changes in representation that im-
prove performance in one task can disrupt per-
formance in another.

Over the past 20 years, this field has wit-
nessed dramatic improvements in the basic set
of machine-learning algorithms. For instance,
algorithms such as those employed in Hinton’s
deep-belief networks have provided evidence
that there is enough shared structure in the
types of learning problems encountered by hu-
mans beings to allow for the use of flexible
and generalizable learning algorithms (Hinton
2007, Hinton et al. 2006, Larochelle et al. 2007,
Lee et al. 2009). In this case, speech recogni-
tion and handwritten character recognition can
be achieved using initially similar architectures
and the same learning rule. Of note, perfor-
mance after learning rivals the best algorithms
specifically developed for speech recognition or
character recognition respectively (Mohamed
et al. 2011). This approach is appealing because
the lack of structural differentiation among cor-
tical areas suggests a broadly shared learning
algorithm, at least at the cortical level.

Fine-tuning of learning algorithms may
occur through improvement in error detection,
error computation, reward computation, and,
more generally, synaptic learning rules. This
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fine tuning may involve neuromodulators,
which are believed to be involved in the
modulation of synaptic plasticity (Zhang et al.
2009) and in the computation of error signals
(Schultz et al. 1997). Changes in the responses
of the neurons synthesizing these neuromod-
ulators could easily generalize across tasks
and sensory modalities because these neurons
tend to connect very wide cortical regions.
Although few studies are available on this topic,
action video game play likely alters patterns of
neuromodulator release. For instance, an early
positron emission tomography study indicated
that a large release of striatal dopamine occurs
when subjects play a basic shooting video game
(Koepp et al. 1998, though see the call for
further replication by Egerton et al. 2009).
This should be a fruitful area of research for
future studies.

RESOURCES, KNOWLEDGE,
AND LEARNING RULES IN
ACTION VIDEO GAME PLAY

All three factors that can contribute to learning
to learn may, of course, be involved in the effects
of video game training, but the experimental
evidence so far has focused mainly on changes
in resources and improvements in resource al-
location. However, although no experiments
have directly tested differences in knowledge
or in learning rules, some data points do appear
more consistent with these changes than does a
resource-based account.

Attentional Resources

Enhanced resources. The proposal that
VGPs benefit from greater attentional re-
sources is supported by the observation that,
in simple flanker compatibility tasks, VGPs’
reaction times show a greater sensitivity to
the identity of the flanker (Dye et al. 2009b;
Green & Bavelier 2003, 2006a). Thus, reac-
tion times on the main target task showed
greater speeding (respectively, slowing down)
when flankers were response compatible (re-
spectively, response incompatible) in VGPs as
compared with NVGPs. According to the work

of Lavie and others (2005), in such flanker
paradigms the resources utilized by the main
target task determine the amount of process-
ing the flanker receives and thus the size of the
flanker compatibility effect. As the main target
task exhausts more resources, the identity of the
flanker affects reaction times to a lesser extent,
leading to increasingly smaller compatibility ef-
fects. Green & Bavelier (2003) showed that al-
though this pattern of results held in NVGPs,
VGPs continued to show effects of flanker iden-
tity even for relatively high-load target tasks,
thus suggesting the presence of greater atten-
tional resources.

Selective attention. Action game play results
in improved selective attention over space,
over time, and to objects. VGPs exhibit more
accurate spatial localization of a target whether
presented in isolation as in Goldman perimetry
(Buckley et al. 2010) or among distracting, irrel-
evant information as in the Useful Field of View
task (Feng et al. 2007; Green & Bavelier 2003,
2006a; Spence et al. 2009; West et al. 2008).
Action game play also enhances the ability to
select relevant information over time. When
viewing a stream of letters presented rapidly,
one after the other, participants can typically
identify the one white letter among black letters
if asked. However, doing so creates a momen-
tary blink in attention, leading the subject to
be unaware of the next few items following the
white letter. This effect, termed the attentional
blink, is believed to measure a fundamental bot-
tleneck in the dynamics of attention allocation
(Shapiro et al. 1997). VGPs’ blink is much less
pronounced, with some VGPs failing to show
any blink (at least at the rate of presentation
tested; see Cohen et al. 2007, Green & Bavelier
2003). It is unlikely that action game play to-
tally obliterates the attentional blink, but these
data suggest a much faster rate of attentional
recovery in VGPs. Such faster processing speed
is in line with the reduced backward masking
reviewed earlier and the report that VGPs
perceive the timing of visual events more veridi-
cally than do NVGPs (Donohue et al. 2010,
but see West et al. 2008 for a different view). A
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third aspect of selective attention documented
to change for the better after action game
play is attention to objects (Boot et al. 2008;
Cohen et al. 2007; Green & Bavelier 2003,
2006b; Trick et al. 2005). Using the multiple-
object-tracking task (Pylyshyn & Storm 1988),
VGPs have been repeatedly shown to track
more objects accurately than have NVGPs
(Boot et al. 2008, Green & Bavelier 2006b,
Trick et al. 2005). This skill requires efficient
allocation of attentional resources as objects
move and cross over each other in the display.
The advantage noted in VGPs in this task
is consistent with either large resources or a
swifter allocation of resources as a result of
game play.

The ability to focus attention on a target
location and ignore irrelevant distracting
information is a key determinant of selective
attention. Converging evidence indicates that
selective attention is a strong predictor of aca-
demic achievement in young children (Stevens
& Bavelier 2012), illustrating the general
benefits this skill may confer. Although seldom
considered in conjunction with action game
play, meditative activities such as mind-body
training and eastern relaxation technique also
act in part by enhancing selective attention
(Lutz et al. 2008, Tang & Posner 2009).
Whether these two rather different treatments
achieve their effects through comparable
neural modulation may be a fruitful avenue of
investigation in the future.

Divided attention. The ability to divide
attention between tasks or locations was one
of the first attentional benefits noted in the
early days of computer games (see Greenfield
2009 for a review). For example, when asked to
report the appearance of a target in a high prob-
ability, low probability, or neutral location,
VGPs did not show the expected decrement
(slower reaction time compared with neutral)
for the low probability location, suggesting a
better strategy in spreading attention due to
game expertise (Greenfield et al. 1994). More
recently, VGPs have shown an enhanced abil-
ity at dividing attention between a peripheral

localization task and a central identification
task (Dye & Bavelier 2010, Green & Bavelier
2006a). VGPs also excelled when asked to
detect a prespecified target in rapid sequences
of Gabor stimuli presented in both visual fields.
Concurrent event-related potential recordings
indicated a larger occipital P1 component
(latency 100–160 ms) in VGPs during this
divided-attention task, consistent with the pro-
posal of greater attentional modulation in early
stages of processing such as the extrastriate
visual cortex in VGPs (Khoe et al. 2010).

Sustained attention and impulsivity. Some
evidence also supports the notion that sus-
tained attention benefits from action video
game play. Using the Test of Variables of At-
tention (T.O.V.A.), a computerized test often
used to screen for attention deficit disorder,
Dye et al. (2009a) found that VGPs responded
faster and made no more mistakes than did
NVGPs on this test. Briefly, this test requires
participants to respond as fast as possible to
shapes appearing at the target location, while
ignoring the same shapes if they appear at an-
other location. By manipulating the frequency
of targets, the T.O.V.A. offers a measure of
both impulsivity (is the observer able to with-
hold a response to a nontarget when most of the
stimuli are targets?) and a measure of sustained
attention (is the observer able to stay on task
and respond quickly to a target when most of
the stimuli are nontargets?). In all cases, VGPs
were faster but no less accurate than were the
NVGPs, indicating, if anything, enhanced per-
formance on these aspects of attention as com-
pared with NVGPs. It may be worth noting that
VGPs were often so fast that the built-in data
analysis software of the T.O.V.A. considered
their reaction times to be anticipatory (200 ms
or less). However, a close look at the reaction
time distribution indicated that these anticipa-
tory responses were nearly all correct responses
(which would obviously be unlikely if they were
driven by chance, rather than being visually
evoked). In summary, VGPs are faster but not
more impulsive than NVGPs and equally capa-
ble of sustaining their attention. Although some
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have argued for a link between technology use
and attention-deficit disorder (Rosen 2007, but
see Durkin 2010), in the case of playing action
games this does not appear to be the case.

Resource allocation. The proposal that ac-
tion game play enhances top-down aspects of
attention by allowing VGPs to allocate their
resources more flexibly where it matters for
the given task is supported by several inde-
pendent sources. First, some evidence indicates
that VGPs may better ignore sources of dis-
traction, a key skill for properly allocating re-
sources. For example, VGPs have been shown
to be more capable of overcoming attentional
capture. Chisholm et al. (2010, Chisholm &
Kingstone 2011) compared the performance
of VGPs and NVGPs on a target-search task
known to engage top-down attention, while
concurrently manipulating whether a singleton
distractor, known to capture attention automat-
ically, was or was not present. When top-down
and bottom-up attention interact in such a way,
investigators noted that although the singleton
distractor captured attention in both groups, it
did so to a much lesser extent in VGPs than in
NVGPs. Thus VGPs may better employ exec-
utive strategies to reduce the effects of distrac-
tion. More recently, Mishra et al. (2011) made
use of the steady-state visual-evoked potentials
technique to examine the neural bases of the at-
tentional enhancements noted in VGPs. They
found that VGPs more efficiently suppressed
unattended, potentially distracting information
when presented with highly taxing displays.
Participants viewed four different streams of
rapidly flashing alphanumeric characters. Each
stream flashed at a distinct temporal frequency,
allowing retrieval of the brain signals evoked by
each stream independently at all times. Thus,
brain activation evoked by the attended stream
could be retrieved, as could brain activation
evoked by each of the unattended and poten-
tially distracting streams. VGPs suppressed ir-
relevant streams to a greater extent than did
NVGPs, and the extent of the suppression pre-
dicted the speed of their responses. VGPs seem
to focus better on the task at hand by ignoring

other sources of potentially distracting infor-
mation. This view is in line with the proposal in
the literature of greater distractor suppression
as one possible determinant of more efficient
executive and attentional control (Clapp et al.
2011, Serences et al. 2004, Toepper et al. 2010).

VGPs may also benefit from greater flexi-
bility in resource allocation. The finding that
VGPs switch tasks more swiftly, whether or
not switches are predictable, is consistent with
this view (Green et al. 2012). A recent brain-
imaging study involving VGPs and NVGPs
also speaks to this issue. In this study, the re-
cruitment of the frontoparietal network of areas
hypothesized to control the flexible allocation
of top-down attention was compared in VGPs
and NVGPs. As attentional demands increased,
NVGPs showed increased activation in this net-
work as expected. In contrast, VGPs barely en-
gaged this network despite a matched increase
in attentional demands across groups. This re-
duced activity in the frontoparietal network
is compatible with the proposal that resource
allocation may be more automatic and swift
in VGPs (Bavelier et al. 2011). Furthermore,
many models of the multiple-object-tracking
task, on which VGPs have been seen to ex-
cel, intimate a close relationship between the
number of items that can be tracked and the
efficiency of resource allocation (Ma & Huang
2009, Vul et al. 2010).

In sum, much evidence demonstrates that
action video game play leads to not only en-
hanced resources, but also a more intelligent
allocation of these resources given the goals at
hand. This is one of the ways action game play
may result in learning to learn. We now turn to
other evidence for learning to learn after action
game play that suggests changes in knowledge
and/or learning algorithm.

Knowledge/Learning Rule

Direct evidence for changes in knowledge or
learning rules is still lacking. However, the
literature contains pointers suggestive of such
changes. First, the observation that action
game play leads to more accurate probabilistic
inference, as discussed above (see A Common
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Mechanism: Learning to Learn), suggests the
development of new connectivity and knowl-
edge to enable a more efficient architecture
for the given task. Although some of these
benefits could be driven initially by changes
in resources, the fact that they can last for
five months or longer suggests more profound
and long-lasting changes in representation
than what is typically afforded by attentional
resources. Second, a number of experiments
point to improvement despite little need for
resources. This is true, for example, of very
basic psychophysical skills such as visual acuity
or contrast sensitivity (Green & Bavelier 2007,
Li et al. 2009). These paradigms displayed
only one target in isolation, and no uncertainty
was present on either the place and/or time of
the target’s arrival (fixed target location, fixed
SOA). In contrast, resources such as attention
are typically called on when a target needs to
be selected in time or space from distractors
or when the time and/or place of arrival of the
stimulus is uncertain (Carrasco et al. 2002).
Third, an attentional explanation is not always
in line with the noted changes. For example,
contrast-sensitivity improvements were not
larger as spatial frequency increased (and thus
stimulus size decreased) as would be predicted
by attentional accounts. Rather, the beneficial
effect of action game play was maximal at in-
termediate frequencies. These considerations
point to changes in representations likely to be
mediated by enhancement either in learning
rule or in knowledge.

Action game playing may act by enabling
more generalizable knowledge through vari-
ous abstractions, including the extent to which
nontask-relevant information should be sup-
pressed (Clapp et al. 2011, Serences et al. 2004,
Toepper et al. 2010), how to modify perfor-
mance to maximize reward rate (Simen et al.
2009), how to combine data across feature di-
mensions (which depends on the presence/type
of dependencies between the dimensions;
Perfors & Tenenbaum 2009, Stilp et al. 2010),
and how to set a proper learning rate (which
depends on the belief about whether generating
distributions are stationary or drifting; Behrens

et al. 2007). Although these avenues are only be-
ginning to be explored, some support is emerg-
ing for distraction suppression and reward-rate
changes after action game play. First, several
studies document that action video game play
alters the extent to which distracting informa-
tion is suppressed. It is not always the case
that VGPs show greater suppression of dis-
tractors. Rather, distractor processing appears
to be greater in VGPs than in NVGPs under
conditions of relatively low load. Under such
conditions, task difficulty is sufficiently low for
VGPs to remain efficient on the primary task
and at the same time still be able to process
distractors (Dye et al. 2009b, Green & Bavelier
2003). In contrast, VGPs show greater suppres-
sion of distractors under extremely high load
conditions (Mishra et al. 2011). As task diffi-
culty increases, suppression of distractors be-
comes necessary for VGPs to maintain their
high performance on the primary task. Such
differential effects may be understood if distrac-
tor processing has been encoded at a proper
level of abstraction that is contingent on pri-
mary task success. Second, a key step in foster-
ing learning is to engage the reward system (Bao
et al. 2001, Koepp et al. 1998, Roelfsema et al.
2010). A distinguishing feature of action games
is the layering of events/actions at many differ-
ent timescales, resulting in a complex pattern
of reward in time. This feature may explain,
in part, why VGPs seem to maximize reward
rate in a variety of tasks (A.F. Anderson, C.S.
Green, D. Bavelier, manuscript in preparation;
Green et al. 2010). Further investigation of the
impact of action game play on knowledge and
learning rules should provide an interesting test
case, as the roles of resource control, hierarchi-
cal knowledge, and learning rules are refined.

Finally, the enhanced attentional control
documented earlier is not, in this view, the
proximal cause of the superior performance
of VGPs, i.e., an end in and of itself. Instead,
it is a means to an end, with that end being
the development of more generalizable knowl-
edge as one is faced with new tasks or new
environments. Such learning to learn pre-
dicts that reasonably equivalent performance
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between groups should be seen early on when
performing a new task, with the action gaming
advantage appearing and then increasing
through experience with the task. Such out-
comes are being investigated in the domain of
perceptual learning and decision making.

CONCLUDING REMARKS

In sum, we propose that action game play does
not teach any one particular skill but instead
increases the ability to extract patterns or reg-
ularities in the environment. As exemplified by
their superior attentional control skills, VGPs
develop the ability to exploit task-relevant
information more efficiently while better
suppressing irrelevant, potentially distracting
sources of information. This may stem from
the ability to discover the underlying structure
of the task they face more readily, perform
more accurate statistical inference over the
data they experience, and thus exhibit superior
performance on a variety of tasks previously
thought to tap unrelated capacities. In this
sense, action video game play may be thought
of as fostering learning to learn.

The hypothesis that action video game play
may improve learning to learn is appealing be-
cause it naturally accounts for the wide range of
skills enhanced in VGPs. Yet, learning to learn
does not guarantee better performance on all
tasks. Instead, like all forms of learning, it comes
with a number of constraints that determine the
nature and extent of the generalization possible.
For instance, changes in knowledge produce
benefits only to the extent to which new tasks
share structure with action video games. No
benefits are expected in tasks that share no such
structure. Furthermore, and again like all forms
of learning, potential drawbacks exist. For in-
stance, an increase in resources may predict a
tendency to overexplore: to test models that are
more elaborate than what is required by the task
at hand, which could actually result in poorer
performance and slower learning. Learning to
learn does not predict that VGPs will excel at all
tasks, but rather provides a theoretical frame-
work to further our understanding of key con-
cepts underlying generalization in learning as
well as better characterizing the architecture,
resources, and learning algorithms that gener-
ate the remarkable power of the human brain.
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