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## Introduction

In the Brute Force attack the attacker tries every possible key on a piece of ciphertext until an intelligible translation into plaintext is obtained [8]. Many types of classical ciphers exist, although most fall into one of two broad categories: substitution ciphers and transposition ciphers. In the former one, every plaintext character is substituted by a cipher character, using a substitution alphabet, and in the latter one, plaintext characters are permuted using a predetermined permutation.

A simple transposition or permutation cipher works by breaking a message into fixed size blocks, and then permuting the characters within each block according to a fixed permutation, say $P$. The key to the transposition cipher is simply the permutation P . So, the transposition cipher has the property that the encrypted message contains all the characters that were in the plaintext message. In other words, the unigram statistics for the message are unchanged by the encryption process. The size of the permutation is known as the period. Let's consider an example of a transposition cipher with a period of ten 10 , and a key $\mathrm{P}=\{7,10,4,2,8,1,5,9,6,3\}$. In this case, the message is broken into blocks of ten characters, and after encryption the seventh character in the block will be moved to position 1, the tenth moved character in the block will be moved to position 2 , the forth is moved to position 3 , the second to position 4 , the eighth to position 5 , the first to position 6 , the fifth to the position 7 , the ninth to the position 8, the sixth to the position 9 and the third to position 10 .

In Table 1 shows the key and the encryption process of the previously described transposition cipher. It can be noticed that the random string " X " was appended to the end of the message to enforce a message length, which is a multiple of the block size. It is also clear that the decryption can be achieved by following the same process as encryption using the "inverse" of the encryption permutation. In this case the decryption key, $\mathrm{P}^{-1}$ is equal to $\{6,4,10,3,7,9,1,5,8,2\}$.

Table 1. Example of the transposition cipher key and encryption process

| KEY: |
| :--- | :--- |
| Plaintext: 12345678910 |
| Ciphertext:7 1042815963 |
| ENCRYPTION: |
| Position : 12345678910 1234 5678 910 12345678910 |
| Plaintext: TRANSPOSITION_ALGORITHMXXXXXXX |
| Ciphertext OTNRSTSIPAGI_OOIARLNXXXHXTXXXM |

This paper is organized as follows: A brief description of cryptanalysis, description of attacks on transposition and algorithmic description of the attack on a simple transposition cipher using a genetic algorithm. The results of the genetic algorithm attack are given finally.

## Cryptanalysis

A typical cipher takes a clear text message (known as the plaintext) and some secret keying data (known as the key) as its input and produces a scrambled (or encrypted) version of the original message (known as the ciphertext). An attack on a cipher can make use of the ciphertext alone or it can make use of some plaintext and its corresponding ciphertext (referred to as a known plaintext attack) [3].

Cryptanalysis is the process of recovering the plaintext and/or key from a cipher. Many cryptographic systems have a finite key space and, hence, are vulnerable to an exhaustive key search attack. Yet, these systems remain secure from such an attack because the size of the key space is such that the time and resources for a search are not available. A random search through a finite but large key space is not usually an acceptable cryptanalysts tool. In this work, however, we explore the possibility of using a random type search to break a cipher. The focus of this work is on the use of a genetic algorithm to conduct a directed random search of a key space. The ability to add direction to what seems to be a random search is a feature of genetic algorithms which suggests that it may be possible to conduct an efficient search of a large key space [4].

## Prior Work

Cryptanalysis of transposition cipher has been carried out by many researchers. Several good papers available in the internet have explained about attack on transposition cipher. Andrew used optimization heuristics in cryptanalysis of transposition cipher [3], using the fitness weight in table 3, as the cost function of genetic algorithm. A.Dimovski and D.Gligoroski use the equation (1) as a cost function [1].

## Attacks on the transposition cipher

In this section, we describe Genetic algorithm for attack on the transposition cipher. This section also discusses possible cost functions for the attacks on the transposition cipher.

## 1) Genetic Algorithms

Brute Force attack has the disadvantage of high computational complexity. In order to overcome this complexity, the Meta heuristic search techniques like Genetic Algorithm are used.

A genetic algorithm is general method of solving problems to which no satisfactory, obvious, solution exists. It is based on the idea of emulating the evolution of a species in nature so the various components of the algorithm are roughly analogous to aspects of natural evolution. Common mathematical tasks amenable to genetic solutions include computing a curve to fit a set of data or approximating NP problems. Often these operators consist of flipping a single random bit of one individual or swapping two randomly selected substrings from a pair of parents to generate a new child. To simulate Darwinian survival of the fittest some representation of the fitness of the individuals must be generated. Genetic algorithm is applied in four steps:

- Initialize algorithm variables: $G$ the maximum number of generations to consider, $M$ the solution pool size and any other problem dependent variables.
- Generate an initial solution pool containing $M$ candidate solutions.
- For $G$ iterations, using the current pool:

1. Select a breeding pool from the current solution pool and make pairings of parents.
2. For each parental pairing, generate a pair of children using a suitable mating function.
3. Apply a mutation operation to each of the newly created children
4. Evaluate the fitness function for each of the children
5. Based on the fitness of each of the children and the fitness of each of the solutions in the current pool, decide which solutions will be placed in the new solution pool. Copy the chosen solutions into the new solution pool.
6. Replace the current solution pool with the new one. So, the new solution pool becomes the current one.

- Choose the fittest solution of the final generation as the best solution.

The mutation operation is identical to the solution perturbation technique used in the genetic algorithm attack. That is, randomly select two elements in the child and swap those elements.
The following is flow chart of proposed algorithm; examples for the operations are given in the flow chart:


Fig. 1. Flow chart of proposed algorithm
Note that for crossover operation the first part of first child is the first part of first parent and second part of first child is the remaining digits as the order of second parent, and the first part of second child is the first part of second parent and second part is the remaining digits as the order of first parent.

## 2) Suitability Assessment

The technique used by A.Dimovski and D.Gligoroski, in [1] to compare candidate keys is to compare n-gram statistics of the decrypted message with those of the language. Equation 1 is a general formula used to determine the suitability of a proposed key (k). Here, A denotes the language alphabet (i.e., for English, [A... Z, _ ], where _ represents the space symbol), K and D denote known language statistics and decrypted message statistics, respectively, and the indices $\boldsymbol{b}$ and $\boldsymbol{t}$ denote the bigram and trigram statistics, respectively. The values of $\beta$ and $\gamma$ allow assigning of different weights to each of the two n gram types.

$$
\begin{align*}
\mathbf{C}^{k} & =\boldsymbol{\beta} \cdot \sum_{i, j \in A}\left|K_{(i, j)}^{b}-D_{(i, j)}^{b}\right|+ \\
& +\gamma \cdot \sum_{i, j, k \in A}\left|K_{(i, j, k)}^{t}-D_{(i, j, k)}^{t}\right| \tag{1}
\end{align*}
$$

The unigram frequencies for a message are unchanged during the encryption process of a transposition cipher and so, they are ignored when evaluating a key i.e. in equation (1).

The complexity of determining the fitness is $\mathrm{O}\left(\mathrm{N}^{3}\right)$ (where N is the alphabet size). In the process of determining the cost associated with a transposition cipher key the proposed key is used to decrypt the ciphertext and then the statistics of the decrypted message are then compared with statistics of the language. Matthews proposed an intuitive alternative. Instead of using all possible bigrams and trigrams a subset of the most common ones are chosen [7].

The method of Matthews is to list a number of the most common bigrams and trigrams and to assign a weight (or score) to each of them. Also, the trigram "EEE" was included in the list and assigned a negative score. The idea behind this is interesting. Since E is very common in English, it could be expected that a plaintext message might contain a relatively high number of E's. The same frequency of E's will be present in the ciphertext, but, in this case, it could be expected that, on occasion, three E's might occur simultaneously. Since these never occur normally in the English language, it makes sense to assign such a trigram a negative score. Each weight is applied to the frequency of the corresponding bigram or trigram in the decrypted message.

Table 2 shows the weight table used by Matthews in his paper. The bigrams, trigrams and weights were modified by Andrew John Clark, in [3] to the values shown in Table 3. Notice that the bigram "-" (two consecutive spaces) and the trigram "_ " (three consecutive spaces) have been included. Some of the other bigrams and trigrams are slightly different - due to the fact that the space symbol has been included in the encryption in [3] (and was not in the work by Matthews) and also due to different sets of language statistics used.

In this paper we used modified method to evaluate the cost value of the fitness function which is used in [3]
and [7], EEE, AND and ING are included to the Andrew table, Table 4 shows the weight table used in this research.

Table 2. The fitness weight table proposed by Matthews.

| Bi/trigram | score | Bi/trigram | score |
| :---: | :---: | :---: | :---: |
| TH | +2 | ED | +1 |
| HE | +1 | THE | +5 |
| IN | +1 | ING | +5 |
| ER | +1 | AND | +5 |
| AN | +1 | EEE | -5 |

Table 3. The fitness weight table proposed by Andrew John Clark

| Bi/trigram | score | Bi/trigram | score |
| :---: | :---: | :---: | :---: |
| E | +2 | S_ | +1 |
| T | +1 | - | -6 |
| HE | +1 | TH | +5 |
| TH | +1 | THE | +5 |
| A | +1 | HE | +5 |
|  | -10 |  |  |

Table 4. The fitness weight table proposed in this research

| Bi/trigram | score | Bi/trigram | score |
| :---: | :---: | :---: | :---: |
| EEE | -5 | ING | +5 |
| E | +2 | S | +1 |
| $\overline{\mathrm{~T}}$ | +1 | - | -6 |
| HE | +1 | $\overline{\mathrm{TH}}$ | +5 |
| TH | +1 | $\overline{\mathrm{THE}}$ | +5 |
| A | +1 | HE | +5 |
|  | -10 | AND | +5 |

## Characteristics of testing environment

The algorithm is implemented using $\mathrm{C}++$ and tested in machine with following configuration: Intel Pentium IV processor with core frequency 3 GHz , RAM 512 MB .

## Experimental results

The algorithm has been implemented successfully and the comparison is made upon the amount of ciphertext provided to the attack. These results are presented in Table 5. Here the algorithm was run on different sizes of ciphertext and different number of keys. Here for each size there are some keys have been broken fully. If the ciphertext is having more size the breakable key is more.

Table 5. The amount of key recovered versus available ciphertext for different transposition size

| Amount of <br> ciphertext <br> (Letters) | Key recovered |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | Key size(digits) |  |  |  |  |  |  |  |  |
|  | $\mathbf{1 0}$ | $\mathbf{1 1}$ | $\mathbf{1 2}$ | $\mathbf{1 3}$ | $\mathbf{1 4}$ | $\mathbf{1 5}$ | $\mathbf{1 6}$ | $\mathbf{1 7}$ |  |
| 500 | 10 | 11 | 12 | 10 | 9 | 8 | 7 | 6 |  |
| 1000 | 10 | 11 | 12 | 13 | 14 | 15 | 14 | 14 |  |
| 1500 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 15 |  |
| 2000 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 |  |

Table 6 shows the required time to break transposition cipher for the cipher text with 1000 letters and different key size.

Table 6. Required time to break the cipher with 1000 letters for keys of different size

| Key <br> size | 10 | 11 | 12 | 13 | 14 | 15 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Time <br> $($ sec $)$ | 6.45 | 22.55 | 29.31 | 50 | 72 | 100 |

## Conclusion

In the algorithm proposed by A. Dimovski and D. Gligoroski, [1] the recovered key for 1000 letters in ciphertext amount is 13.25 out of 15 key length. In our proposed algorithm the recovered key is 15 for the same amount of ciphertext. So for this size of cipher text and for key size 15 the improvement is 13 percent. The time for breaking the key is less than the time in the Brute Force attack, because the number of possible keys for a transposition cipher with N key size is N ! (factorial).
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