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INTRODUCTION

The use of computer technology in medical 
decision support is now widespread and per-
vasive across a wide range of medical area, 
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ABSTRACT
In this paper a new approach for the prediction of breast cancer has been made by reducing the features of the 
data set using PCA (principal component analysis) technique and prediction results by simulating different 
models namely SANE (Symbiotic, Adaptive Neuro-evolution), Modular neural network, Fixed architecture 
evolutionary neural network (F-ENN), and Variable Architecture evolutionary neural network (V-ENN). The 
dimensionality reduction of the inputs achieved by PCA technique to an extent of 33% and further different 
models of the soft computing technique simulated and tested based on efficiency to find the optimum model. 
The SANE model includes maximum number of connections per neuron as 24, evolutionary population size 
of 1000, maximum neurons in hidden layer as 12, SANE elite value of 200, mutation rate of 0.2, and number 
of generations as 100. The simulated results reflect that this is the best model for the prediction of the breast 
cancer disease among the other models considered in the experiment and it can effectively assist the doctors 
for taking the diagnosis results as its efficiency found to be 98.52% accuracy which is highest.

such as cancer research, gastroenterology, hart 
diseases, brain tumors etc. (Sengur, 2007). Fully 
automatic malignant and benign breast cancer 
classification is of great importance for research 
and clinical studies.

Since the neural networks are sensitive 
to the number of inputs, as large number of 
inputs may lead to under-training, immensely DOI: 10.4018/jissc.2012010101
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large training time, loss of generality, inability 
to model ideal functional surfaces, etc.. In such 
a context, the solution lies in making effective 
dimensionality reduction techniques for reduc-
ing the number of input attributes, whereby 
having the least loss of information.

The PCA performs the task of dimension-
ality reduction. It takes as its input a database 
that consists of a large number of attributes, and 
mines out the most interesting attributes or com-
bination of attributes. The resultant attributes 
may be better suited for solving the concerned 
problem, and have a smaller dimensionality 
(Sengur, 2007).

The different models of soft computing 
are available in the literature and comparisons 
there comparison has been done. The Hybrid 
approaches form a very exciting field of work 
and research for large and complex data sets. 
In these systems we combine Neural Networks, 
Evolutionary Algorithms, Fuzzy Logic and 
heuristics in numerous ways to make a much 
more efficient system (Janghel et al., 2010).

Evolutionary Computing techniques are 
search algorithms based on the mechanisms 
of natural selection and genetics. That is, they 
apply Darwin’s principle of the survival of the 
fittest (Darwin, 1859) among computational 
structures with the stochastic processes of gene 
mutation, recombination, etc. Central to all 
evolutionary computing techniques is the idea 
of searching a problem space by evolving an 
initially random population of solutions such 
that better - “fitter” – solutions obtained.

The evolutionary algorithm searches for the 
most productive decision strategies using only 
the infrequent rewards returned by the underly-
ing system. Together evolutionary algorithms 
and neural networks offer a promising approach 
for learning and applying effective decision 
strategies in many different situations.

Co-evolutionary algorithms are great prob-
lem solving tools in such scenarios, where the 
complete problem of optimization of a highly 
dimensional fitness landscape may be broken 
down into multiple sub-problems that together 
constitute the main problem. The sub-problems 
are simpler to solve or optimize, and hence 

aid in providing effective components for the 
solution of the main problem. It is however 
important for the different sub-problems to 
co-operate with each other, in order to enable 
effective evolution that ultimately results in 
locating global minima.

Novel neuro-evolution mechanisms called 
SANE (Symbiotic Adaptive Neuro-evolution) 
are efficient for sequential decision learning. 
Unlike most approaches, which operate on a 
population of neural networks, SANE applies 
genetic operators to a population of neurons. 
Each neuron’s task involves establishing con-
nections with other neurons in the population 
to form a functioning neural network. Since no 
one neuron can perform well alone, they must 
specialize or optimize one aspect of the neural 
network and connect with other neurons that 
optimize other aspects. SANE thus decomposes 
the search space, which creates a much more 
efficient genetic search. Moreover, because of 
the inherent diversity in the neuron population, 
SANE can quickly revise its decision policy in 
response to shifts in the domain.

In this paper, we first use PCA for di-
mensionality reduction of the breast cancer 
database. The original database consisting of 
30 attributes usually becomes very large and 
complex hence; the dimensionality is been 
reduced by PCA before giving to the input of 
SANE. In this problem SANE is a representative 
of the class of co-evolutionary neural networks. 
Then we compare the performance of SANE 
with modular neural network (MNN), fixed 
architecture evolutionary neural network (F-
ENN) and variable architecture evolutionary 
neural network (V-ENN).

LITERATURE REVIEW

Fully automatic malignant and benign breast 
cancer classification is of great importance for 
research and clinical studies. Recent work has 
shown that classification of breast cancer is pos-
sible via supervised techniques such as artificial 
neural networks and support vector machine 
(SVM), and unsupervised classification tech-
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niques unsupervised such as self-organization 
map (SOM) and fuzzy c-means combined with 
feature extraction techniques. Other supervised 
classification techniques, such as k-nearest 
neighbors (k-NN), Support Vector Machine 
(SVM). Another machine learning methods like 
LDA, NDA, PCA and ANN has used (Maitra 
& Chatterjee, 2007; Santos-Andre et al., 1999; 
Abdalla, Deris, Zaki, & Ghoneim, 2008).

Almost all the current models try to develop 
a global architecture, which is a very complex 
problem. Although, some attempts made to 
develop modular networks (Liu & Yao, 1999), 
in most cases the modules are combined only 
after the evolutionary process has finished and 
not following a cooperative co-evolutionary 
model. Cho and Shimohara (1998) developed 
a modular neural network evolved by means 
of genetic programming.

METHODOLOGY

The paper proposes solution to the problem of 
Breast Cancer. Database of breast cancer micro-
scopic and clinical tests reports are collected. 
Based on the tests reports our expert system 
predicts cancer as either Benign or Malignant. 
The complete database contains 30 input attri-
butes. The number of attributes is too large for 
the system to perform. As a result, the first step 
performed is dimensionality reduction. For this, 
we use PCA to get a reduced database containing 
less number of input attributes. The second task 
is to apply different soft computing techniques 
over the problem. The classification has done 
using SANE neuro-evolution algorithm. The 
SANE uses co-evolutionary approaches to find 
the optimal network architecture of the neural 
network along with the weights and bias values.

Further, in the paper numerous soft comput-
ing models have used for the prediction of breast 
cancer. The learning for each model takes place 
through an iterative process of weight adjust-
ments applied to its initial weight after epoch 
iteration of the learning process. Each neural 
network has its own training algorithm, as per 
the model. The details are shown in Figure 1.

PCA Preprocessing

Principal components analysis is a quanti-
tatively rigorous method for achieving the 
simplification of data set. The method gener-
ates a new set of variables, called principal 
components. Each principal component is a 
linear combination of the original variables. 
All the principal components are orthogonal to 
each other so there is no redundant information 
(Sengur, 2007). The principal components as a 
whole form an orthogonal basis for the space 
of the data.

Step that involved in PCA process includes:

Step 1: Get the data,
Step 2: Subtract the mean,
Step 3: Calculate the covariance matrix,
Step 4: Calculate the eigenvectors and Eigen 

values of the covariance matrix,
Step 5: Choosing components and forming a 

feature vector,
Step 6: Deriving the ‘newdata’ set, and later 

getting the old data back.

The problem of low-dimensional feature 
representation can be stated as follows: Let X= 
(x1, x2,…, xi,…, xn) represents the n × N data 
matrix, where each xi is a feature vector of di-
mension n. Here n represents the total number 
of attributes in the breast cancer input and N 
is the number of input cases in the training set. 
The PCA can be considered as a linear trans-
formation (1) from the original input vector to 
a projection feature vector, i.e.

Y =WT X  (1)

Where Y is the m × N feature vector matrix, 
m is the dimension of the feature vector, and 
transformation matrix W is an n×m transforma-
tion matrix whose columns are the eigenvectors 
corresponding to the m largest Eigen values 
computed according to the formula (2):

λei = Sei (2)



4   International Journal of Information Systems and Social Change, 3(1), 1-9, January-March 2012

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Where ei, λ are eigenvectors & Eigen values 
matrix respectively.

Here the total scatter matrix S and the mean 
of all samples is as follows:

S=
i

N

=
∑
1

 (xi-µ) (xi-µ)T, 

µ = 1
1N i

N

=
∑ xi .  (3)

After applying the linear transformation 
WT, the scatter of the transformed feature 
vectors {y1,y2,…, yN} is WTSW. In PCA, the 
projection Wopt is chosen to maximize the 
determinant of the total scatter matrix of the 
projected samples, i.e.,

Wopt = arg max
W

| WTSW | = (w1w2…wm)    (4)

Where {w i | i = 1,….. 2, m} is the set of n –
dimensional eigenvectors of S corresponding 
to the m largest eigen values. In other words, 
the input vector in an n -dimensional space re-
duced to a feature vector in an m -dimensional 
subspace. We can see that the dimension of the 
reduced feature vector m is much less than the 
dimension of the input faces vector n.

After preprocessing of training database 
by PCA, feature vectors of reduced dimension 
are achieved.

Symbiotic Adaptive  
Neuro-Evolution (SANE)

Symbiotic Adaptive Neuro-Evolution (SANE) 
evolves three layer networks, where the number 
of hidden nodes of the network is predefined 
and fixed, but the network connection topology 
is not fixed (Moriarty & Miikkulainen, 1997). 
There are two populations evolved in SANE, 
a population of neurons and a population of 
network blueprints. Each individual in the neu-
ron population represents the connection paths 
and weights of a hidden neuron from the input 
layer and to the output layer (Smalz & Conrad, 
1994). Each gene of an individual contains two 
parts: one part specifies the connection path 
(that is which neuron to connect to) and the 
other specifies the weight of that connection 
(Whitehead & Choate, 1996).

All the hidden neurons have the same 
number of connections, but could have different 
connection paths from the input layer and to the 
output layer. Networks formed by combining 
selected individuals from the neuron popula-
tion. The combined neural information of the 
network is stored in blue print and individual 
population represents selected individuals from 
the neuron population (Hillis, 1990). At the 
beginning of evolution, combinations created 
randomly (Paredis, 1994). Effective combina-
tion is stored and a new combination created 

Figure 1. Methodology of breast cancer prediction
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by evolving the population (Potter & De Jong, 
1995). A well-contributing neuron does not 
always cooperate well with any other neurons. 
Therefore, through maintaining a population, 
well-contributing neurons protected from by 
elimination due to ineffective cooperation with 
some other neurons.

SANE is an intra-population neuro-co-
evolutionary algorithm that is all the cooperative 
neurons come from the same population. Each 
individual of neuron population represents a 
partial solution instead of a complete network. 
A complete network formed by a collection 
of cooperative neuron individuals. The fit-
ness of individual neuron is not evaluated 
independently but is based on its cooperation. 
After evaluating all the networks built besides 
assigning the fitness, each neuron also obtains 
a fitness value that equals the fitness sum of 
the best five networks in which the neuron 
participates. Cooperation only happens when 
we evaluate individuals, while two populations 
perform recombination and mutation process 
independently. The basic block diagram of 
SANE is as shown in Figure 2.

Algorithm

1.  Clear the fitness value of each neuron and 
blueprint.

2.  Select ζ neurons from the population using 
a blueprint.

3.  Create a neural network from the selected 
neurons.

4.  Evaluate the network in the given task.
5.  Assign the blueprint the evaluation of the 

network as its fitness.
6.  Repeat steps 2 to 4 for each individual in 

the blueprint population.
7.  Assign each neuron the evaluation of the 

best five networks in which it participated.
8.  Perform crossover and mutation operations 

on both populations.

During the evaluation stage, each blueprint 
selects neuron of subpopulations of size ζ to 
form a neural network. Each blueprint receives 
the fitness evaluation of the resulting network, 
and each neuron receives the summed fitness 
evaluations of the best five networks in which 
it participated. Calculating fitness from the best 

Figure 2. Conceptual diagram of SANE
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five networks, as opposed to all the neuron’s 
networks, discourages selection against neurons 
that are crucial in the best networks but inef-
fective in poor networks.

SIMULATION RESULTS

It is a classificatory problem with two output 
classes as Malignant and Benign. The fea-
tures of the database are as follows: radius 
(mean of distances from center to points on 
the perimeter), texture (standard deviation of 
gray-scale values), perimeter, area, smoothness 
(local variation in radius lengths), compactness 
(perimeter2 / area - 1.0), concavity (severity of 
concave portions of the contour), concave points 
(number of concave portions of the contour), 
symmetry, fractal dimension (“coastline ap-
proximation” - 1). The entire data set consists 
of 357 benign and 212 malignant cases, totaling 
to 569 instances in the database.

The SANE algorithm implemented for the 
Breast Cancer database. The program coded 
in JAVA. The software uses a data module, 
which consists of the Breast Cancer data. The 
data obtained from UCI library as text file is 
loaded into this module at start. The data divided 
into training and testing data sets. The SANE 
algorithm train and tested for different data sets.

The various parameters used for the execu-
tion of the algorithm include maximum number 
of connections per neuron as 24, evolutionary 
population size of 1000, maximum neurons in 
hidden layer as 12, SANE elite value of 200, 
mutation rate of 0.2, and number of genera-
tions as 100.

In order to analyze the ability of the system 
to quickly learn from the training data set and 
generalize the results over the testing data set, 
we experiment different percentage breakups of 
training and testing data sets. The best results 
have accuracy of 97.88% without PCA and 
98.52% with PCA.

The effectiveness of the proposed model 
in solving the problem, compared with other 
approaches taken from literature. These include 
modular neural networks (MNN), fixed archi-

tecture evolutionary neural network (F-ANN) 
and variable architecture evolutionary neural 
network (V-ANN).

In Modular Neural Networks approach, we 
tried to divide the entire input space into a set 
of clusters. Each cluster served as a separate 
problem domain for diagnosis. Each cluster 
trained and tested by separate neural network, 
which forms one of the modules of the com-
plete MNN. Here each neural network used a 
single hidden layer. The ANN structure used for 
this problem was (30 x 18 x 1). After training 
and testing, the system gave accuracy 95.08% 
without PCA and 96.00% with PCA.

F-ENN (Fixed Architecture Evolutionary 
Neural Network) we use Genetic Algorithm 
for the task of training of the neural network. 
The training involved the setting of weights 
and biases, to maximize the performance on 
training data. F-ENN used a single hidden 
layer structure for this problem (30 x 18 x 1). 
Genetic Algorithm (GA) applied to structure 
the parameter optimization. The weight matrix 
consisted of 30*18 weights between input and 
hidden layer, 18*1 between the hidden and 
the output layer and a total of 18 hidden layer 
biases and 1 output layer bias. This made the 
total number of variables for the GA as 577. 
The total number of individuals in the popula-
tion was 10. A uniform creation function, rank 
based scaling function and stochastic uniform 
selection are used. The elite count is two and 
Single point crossover is used. The program 
executed until 15 generations. The crossover 
rate was 0.8. The BPA had a learning rate of 
0.05, and momentum of one and the number of 
training epochs are 30. The accuracy achieved 
is 95.40% without PCA and 96.56% with PCA.

In variable architecture evolutionary neu-
ral network, we tried to optimize the neural 
network architecture as well as the weights 
and biases with the help of Genetic Algorithm 
using connectionist approach. The neural net-
work consists of one hidden layer. In place of 
an all-connected architecture, few connections 
are there from input layer to hidden layer and 
hidden layer to output layer. The information 
regarding the connections is stored into the 
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genetic individual. The parameters of the GA 
were a maximum number of 30 neurons, 10 
as the population size with an elite count of 2. 
The creation function was uniform and double 
vector representation done. Rank based fitness 
selection was used. Stochastic Uniform selec-
tion method used and crossover ratio was 0.8. 
The algorithms run for 15 generations. Extra 
connections penalized by assigning a penalty 
of 0.01 per connection. The accuracy in this 
case has total performance of n 95.21% without 
PCA and 97.89% with PCA.

Table 1 represents the comparative analyses 
of all techniques and Table 2 represents the 
architecture of different soft computing models. 
It observed that the performance of SANE is 
the best with 98.52% as compared to the other 
approaches for the testing data. This naturally 
proves a good generalizing capability of this 
co-evolutionary neural network model.

CONCLUSION

A new approach has been attempted and simu-
lated successfully to predict the results of Breast 
Cancer. Different models like modular neural 

network, fixed architecture evolutionary neural 
network (F-ENN) and Variable Architecture 
evolutionary neural network (V-ENN) and 
SANE (Symbiotic, Adaptive Neuro-evolution) 
have been compared SANE gives the maximum 
efficiency. The whole database divided into 
training and testing set.

Initially 10% data used for training and 
90% for testing and then in following steps of 
20/80, 20% training and 80% testing, similarly 
30/70, 40/60, 50/50, 60/40, 70/30 and 80/20% 
for training and testing. The data has been trained 
and tested for all the models with variation in 
internal parameters of the simulated model.

The best result obtained using the SANE 
(Symbiotic, Adaptive Neuro-evolution) ap-
proach after the reduction of the attributes of 
the data set with PCA (principal component 
analysis) to 98.52% prediction accuracy with 
PCA and 97.88% without PCA for testing data.
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Table 1. Internal architecture of the models 

S.	No. Methods No	of	Neurons	in	Input	
Layer

No	of
Neurons	in	Hidden	Layer

1 MNN 30 18

2 F-ENN 30 18

3 V-ENN 30 30

4 SANE 30 12

Table 2. Comparative analysis of SANE 

S.No. Methods Accuracy
without	PCA%

Accuracy	with	PCA	%

1 MNN 95.08% 96.00%

2 F-ENN 95.40% 96.56%

3 V-ENN 95.21% 97.89%

4 SANE 97.88% 98.52%
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