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ABSTRACT In this paper, a system for microwave breast tumor detection is presented using iteratively

corrected coherence factor delay and sum (CF-DAS) algorithm. CF-DAS is data independent, which makes

it stable in a noisy environment. However, data adaptive techniques have made significant progress by

enhancing the image quality in microwave tomography. Thus, a novel data adaptive iterative variant of

CF-DAS is proposed in this paper to produce stable and accurate images. The microwave imaging (MI)

system contains a rotatable array of nine modified antipodal Vivaldi antennas in a circular arrangement,

an array-mounting stand based on the stepper motor, the flexible phantom mounting podium, a control

system for RF switching of the transceivers, and signal processing unit based on personal computer involved

in the reconstruction of the image. The impedance bandwidth of the modified antenna is recorded from

2.5 to 11 GHz with stable directional radiation pattern. For performing the transmission and reception of the

microwave signals, an SP8T nine port RF switch is used ranging from 2.5 to 8.0 GHz, and the switching

is controlled by MATLAB software. Several low-cost lab-based homogenous and heterogeneous phantoms

containing the dielectric property of human breast and tumor tissue are prepared to test the system efficiency.

Since typical data independent radar-based techniques are ill-equipped for multiple reflection scenarios,

an iteratively corrected variant of CF-DAS algorithm is used for processing the recorded backscattered

signals to reconstruct the image of the breast phantom and to identify the existence and locate the area of

the multiple breast tumors. The proposed method achieves more than 10-dB improvement over conventional

CF-DAS in terms of signal to mean ratio for four different phantoms measured in this study.

INDEX TERMS Breast phantom, CF-DAS algorithm, tumor detection, antipodal Vivaldi antenna array,

microwave imaging.

I. INTRODUCTION

More than 2 million new breasts cancer cases are diagnosed

each year worldwide [1]. X-ray mammography, Computed

Tomography (CT), Ultra-Audio (US), Magnetic Resonance

Imaging (MRI) are generally used as diagnostic equipment

for identifying breast cancers [2], [3]. Nevertheless, X-ray

mammography utilizes ionizing radiation, requires unpleas-

ant compression of the breasts during the examination. Addi-

tionally, the ionization initiated by X-ray mammography has

several side effects, which paradoxically contains the proba-

bility of turning healthy cells malignant.

The associate editor coordinating the review of this manuscript and
approving it for publication was Raghvendra Kumar Chaudhary.

Additionally, the deep-lying cancerous cells are hard to

detect. Magnetic Resonance Imaging (MRI) gives high-

resolution pictures. However, the price is very high [4].

Therefore, microwave imaging is now a promising method

for breast tumor detection because of non-ionizing radiation

effect.

Microwave imaging (MI) is a technique that maps the

distribution of electrical property in objects. The contrast

between the dielectric properties of normal and tumorous

tissue is the fundamental of microwave imaging. The

microwave antennas can easily distinguish the small sig-

nal fluctuations from the variations of the electrical proper-

ties of human tissues. However, interpreting those variations
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into accurate reconstructions of the internal structure is a

challenging task as it is an ill-posed inverse scattering prob-

lem. Single or several antennas receive scattered and radi-

ated power in MI. The water and other organic contents

of every biological tissue vary causing different electrical

properties [5]. A variation in the dielectric property of the

material is experienced bymicrowavewhile traveling through

abnormal tumorous tissue that results in scattering of the inci-

dent wave. This scattering energy is detected at the receivers.

The information of detected energies is utilized to form the

imaging result.

Various categories of antennas are proposed and used for

phantom breast measurements, for instance, Pyramidal Horn

Antenna [6], Vivaldi antenna [7]–[10], CPW antenna [11],

metamaterials and EBG antenna [12], [13], and the slotted

antenna [9], [14]–[16]. For the development of an effec-

tive MI system with dynamic range and high resolution,

the antenna utilized for transmitting and receiving should be

wideband, compact, directive and high radiation efficiency.

The wideband characteristics provide high resolution and

accurate localization of a target for imaging. Besides, in a

single test, information over a wide frequency band can be

collected and leading to the feasibility of fast data acquisition

and rapid microwave detection. In a near field wideband

detection, only a single or small number of low microwave

energy pulse needed which is an important requirement for

electromagnetic medical applications [6]. In this scenario, the

Vivaldi antenna is a suitable contender for its highly direc-

tional radiation beam, compact dimensions, and high gain.

The primary design challenge of an antipodal Vivaldi antenna

is to get directional radiation pattern and lower frequency

impedance bandwidth with compact dimensions. Last few

years, Vivaldi antenna design has received much attention

for medical applications due to its desirable properties [17].

To enhance the performance of the Vivaldi antenna, several

studies have introduced different methods [7]–[10], [17].

However, a compact antenna with improved antenna property

like broad impedance and the high gain antenna was desired

for microwave imaging applications.

Numerous simulation and experimental microwave imag-

ing system results have been reported regarding breast tumor

detection [11], [16], [18]–[23]. Microwave system containing

16 wideband antennas was presented to monitor the dielectric

variation of breast tissue [11], [16], [21], [22]. The time

domain signal was gathered by an oscilloscope and antenna

from 2-4 GHz frequency range. 20 monopole antennas were

utilized in a lossy medium time domain system for medical

applications through the UWB frequency range (100 MHz to

3 GHz) [24], [25]. In [23], 16 UWB antennas were used on

the side of the phantom. To switch the antenna, a master con-

troller was positioned at the top of the array. So far discussed

in the imaging mentioned above system, most of the designed

system was used many antennas to received multiple signals

with adjustable low coupling antenna elements in the limited

space. To solve the switching complexity of channel, to mit-

igate the antenna couplings and to develop the cost-effective

system, the dynamically movable antenna would be utilized

to collect the backscattered signal in multiple locations is a

better alternative solution instead of the fixed antenna array.

Based on the rotation angle, the movable antenna array is

able to collect data for multiple illumination angles. Ini-

tially, a biostatic antenna system was used for transceiver and

receiver with a fixed rotating arc to collect the equal number

of signals for processing as like monostatic system [26].

Later multi-static imaging system was introduced to collect

more signal for high-resolution image construction [27], [28].

A 4 × 4 planar UWB antenna array was proposed for 3D

breast cancer detection, but the study used only the simulation

setup to identify the tumor [29]. A monostatic system in

which a balanced antipodal antenna was used to collect the

backscattered signal from 36 six different positions around

the object [8]. Another study proposed a 16 fixed antipodal

Vivaldi antenna with a rotatable head phantom object for

head imaging applications [9]. Artificial Magnetic Conduc-

tor (AMC) inspired CPW fed antenna basedmicrowave imag-

ing was developed into a two rotating antenna array system

for detecting the commercially developed phantom with sin-

gle tumor object [3]. To sequentially send microwave signal

to head phantom, a switch matrix was used to enable the

antennas to receive backscattered signal although the author

has performed the pilot clinical test through the system. Two

big sizes UWB band antenna was proposed with a rotatable

platform where the antennas can collect 24 × 19 transmis-

sion and reception data within 10 minutes [6]. Recently,

a 16 cross-shaped antenna array was applied to design a

portable microwave imaging system for breast tumor detec-

tion where design system comparatively complex in structure

and difficult to distinguish the tumor presence [30], even

though the author has investigated small-scale clinical study

to detect the tumor with the designed system. Availability

of such a system is essential to test various methods and

techniques that might help to make a complete preclinical

breast imaging system.

Data independent inverse scattering techniques like DAS

are popular due to the simplicity of implementation and

stable results. Several data independent variants of DAS like

DMAS [3], [6], [9]–[11], [13], [16], [23] CF-DAS and several

others have been proposed to improve the performance of

DAS. DAS and its variants rely on the coherent summation

of appropriately delayed signals to determine the size and

brightness of the scattering objects present. The delays are

calculated based on the time required for electromagnetic

waves to travel the total distance from transmitting antenna to

the point of interest and back to the receiving antenna. Various

other data independent algorithms are used for microwave

imaging like TSAR (Tissue Sensing Adaptive Radar) [8],

Confocal Imaging [29]. However, DAS and its variants are

significantly more popular due to their simplicity and robust

performance. The scattering phenomenon occurs at bound-

aries of materials with different dielectric properties in a

heterogeneous environment. The heterogeneity of the typical

imaging targets changes the travel time of electromagnetic
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FIGURE 1. The architecture of the proposed imaging system experimental setup.

waves, which is critical for DAS based algorithms. This is

an inherent drawback to data independent techniques, as they

possess no mechanism to account for such delay variations

due to phantom inhomogeneity. Furthermore, DAS is prone

to ‘ghosting’ due to multiple reflections produced in the

presence of multiple scattering anomalies typically present

in human breasts. Born approximation [31], [32] is used

to detect weak scattering objects that do not alter the inci-

dent field significantly. It assumes that the scattered field

is produced by the linear summation of all the echoes pro-

duced by dielectric inhomogeneities in the region concerned.

However, Born approximation fails in the case of complex

structures with many scattering interfaces as multiple reflec-

tions are not considered. Thus, the modified technique based

on Born approximation was presented in literature named

Distorted Born Iterative Method (DBIM) to robustly adapt

to the reconstructed image and iteratively improve the result

to fit the measured scattering field. Data adaptive tomo-

graphic approaches like DBIM are superior to independent

data techniques as they generate more detailed information

about the dielectric properties of the phantom under investi-

gation [33], [34]. However, these data adaptive techniques can

often become unstable and diverge, especially in high noise

environments.

In this research article, we have presented the design

and development of an imaging system using a DBIM

inspired radar-based technique with an iteratively adjusted

time delay to improve imaging performance. The devel-

oped imaging system can be utilized to detect the tumor

and its position in case of breast imaging. In this sys-

tem, a nine improved antipodal Vivaldi antenna array with

wideband coverage is implemented to send and receive sig-

nals. Radiating fins and parasitic ellipse was used to enhance

the impedance matching and directionality performance of

each antipodal Vivaldi antennas. Several lab-made breast

phantoms have also been fabricated and measured using a

dielectric coaxial probe kit. The MATLAB based software

and imaging system hardware complete the data collection

procedure within three minutes for 8 × 50 scanned chan-

nels, as illustrated in Section II. After processing the col-

lected microwave backscattered data, reconstructed image

results had been acquired to detect the high dielectric mul-

tiple tumor objects embedded in the phantoms presented in

Section III by using the iteratively enhanced coherence factor

delay and sum algorithm presented in Section IV. Finally,

the results of the imaging system are presented and briefly

discussed in Section V, followed by concluding remarks

in Section VI.

II. COMPONENTS OF THE IMAGING SYSTEM

An imaging system experimental setup to check the fea-

sibility of using microwaves for breast tumor detection is

demonstrated in Figure 1.

The designed breast imaging system operates across the

2.5 to 8 GHz frequency band. The imaging system antenna

includes an improved parasitic ellipse, and balanced slot

loaded antipodal Vivaldi antenna array of nine elements that

are installed with rotatable circular plastic container platform,

SP8T RF switch, lab-based phantom, stepper motor, micro-

controller, vector network analyzer and data capturing unit

with a PC. The details of each of the below experimental setup

have explained in the following sections.
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A. ANTENNA DESIGN STRUCTURE AND ARRAY DESIGN

The primary purpose of this antenna design is to catego-

rize the variance in dielectric properties between malignant

(tumor object) and the healthy breast tissue. For considerably

better penetration and high-resolution imaging, multiple res-

onance frequencies are necessary at the cavernous part of the

breast [35]. High gain, lower resonant frequency, and direc-

tive radiation antenna properties are desirable for microwave

imaging. The proposed antenna was derived from our pre-

vious version antipodal antenna [10]. The geometric design

and fabricated prototype can be found in Figure 2 where

FR4 is used as the substrate material with 1.6 mm thickness,

the relative permittivity of 4.4 and loss tangent of 0.02. In this

antenna design, FR4 used as substrate material due to lower

manufacturing cost, ease of fabrication, design flexibility and

market availability of the proposed material compare to other

material. Nowadays it has become popular in the research and

industry community for use as a substrate in patch antenna

design although it’s lossy property to high frequency. The

antenna covers the dimension of 40 × 40 × 1.6mm3 with

modified patch and ground, an elliptical notch for increasing

the directivity of the radiating elements and a 50-�microstrip

feed line. Asymmetrical slots and elliptical expansion are

analyzed for increasing the electrical length to improve lower

band performance. These fine cuts and elliptical extension at

patch have a substantial effect on surface current distribution

that leads to achieving the lesser resonance and directive

gain. The optimized design parameters are as follows: L =
40mm, g1 = 1.4mm,W1 = 35mm,C1 = 8mm, d1 =
9mm, r1 = 6mm, d2 = 12mm, r2 = 1.5mm, a = 24mm,

h = 1.6mm, d3=8mm.

FIGURE 2. (a) Geometric layout and (b) fabricated prototype.

B. ANTENNA PERFORMANCE MEASUREMENT

The antenna performance of the proposed prototype has been

investigated and optimized by using the CST microwave

studio solver. The antennas radiation characteristics are mea-

sured from UKM Satimo Star lab. The measured and numer-

ical reflection coefficient (S11) curves of the antenna are

presented in Figure 3. The antenna achieves an operating

FIGURE 3. The numerical and measured reflection coefficient(S11) of the
designed antenna.

FIGURE 4. The numerical and measured realized gain of the proposed
antenna.

bandwidth of above 8.4 GHz (125.92%) ranging from 2.50 to

above 11 GHz frequency ranges. The first resonance fre-

quency is shifted to 2.5 GHz, and the highest peak is observed

at 6.30 GHz at measurement with numerous peaks across

the bandwidth. It can be seen that there are some deviations

between the measured and simulated reflections coefficient

in the middle frequency, which may be caused by the coaxial

cable utilized in the experiment, soldering effect and the

fabrication imperfections and the variation of dielectric prop-

erties of the FR-4 within tolerance levels. The numerical and

measured peak realized gain versus frequency is depicted

in Figure 4. The antenna has a higher gain at the lower

frequency band and continues to the higher bands that are

important for MI systems. The average realized gain is six

dBi together with a maximum peak of 7.2 dBi at 8.3 GHz.

The antenna achieves an improved gain likened to recently

reported antipodal Vivaldi antennas [10]. Radiating fins and

parasitic ellipse was used to enhance the impedance match-

ing and directionality performance of each antipodal Vivaldi

antennas. The 2D and 3D radiation patterns of measured

and simulated experiments are demonstrated in Figure 5 for

two different resonance frequencies of 3.25 and 7.0 GHz at

XZ-plane (φ = 0◦). The realized antenna is directional, and

the main radiator directed towards the boresight observed

from the far-fieldmeasurement. The key lobes of the radiation

patterns are fixed towards the end-fire direction over the

entire operating band.
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FIGURE 5. 2D, 3D measured and numerical radiation patterns of two
frequencies at (a) 3.25 GHz (b) 7.0 GHz.

III. IMAGING PHANTOM DEVELOPMENT

AND MEASUREMENT

The breast imaging system is designed to evaluate the imag-

ing performance of detecting breast tumor using a realistic

breast phantom. Two types of breast phantom are fabricated

and measured according to the methods stated in [36]. The

radii of the phantoms are 55 mm (phantoms A, B, and C),

and 60 mm (phantom D and E) as displayed in Figure 6. The

tumor height and radius are 20 mm and 5 mm, respectively.

Phantom A is a homogeneous phantom without any tumors.

It serves as the control test that should appear blank due to

the rotation subtraction method. Phantom B is constructed by

adding a tumor 25 mm away from the center of the structure.

This will be the basic test where the imaging system must

detect only a single target. Normally, DAS based methods

excel in such situations as reflections off only one target must

be considered. A more challenging Phantom C is created

by replicating phantom B and adding another tumor on the

opposite side of the center at an approximately equal distance.

The presence of multiple targets can cause multiple internal

reflections to misguide the imaging system. Finally, Phantom

D is constructed slightly larger at a radius of 60 mm as it is

intended for four tumors. The tumors are also placed slightly

further apart at 35 mm at 90-degree intervals around the

center to maintain the structural integrity of the phantom.

Mapping four different targets is usually not attempted or

presented in most literature, as it is often difficult for DAS

based techniques, which were developed mostly as single

FIGURE 6. Laboratory-based Homogeneous phantoms, without tumor
(Phantom A), with a single tumor (Phantom B), with two tumors
(Phantom C), with four tumors (Phantom D) and Heterogeneous
Phantom (Phantom E).

target detection methods. Furthermore, a more realistic het-

erogeneous phantom E with four layers (skin, Fat, Gland, and

Tumor) is also presented as phantom E in Figure 6, which has

more realistic dielectric properties and 3D construction like a

real human breast.

Figure 7 represents the measured and targeted dielectric

constant and electrical conductivity of each material of phan-

toms against frequency. The measurement has been carried

out by using the Agilent coaxial probe kit. The dielectric con-

stant and conductivity of homogenous phantom in figure 7 a,

b are identical with the targeted curves. Also, the properties

of each material (skin, fat, gland and tumor) of Heteroge-

neous phantom shows in figure 7 c, d proves the accurate

measurement properties with the targeted values. Therefore,

the results of the phantom properties in this paper have more

realistic characteristics of the real human breast to be tested

with the microwave imaging system efficiency.

IV. MICROWAVE IMAGING PLATFORM

The breast imaging system is designed to evaluate the imag-

ing performance of detecting breast tumor using a real-

istic breast phantom. Generally, antennas with very low
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FIGURE 7. The dielectric constant and electrical conductivity of each
material of homogenous (a, b), and heterogeneous phantom (c, d).

return loss are ideal for detecting weak reflected signals.

The experimental setup of the breast imaging system is

depicted in Figure 1. The used microwave imaging system

FIGURE 8. Mutual coupling between a pair of adjacent antennas.

comprises of a nine-antenna array, one transmitting(Tx) and

eight receiving (Rx) the signals, the stepper motor-based

antenna mounting stand, an RF switching system to activate

receivers one at a time and the MATLAB based personal

computer-based signal processing and image reconstruction

unit. The required nine circular array antennas are mounted

on a rotating plastic container as illustrated in Figure 1.

The diameter of the plastic container is near about 28 cm.

The minimal distance between nearby antenna components

in the designed array is optimized for less than -20dB of

mutual coupling (S21) as portrayed in Figure 8 (simulated

andmeasured). The optimized antenna array space is between

65 mm. The breast phantom is positioned inside the antenna

array and scanned using the designed UWB antenna array.

The distance between antennas to phantom is near about

30 mm. The turntable platform rotates the antenna array

in a complete revolution around the breast phantom using

the stepper motor. The antennas are connected to an SP8T

(9 Port) non-reflective positive control switching network

using low loss coaxial cables. The received signal from

all eight receivers is collected by switching the receiving

antennas. The data (S21, S31, S41,. . . .S81) are collected

in each 7.2◦, and Nϕ = 50 equally spaced points cover

the total 360◦. The imaging system uses an Agilent vector

network analyzer (VNA) microwave transceiver. The port

1 of VNA generates microwave pulses and transmits it to

the breast phantom. The backscattered signal is received by

another port via an RF switch and forwarded to the image-

processing unit. The collected data are processed by the PC

using the proposed algorithm, which reconstructs the image

of the breast interior to detect the tumors. The eight distinct

channels are calibrated over the operating frequency using a

SOLT calibration kit. The antennas are connected to VNA.

The VNA parameters are set as 10 dBm output power and

no of frequency points Nf is 201 evenly spread out over

the operating frequency range of the antenna prototype. The

VNA is connected to PC and data are received via a GPIB

port for further processing. By using experimental setup, the

complex frequency domain S-parameters, S (f, Rx, ϕ) data

are captured, where Rx = 1, 2 . . . 8, is the receiving antenna

number, f is the frequency, and ϕ is the rotational orientation

of the platform. A total of 50 × 8 scanned position of data
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is collected by using the designed rotated platform within

three minutes. The collected data is post-processed using the

proposed iterative radar-based algorithm, and the image of

the breast interior is reconstructed in the following section.

V. IMAGE RECONSTRUCTION ALGORITHM

Methods to remove the reflections from the skin are critical

for detecting scattered signals from inside the phantom since

reflection from the air-skin interfaces in orders of magnitude

is stronger than the reflections from the tumor tissue. Rotation

subtraction relies on a comparison between an original illu-

mination and at least one rotated illumination [37]. In such

systems, the antenna array is placed around the region of

interest. Once the data is recorded for the original illumina-

tion, the array is rotated around the phantom to get offset data.

In this study, the S(f ,Rx, ϕ) is separated into two matrices on

the basis of ϕ being odd and even, or Sodd (f ,Rx, ϕodd ) and

Seven(f ,Rx, ϕeven), respectively, where ϕodd = 1, 3, 5, . . .

Nϕ − 1, and ϕeven = 2, 4, 6, . . . Nϕ . Thus, Sodd can be con-

sidered original illumination and Seven is the ‘offset’ illumi-

nation. Finally, rotation subtraction is implemented by simply

calculating the difference between the two matrices.

Sskin_removed(f ,Rx, ϕodd ) = Sodd(f ,Rx, ϕodd )

−Seven(f ,Rx, ϕeven) . . . . . . . . .

(1)

The signals are converted to the time domain using the Inverse

Fourier Transform to generate Ŵ(t,Rx, ϕodd ). Subsequently,

the data in the Ŵ(t,Rx, ϕodd ) was processed using the Coher-

ence Factor Delay-and-Sum (CF-DAS) algorithm [38] for the

clear reconstruction of the image [39].

A. SYNTHETIC FOCUSING TECHNIQUES

Normally, DAS based methods excel in such situations as

reflections off only one target have to be considered. The

presence of multiple targets can cause multiple internal

reflections to misguide the imaging system. DMAS achieves

the best performance compared to other DAS variants pre-

sented in [6] and [40], however it requires significantly longer

computation time. Most DAS variants’ execution times are

linearly dependent on the number of signals in the system.

However, DMAS has a quadratic relationship with the num-

ber of signals as it generates extra signals by multiplying

individual pairs of signals. While this improves the per-

formance, the large computational expense required for a

high number of signals becomes a challenge. Furthermore,

an iterative approach requires multiple executions of the same

algorithm, which compounds the execution time even more.

Thus, CF-DAS is utilized in the proposed system as it rewards

higher coherence by the Coherence Factor calculated using.

This quantity is used to scale the results obtained from con-

ventional DAS. Mapping multiple different targets is usually

not attempted or presented in most literature, as it is often

difficult for DAS based techniques, which were developed

mostly as single target detection methods.

B. DAS

Here ω is angular velocity, and k is the total number of time

samples in the scan window. The three-dimensional Cartesian

coordinates of each point in the imaging domain are repre-

sented in the i by 3 matrices, C , where i is the total number

of points. Then the i by i matrix, PC−C , which contains the

Euclidian distances between each possible pair of points in

the imaging domain, is generated from C . Matrices ATx and

ARx contain the three-dimensional Cartesian coordinates of

the transmitting and receiving antennas, respectively. Since

there are 64 distinct channels in a given rotational orientation,

and N/2 (N is 50 in this study) orientations are produced,

after the rotation subtraction, to be focussed synthetically.

Furthermore, as the imaging domain is stationary, the rotating

antennas change their distance from the points to be recon-

structed. Thus, ATxϕodd and ARxϕodd are generated by deter-

mining all the antenna positions considered in the original

orientation. Then, PTxϕodd−C and PC−Rxϕodd , containing the

distances from each point to the transmitting and receiving

antennas are evaluated from C , ATxϕodd, and ARxϕodd . Then,

the delays required for focusing each channel on a given point

in C is calculated by adding the distances of the transmitting

and receiving antenna positions concerned to the point being

focused. Then, the speed of light in the background medium,

which is air in this study, is then divided by the total distance

to yield the appropriate delay, τ (i,Rx, ϕodd ).

τ (i, rx, ϕodd )

=
√

εb(PTxϕodd−C (i, tx, l) + pC−Rxϕodd (i, rx, l))

c
(2)

where εb is the dielectric constant of the backgroundmedium.

The delay is derived from the estimated shortest distance a

reflected signal from C(i). This approach does not consider

the presence of multiple reflections or the additional propa-

gation delay caused by more dense tissue inside the phantom.

After that, the delays are applied to the signals to produce the

delayed. The scattering intensity map,ϒDAS (i), is determined

by calculating the correlation between the delayed signals.

In conventional DAS, the correlation is calculated as follows:

ϒDAS (i) = (

∞
∫

−∞

∑

∀ϕodd

∑

∀rx
Ŵ

× (t −
τ (i, rx, ϕodd )

1t
, rx, ϕodd )dt)

2 (3)

where 1t is the time step.

Since DAS simply relies on the coherent summation of

delayed signals, it often suffers from the artifacts generated

by multiple reflections, especially in nearfield applications.

Thus, several approaches have been suggested in the past

few decades to improve the conventional DAS algorithm.

Improved Delay and Sum, or IDAS, associates a coherence

factor based on the energy collection curve [41]. In this

study, CF-DAS is utilized to calculate the ϒ0. CF-DAS

and IDAS have shown comparable performance in [42].
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However, CF-DAS is simpler to implement, as it does

not involve relatively more complex operations like those

that curve fitting used in IDAS. Delay-Multiply-and-Sum

shows superior performance to both CF-DAS and IDAS

but requires significantly longer to execute as it has

quadratic time complexity concerning the number of chan-

nels, whereas, DAS and the other variants exhibit linear time

complexity.

C. CF-DAS

CF-DAS implements a weighted sum of the channels. The

Coherence Factor is designed to reward more coherent chan-

nels at each point in the imaging domain with higher weights.

It is calculated as the following:

CF(i)

=
ϒDAS (i)

∞
∫

−∞

∑

∀ϕodd

∑

∀rxŴ
(

t − τ (i,rx,ϕodd )
1t

, rx, ϕodd

)2
dt

(4)

After that, the scattering intensity map is calculated by the

following equation:

ϒCF−DAS (i) = CF(i).ϒDAS (i) (5)

D. DELAY CALCULATION CORRECTION

Since a higher value of ϒ in a region of C can be inferred

as a region with higher dielectric constant, time delay caused

should be higher as dielectric material reduces the propaga-

tion speed. The extra time can be adjusted by appropriately

increasing the distances considered in τ calculations. Since

modifications to τ translate to an improved estimate of the

scattering intensity map, an iterative approach is adapted to

determine the best delay and scattering intensity map esti-

mation achievable. However, using ϒ directly can cause the

iterative process to become unstable and sensitive to noise

levels. Thus, a distance inverse weighted integral averaging

is applied to produce a smoothed scattering intensity map,

ϒ ’(i). The distance inverse weighting is used to reflect

the three-dimensional Green function for electromagnetic

waves.

ϒ
′
(i) =

∫

C

ϒn−1
CF−DAS (i)

1 + pC−C (i, j)
dj (6)

Then, the modified delay is calculated by the following

equation:

τ
′
(i, rx, ϕodd ) = τ (i, rx, ϕodd )+

ϒ
′
(i)

c
(7)

ϒn
DAS (i) =

∞
∫

−∞

∑

∀l
∑

∀rxS(rx, ϕl, tk−
τ

′
(i, rx, l)

1t
)dt

(8)

Then, the coherence factor is calculated, and the CF-DAS

scattering intensity map is evaluated as follows:

ϒn
CF−DAS (i) = CF(i).ϒn

DAS (i) (9)

Based on the new set of delays, the scattering intensity map

is reconstructed. Finally, the termination criterion checks

for convergence. Equations 6-10 are iteratively evaluated for

n = 1, 2 . . . .7.

Eϒ =
∑

∀i
∣

∣ϒn
CF−DAS − ϒn−1

CF−DAS

∣

∣

∣
(10)

The iterative process is prematurely terminated when Eϒ

reduces to the desired level of accuracy as convergence has

already been achieved. In this study, Eϒ < 10−5 is used.

VI. IMAGING RESULTS ANALYSIS AND DISCUSSIONS

The signal to mean ratio (SMR) for the DAS and CDAS

image reconstructions is compared to the delay corrected

CDAS images in Table 1 below. The SMR is significantly

improved in all four phantoms considered which is calculated

by averaging the values of ϒ across the volume of tumor in

the phantoms and determining its ratio to the overall average

of ϒ in the entire reconstructed volume. The tumor regions

are indicated in Figure 9 using red circles. The left side

images show results from CF-DAS and the images on the

right show the delay corrected CF-DAS results. The images

of the developed breast phantoms with identified tumor are

shown in Figure 9. The skin reflections are nearly identical for

almost every observation as we use cylindrically symmetric

homogeneous anatomical phantom (apart from the tumors)

and it is placed at the rotation center. A dotted red circle is

drawn on the final imaging results to indicate the phantom

surface. Figure 9(a) is mostly blank as expected due to the

homogeneity of phantom A. Few small insignificant specs

of noise appear at the surface of phantom A possibly due to

cracks on its exterior.

TABLE 1. Signal to mean ratio, in dB, for phantoms B, C, D, and E.

Furthermore, the iterative correction technique converged

after only two iterations as the overall values of ϒ were low,

which resulted in only minor variation in the delay. Thus,

the iterated images barely varied resulting in near identi-

cal result CF-DAS on the left and the iteratively enhanced

CF-DAS on the right. Figure 9(b) a point of high contrast to

the fat material along with some lower intensity clutter for

CF-DAS on the left. Note that the highest contrast is produced

outside the region of the tumor object. The image on the right
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FIGURE 9. Imaging results of homogeneous phantoms (a) without tumor
(Phantom A) (b) with a single tumor (Phantom B), (c) with two tumors
(Phantom C) d) with four tumors (Phantom D) and e) heterogeneous with
two tumor(Phantom E).

clearly shows the noise suppression achieved by the iterative

technique while enhancing the tumor response. Figure 9(c)

shows two separate clutters indicating the presence of two

tumors on the right. Normal CF-DAS did not detect the sec-

ond tumor object at all. Figure 9(d) shows ‘ghosting’ around

all the tumor potentially due to multiple reflections from the

tumor for normal CF-DAS. However, the presence of four

distinct clutters indicates the detection of all four tumors on

both right and left side. Lastly, the imaging results of the

more realistic heterogeneous phantom E with two tumors

in Figure 9(e) also shows a significant reduction in clutter by

the delay corrected variant. The iteratively enhanced image

is significantly clearer than the left side in terms of ghosting.

The overall results show marked improvements for tumor

object detection in all cases using the iterative approach,

which is highlighted further in Table 1.

TABLE 2. Eϒ at each iteration for phantoms B, C, D and E.

Table 2 shows that the proposed iterative method con-

verged for all the phantoms. The error factor exponentially

diminished with each iteration. Phantoms B, C, and E con-

verged after 5, 4 and five iterations respectively. Phantom D

did not reach the convergence limit of 10−7; however,

by extrapolating the results it can conclude that one or two

more iterations would have achieved the threshold. The com-

putation is prematurely terminated at seven iterations due

to limited execution time. Overall, the proposed algorithm

exhibits stable convergence in all cases tested.

VII. CONCLUSION

Amicrowave system for breast tumor imaging is presented in

this article using iteratively corrected coherence factor delay

and sum (CF-DAS) algorithm. The proposed modification

illustrates a novel technique to improve the performance

of data independent radar-based image reconstruction algo-

rithm and convert them to a superior stable data adaptive

method with consistent results. The designed imaging sys-

tem comprises an array of nine improved modified antipo-

dal Vivaldi antennas that can work across the UWB band

(2.5 to 11 GHz). A suitable SP8T device is used to enable the

eight receiver antennas to 50 rotated position to send reflected

microwave signals whereas the reflected backscattered sig-

nals are recorded byVNAusing theMATLABbased software

architecture. Lab-based breast phantom that emulates the

dielectric properties of real breast tissues with tumor tissue

is fabricated and measured to test the validity of the imaging
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system. After collecting the data, an iteratively enhanced

CF-DAS algorithm is used to detect the tumors inside the

phantoms. Significant improvement on the SMR is observed

with the delay correction over both conventional CF-DAS and

DAS, making this approach potentially viable for use with

other radar-based imaging algorithms.
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