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Abstract. Today, a vast amount of information is made available over the Web 
in the form of unstructured text indexed by Web search engines. But especially 
for searches on abstract concepts or context terms, a simple keyword-based 
Web search may compromise retrieval quality, because query terms may or 
may not directly occur in the texts (vocabulary problem). The respective state-
of-the-art solution is query expansion leading to an increase in recall, although 
it often also leads to a steep decrease of retrieval precision. This decrease how-
ever is a severe problem for digital library providers: in libraries it is vital to en-
sure high quality retrieval meeting current standards. In this paper we present an 
approach allowing even for abstract context searches (conceptual queries) with 
high retrieval quality by using Wikipedia to semantically bridge the gap be-
tween query terms and textual content. We do not expand queries, but extract 
the most important terms from each text document in a focused Web collection 
and then enrich them with features gathered from Wikipedia. These enriched 
terms are further used to compute the relevance of a document with respect to a 
conceptual query. The evaluation shows significant improvements over query 
expansion approaches: the overall retrieval quality is increased up to 74.5% in 
mean average precision. 

Keywords: conceptual query, query expansion, semantic enrichment. 

1 Introduction 

Today’s information gathering in many domains is almost entirely focused on Web 
searches. However, handling the growing amount of available information poses se-
vere challenges even for focused information providers, such as digital libraries and 
archives. When searching for information, users usually describe their broad informa-
tion needs with several keywords which are likely to be different from the words used 
in the actually relevant documents. As a consequence the results returned by the in-
formation provider may miss relevant documents with respect to the user’s informa-
tion needs. This leads to a dramatically decreased retrieval quality and thus a bad 
usage experience. To guarantee high quality retrieval it is therefore important to 
bridge the gap between the query terms and the documents’ vocabulary. The chal-
lenge of expressing the user’s information need by finding the right query terms is 
widely known as the vocabulary problem [1]. Users often try to solve this problem by 
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refining their query, i.e. adding or changing query terms in case the retrieval results 
have not been satisfying [2]. However, considering scenarios where users are search-
ing for information about abstract concepts the problem of word mismatch is even 
bigger: such abstract concepts or context terms hardly ever occur directly in Web 
documents. Imagine a user who is interested in information retrieval. By entering the 
conceptual query ‘information retrieval’ he only receives documents dealing with this 
very general concept. Closely related and also relevant documents not containing the 
exact term, like, for instance, documents about Web search, will not be returned. This 
also holds for more specific conceptual queries, like, e.g., polyomavirus infections in 
the biomedical domain or searches for chemical classes, like, e.g., alcohol, in the 
domain of chemistry. 

To solve this problem, in some domains documents are already pre-annotated with 
suitable context terms. The most prominent example is the MEDLINE corpus which 
is currently the largest document repository of life science and biomedical documents, 
containing more than 20 million publications. Each of these documents is manually 
annotated with several terms from the Medical Subject Heading (MeSH) ontology 
which offers a controlled vocabulary for indexing and retrieval purposes. However, 
document collections like MEDLINE are a rare case and most collections lack suita-
ble context annotations. For most domain specific collections no suitable controlled 
vocabularies or even better, ontologies, are available. 

The traditional way of searching for documents relevant for conceptual queries is to 
use query expansion. It expands the query term issued by a user with suitable related 
terms, called expansion terms, matching the documents’ vocabulary. In general, query 
expansion leads to higher recall, but strongly decreases the retrieval precision. The rea-
son is that usually the context of the query is not known and thus the expansion terms do 
not meet the user’s search intention. More advanced retrieval models, like Latent Se-
mantic Analysis (LSA), try to solve this by producing sets of concepts related to the 
documents and their contained terms. However, as we will see in our experiments, the 
resulting quality is still not sufficient. For digital library providers it is important to 
enable conceptual queries while also ensuring their high quality requirements. While the 
context of the query can hardly be determined, the context of each document is defined 
based on its contained terms. Thus, instead of expanding the query, the idea of this pa-
per is to expand the documents with semantic annotations. To find suitable annotations 
for semantic enrichment external knowledge bases are necessary. 

In previous work we have already shown the usefulness of Wikipedia categories to 
summarize documents’ content [3]. Therefore, in the presented approach we use ex-
ternal knowledge provided by Wikipedia to semantically enrich documents, bridging 
the gap between conceptual queries and documents’ vocabulary. We extract the most 
important terms from each document and enrich them with several semantic features 
gathered from Wikipedia. The enriched terms are used to compute the relevance of a 
document to a conceptual query. Our experiments show that our approach outper-
forms traditional query expansion methods using statistical query expansion, showing 
an increase of more than 30% in mean average precision. We also compare against 
stronger baselines using LSA and Random Indexing showing an improvement of 
more than 15%. All results have been proven to be statistically significant. Another 
advantage of our approach is that it can be easily integrated in the metadata enrich-
ment process of a digital library. 
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The rest of the paper is organized as follows: In section 2 we give an overview of 
the related work, followed by a detailed description of our approach in section 3. The 
evaluation is presented in section 4. Finally, we conclude and give an outlook to our 
future work in section 5. 

2 Related Work 

One major problem of current information retrieval systems is their low retrieval 
quality caused by the inaccuracy of the query composed of a few keywords compared 
to the actual user information need. In case the user enters a query containing several 
topic-specific keywords the system is able to return good results, but in most cases 
queries are rather short and since language is inherently ambiguous this leads to worse 
retrieval results [4]. The most critical problem influencing the retrieval quality is  
the term mismatch problem (also known as the vocabulary problem [1]), meaning that 
the query terms chosen by the user are often different from the vocabulary used in the 
documents. In case of conceptual queries one possibility is to let users choose from a 
fixed set of context terms from a controlled vocabulary, like, e.g., provided by the 
MeSH ontology. In our scenario a conceptual query is defined as the search for doc-
uments relevant for an abstract concept, like, for instance, Polyomavirus Infections in 
the biomedical domain. In current search interfaces this context restriction is offered 
using facetted browsing, see, e.g., GoPubMed. Other approaches use controlled voca-
bularies to suggest suitable query terms to the user to avoid the vocabulary problem. 
In [5] such an approach is presented showing that discipline-specific search term rec-
ommendations improve the retrieval quality significantly. 

In general, one well known method to overcome the term mismatch problem is au-
tomatic query expansion. A good summary of different query expansion approaches is 
given in [4]. Automatic query expansion approaches can be generally categorized into 
global and local analysis [6]. Global analysis is usually based on statistics of co-
occurrences of pairs of words, resulting in a matrix of word similarities [7]. Although 
these approaches are relatively robust, the computation of the corpus-wide statistics is 
computational intensive. In contrast, local analysis uses only a subset of the returned 
documents for a given query to find suitable expansion terms. This kind of local feed-
back has the drawback that the documents retrieved in the initial search strongly in-
fluence the retrieval quality. These methods have, for instance, been evaluated on 
TREC datasets, see, e.g., [8] or [9]. Since these methods need to know which docu-
ments are relevant for a given query and pseudo relevance needs a multi-phase  
retrieval process they cannot be applied directly to commercial search engines. There-
fore, recently a number of expansion approaches have been developed using query 
logs. Generally, these approaches also derive expansion terms from (pseudo-) relevant 
documents, which are extracted from search logs by analyzing user clicks, see, e.g., 
[10] or [11]. This approach is further extended in [12]. The authors replaced the  
correlation model with a statistical translation model which is trained on pairs of  
user queries and the titles of clicked documents. Furthermore, they translated the 
word-based translation model to a concept-based model. These concepts are used to 
expand the original query. However, also the idea of representing queries and docu-
ments as a set of related concepts rather than a bag of individual words is used in 
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several approaches. The first necessary step is to identify the concepts in queries and 
documents. Afterwards, the concepts are introduced as hidden variables in the query 
expansion model to capture term dependencies. 

Also methods like Latent Semantic Analysis (LSA) [13] can be used in the pro-
posed scenario. LSA analyzes a set of documents to produce a set of concepts which 
are related to the documents and terms. The main idea behind this approach is that 
words which are used in the same context may have a similar meaning. These con-
cepts are generated by applying singular value decomposition to a generated word-
document matrix.  

Other approaches try to use the knowledge of external information sources to 
enrich the user query [14], [15]. An interesting approach dealing with effective query 
formulation is presented in [16]. The authors present a unified framework trying to 
automatically optimize the use of different information sources for formulating the 
user query. The experimental results show better results than state-of-the-art baseline 
approaches performing concept weighting, query expansion or both. 

In contrast to these approaches, in our approach we use external knowledge bases 
to enrich the documents with semantic annotations. In previous work we already ana-
lyzed the usefulness of Wikipedia as external source for semantic enrichment [3]. 

3 Semantic Enrichment Using Wikipedia 

3.1 Architecture Overview 

In this section we describe the architecture of our approach. The goal is to semantical-
ly enrich documents enabling conceptual queries. Our basic idea is to extract  
important terms from documents and use community maintained knowledge bases to 
compute the semantic similarity between these terms. Previous work used Wikipedia 
to help users finding relevant query terms and interactively guide them on their search 
[17]. In [3] we used Wikipedia categories to describe the content of chemical  
documents. Experiments showed that also for specialized domains like chemistry, 
knowledge gathered from Wikipedia is more useful for domain experts than a domain 
specific ontology. Since Wikipedia uses the wisdom of the crowds, which has been 
proven to provide tremendous quality [18], the contained knowledge is growing fast 
and updated regularly. In our approach we further exploit the provided knowledge by 
creating semantic features based on the Wikipedia categories and the link structure. 
Fig. 1 gives an overview of our approach. 

The architecture is composed of two basic components. The term extractor is re-
sponsible for annotating and extracting important terms from the documents. For 
annotating the documents we use the Wikipedia Miner toolkit [19]. The main purpose 
of the Wikipedia Miner is to annotate a given fulltext in the same way a human would 
annotate a Wikipedia article. The methods are based on a machine learning approach 
which is used to identify relevant terms and links them to Wikipedia. The approach is 
two folded in the way that the first task is to disambiguate the terms which occur in a 
given text, and the second task is to check whether the detected terms are useful links 
to Wikipedia articles. 
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Fig. 1. Architecture Overview 

The extracted terms are further processed by the semantic annotator. For each term 
its associated Wikipedia categories, and its in- and out-links are extracted. These fea-
tures are used for computing the semantic similarity between different terms. The 
measures used for calculating the feature similarities are based upon the Jaccard coef-
ficient and are described in detail in [20]. 

3.2 Retrieval Workflow 

The user enters a query and submits it to our system. For retrieving a ranked list of 
relevant documents the system is composed of two components: the semantic annota-
tor and the ranking engine. Fig. 2 gives an overview of the retrieval workflow. 

 

Fig. 2. Retrieval Workflow 

The query term q is analyzed by the semantic annotator which enriches it with the 
different similarity features extracted from Wikipedia. The ranking engine receives 
the enriched query term and creates a ranked list containing all other terms. In case q 
is already known in our system the semantic similarity ranking is directly received 
from the relational database. Otherwise, it is necessary to compute the similarity to all 
terms known to the system. For our repository, containing 34324 different terms, the 
similarity computation for an unknown term took less than three seconds. Finally, the 
documents are ranked according to the similarity values of their contained terms. The 
relevance of a document d to a query q is computed as follows: 

,ሺq݈݁ݎ  ݀ሻ ൌ ൬∑ ∑ ೞ೔೘ሺ೟ೣ,౪ሻכ ಜ౪౮ ห೅೏ห೟ೣ א೅೏ ౧ א ಡ౪౮Ω౪౮౪כ ൰|௤|  (1) 

where Td is the set of all terms included in d and τ is a boosting factor to give terms 
occurring in the document’s title a higher weight. Each query q can consist of several 
terms t. Furthermore, ω denotes the number of times a term occurs in a document. This 
value is normalized by the number of times the term occurs in the whole collection, 
denoted by Ω. Finally, the score is normalized by the number of terms in q. 
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4 Evaluation 

As document repository we use 122640 documents from the PUBMED Central cor-
pus which is part of the MEDLINE repository. Each document in this set is manually 
annotated with several terms from the MeSH ontology which offers a controlled vo-
cabulary for indexing and retrieval purposes. These terms are abstract concepts de-
scribing the general context of the respective document. Therefore, we also use MeSH 
terms as query terms in our experiments. To find a set of suitable query terms we 
analyzed the distribution of the MeSH terms in our document collection. As possible 
query terms we considered all terms occurring in less than 1000 but more than 10 
documents. From this set we randomly choose 80 query terms which also occur in 
Wikipedia. As document set for the experiments we used all documents that have 
been annotated with at least one of these query terms. The MeSH annotation is done 
manually by domain experts resulting in high quality. Therefore, for our evaluations 
we considered all documents annotated with the respective MeSH term as relevant 
hits. In total our set contains 10791 documents. 

4.1 Lucene Index, Statistical Query Expansion and Latent Semantic Analysis 

In this experiment, we searched for all query terms in the documents’ fulltext. There-
fore, we created a Lucene fulltext index including all documents from our subset. To 
analyze the retrieval quality we considered all documents annotated with the respec-
tive MeSH term as relevant hits. The documents have been ranked according to the 
BM25 ranking model using standard parameters. As evaluation measure we computed 
the mean average precision (MAP) and the average recall over all queries. Our expe-
riment results in a MAP of 31.53% and an average recall of 37%. 

To enhance the MAP and the recall we also used a statistical query expansion me-
thod. We computed the term-to-term co-occurrence matrix based on the documents of 
our subset. The position of the term in the document is also taken into account, mean-
ing two terms that are close together will get a higher score. Furthermore, we used 
popularity thresholds defining a required minimum and maximum popularity. Terms 
not fulfilling these thresholds are also not used as expansion terms. We used the fol-
lowing retrieval model: Let q be the query term and C={c1,c2,…,cn} the set of all ex-
pansion terms. For the expanded query the queries are formulated as q OR c1 OR c2 
OR … OR cn, meaning all documents are returned containing the query term or at 
least one expansion term. Finally, the query is expanded with the top-k co-occurring 
terms. Fig. 3a shows the results for the top-k expansion terms. 

The best MAP of 40.28% is reached for the top-21 expansion terms. As expected, 
the more terms are added to the query the higher is the recall. The maximum recall of 
81.91% is reached for the top-58 terms. 

Beside query expansion we also evaluated how an LSA approach would perform in 
this scenario. To analyze the performance of an LSA based approach we used the 
Semantic Vectors1 toolkit which is build upon Apache Lucene. We used LSA and 
 

                                                           
1 https://code.google.com/p/semanticvectors 
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Fig. 3. MAP and average recall for the top-k expansion terms (a)MAP for Random Indexing 
and LSA (b) 

Random Indexing for building the vectors for our corpus. Random Indexing is an 
alternative approach to standard word space models, which is efficient and scalable 
[21]. For both methods we used the standard parameters and varied the number of 
dimensions used for the vectors. We started with 32 dimensions and went up to 8192 
dimensions. The resulting MAP of booth methods was continuously growing with an 
increase of the number of dimensions. We did not use a higher number of dimensions 
because of the runtime complexity and memory requirements for the resulting model. 
The results are shown in Fig. 3b. We see that the MAP based on Random Indexing is 
higher in all cases, reaching up to a maximum MAP of 58.2%. Using a very high 
number of dimensions we archive quite similar results using LSA (54.1%). 

4.2 Semantic Enrichment Using Wikipedia 

In this experiment we evaluate the usefulness of our approach for conceptual queries. 
For each document and each annotated term a confidence value has been computed 
describing the reliance of the assignment between Wikipedia article and term. We did 
two main experiments analyzing the influence of the confidence value. In the first one 
we computed the MAP using different confidence thresholds. In this experiment, for 
computing the relevance of a document to a query term only the assigned terms hav-
ing a higher confidence value than the threshold are used. In the second main experi-
ment we ordered the assigned terms for each document by their confidence values. 
For the relevance computation only the top-k terms for each document are used. Fur-
thermore, in both experiments we also analyzed the influence of giving terms  
occurring in the document’s title a higher weight. In addition, we also considered the 
number of times the term appears in the document in the ranking function. To do not 
prefer frequently used terms that are not descriptive for the respective document, we 
normalized this value by the number of times the term occurs in the whole collection. 
Since our method computes the relevance of a query to all documents in our set, the 
recall is always 100% and therefore not meaningful at all. To evaluate the different 
rankings and compare them to the baseline approaches we compute MAP. 
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Fig. 4. MAP for varying confidence thresholds (a)MAP for top-k terms (b) 

Fig. 4a shows the results for the confidence threshold experiment. A confidence 
threshold of 0 means that all terms have been used for the relevance computation. The 
results show that giving the terms occurring in the documents’ title a higher score 
leads to a decrease of the MAP. We only show the results for a title boost factor of 2, 
meaning the title terms are twice as important as other terms. In our experiments we 
varied the boosting factor from 1 to 15. But, the higher the boosting factor the worse 
the results. Also the number of occurrences of a term does not lead to better overall 
results. The combination of title boost an occurrences leads to better results for small-
er thresholds than using the features alone, but the overall best results are achieved if 
all terms are considered as equally important. The best MAP of 63.14% is reached for 
a confidence threshold of 0.1. The higher the threshold the fewer is the number of 
assigned terms for each document. 

Fig. 4b shows the evaluation results for using the documents’ top-k terms. We ana-
lyzed the distribution of assigned terms for the documents in our collection. Around 
10% of the documents in our collection have more than 75 terms assigned. Therefore, 
we computed the MAP for up to the top-75 terms. Please note, we always used all 
documents and only limited the number of assigned terms. As in the confidence thre-
shold experiment the best results are achieved if all terms are considered as equally 
important. Using a title boost factor or taking the number of occurrences into account 
does not lead to better retrieval results. The best MAP of 65.14% is reached for using 
the top-31 terms of each document. The MAP is slightly higher as for the confidence 
thresholds. 

As last experiment we analyzed the different combinations of the features used in 
our similarity measure. Fig. 5 shows the results for the different combinations. This 
experiment shows that the categories are performing worst with a best MAP of 59% 
for the top-31 terms. The overall best MAP of 74.5% is reached for the top-61 terms 
using only the in-links feature.  

Overall we showed that for conceptual queries the proposed method leads to better 
results than state-of-the-art retrieval models. The best baseline approach was Random 
Indexing achieving an MAP of 58.2%. Our approach significantly outperforms (p-
value of 0.03 using a two-tailed t-test) the best baseline by achieving an MAP of 
74.5%. 
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Fig. 5. Comparing MAP of different features 

5 Summary and Outlook 

One major problem digital library providers have to solve is the well-known vocabu-
lary problem. Users often search for information using query terms not directly occur-
ring in the documents. Considering conceptual queries this problem is even more 
complicated. To allow for suitable document retrieval meeting the high quality stan-
dards of a digital library it is important to bridge the gap between the user’s query  
and the documents’ fulltext. State-of-the-art solutions suggest using statistical query 
expansion. More advanced approaches are based on LSA or LSI models. However, 
especially for conceptual queries their retrieval quality is often still insufficient. 

In this paper we presented an approach allowing for conceptual queries using ex-
ternal knowledge as provided by Wikipedia. We took a document collection from the 
PubMed Central repository and extracted the most important terms from each docu-
ment. These terms are semantically enriched with features gathered from Wikipedia. 
Finally, the relevance of a document to a conceptual query is computed resulting in a 
ranked retrieval list. Our evaluation has shown that our approach outperforms state-
of-the-art query expansion and LSA approaches resulting in an increase of the mean 
average precision of 58.2% for LSA to 74.5% for our approach. All results have been 
proven to be statistically significant (p-value of 0.03 using a two-tailed t-test). The 
proposed method bridges the gap between user queries and documents' fulltext by 
using external knowledge sources for semantic enrichment. To summarize, our results 
show that even without manual annotating the retrieval quality can be improved meet-
ing the high quality standards of a digital library. 

For future work we plan to also consider other knowledge bases instead of Wiki-
pedia to bridge the gap between conceptual queries and documents. Furthermore, we 
plan to extend our approach with a personalization component to learn the best simi-
larity measure dependant on the individual user. 
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