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Abstract— Orthogonal ~ frequency  division multiplexing different sized signal constellations are transmitted on the
(OFDM) is a popular method for high data rate wireless sybcarriers.
transmission. OFDM may be combined with antenna arrays OFDM is a block modulation scheme where a blockMof
at the transmitter and receiver to increase the diversity gain . . . . . .
and/or to enhance the system capacity on time-variant and |nformat|o'n symboI; is transmitted in parallel o}flsubcarrl—
frequency-selective channels, resulting in a multiple-input €rs. The time duration of an OFDM symbol Aé times larger
multiple-output (MIMO) configuration. This paper explores than that of a single carrier system. An OFDM modulator
various physical layer research challenges in MIMO-OFDM can be implemented as an inverse discrete Fourier transform
system design, including physical channel measurements and(|DF-|—) on a block of N information symbols followed by an

modelling, analog beam forming techniques using adaptive . L
amennagarray& s%ace-time techn?ques foquIMO-OFgDM, erl?or analog to digital converter (ADC). To mitigate the effects of

control coding techniques, OFDM preamble and packet design, intersymbol interference (ISI) caused by channel time spread,
and signal processing algorithms used for performing time and each block of N IDFT coefficients is typically preceded by a
frequency synchronization, channel estimation, and channel cyclic prefix (CP) or a guard interval consisting@fsamples,
tracking in MIMO-OFDM systems. Finally, the paper considers  g,cy that the length of the CP is at least equal to the channel
a software radio implementation of MIMO-OFDM. length, M. Under this condition, a linear convolution of the
Keywords: OFDM, broadband wireless, multiple-input 1o ’ ) .
multiple-output, synchronization, space-time coding, adaptive transmitted sequence and the channel is converted to a circular
antennas, software radio convolution. As a result, the effects of the ISI are easily and
completely eliminated. Moreover, the approach enables the
receiver to use fast signal processing transforms such as a
I. INTRODUCTION fast Fourier transform (FFT) for OFDM implementation [3].

L . . Similar techniques can be employed in single carrier systems
Orthogonal frequency division multiplexing (OFDM) hasas well, by preceding each transmitted data block of lefgth

become a popular technique for transmission of signals o a cyclic prefix of length, while using frequency domain
wireless channels. OFDM has been adopted in several wié ‘ualization at the receiver

less standards such as digital audio broadcasting (DAB)'MuItipIe antennas can be used at the transmitter and re-

digital video broadcasting (DVB-T), the IEEE 802.11a [11:eiver, an arrangement called a multiple-input multiple-output

local area network (LAN) standard and the IEEE 802'1_6(MMO) system. A MIMO system takes advantage of the

[2] metropolitan area network (MAN) standard. OFDM I%ﬁatial diversity that is obtained by spatially separated antennas

also being pursued'for dedicaFed short range (_:ommunicatic? % dense multipath scattering environment. MIMO systems
(DSRQ)Ifor rg%d S'dfe tohvei;lcle hcommumgaﬂon;(}and f.lrﬁ‘ay be implemented in a number of different ways to obtain
potential candidate for the fourth generation (4G) mo I&ither a diversity gain to combat signal fading, or to obtain a

wireless systems. capacity gain. Generally there are three categories of MIMO

OFDM converts a frequency selective channel into a paralk%'chniques. The first aims to improve the power efficiency by

collection of frequency flat sub-channels. The subcarriets,yimizing spatial diversity. Such techniques include delay
have the minimum frequency separation required to ma'madﬂ/ersity, space-time block codes (STBC) [4], [5] and space-
orthogonality of their corresponding time domain waveform.'ﬁme trellis codes (STTC) [6]. The second class uses a layered
yet the signal spectra corresponding to the different S“bca”iﬁﬁproach to increase capacity. One popular example of such
overlap in frequency. Hence, the available bandwidth is usﬁdsystem is V-BLAST suggested by Foschenial. [7] where
very efhuer_wtly. If knowledge of the chan_nel is available %II spatial diversity is usually not achieved. Finally, the third
the transmitter, then the OFDM transmitter can adapt {S,e expioits the knowledge of channel at the transmitter.
signaling strategy to match the channel. Due to the fact tr]f."%ecomposes the channel coefficient matrix using Singular
OFDM uses a large collection of narrowly spaced subchanne\l/g,lue Decomposition (SVD) and uses these decomposed uni-

these adaptive strategies can approach the ideal water pougiig matrices as pre and post filters at the transmitter and the
capacity of a frequency selective channel. In practice tW§ceiver to achieve near capacity [8].

is achieved by using adaptive bit loading techniques, wheregepm has been adopted in the IEEE802.11a LAN and
IEEE802.16a LAN/MAN standards. OFDM is also being con-
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up to 60 mph. The IEEE802.11a LAN standard operates
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raw data rates up to 54 Mb/s (channel conditions permittin_; ol j Y; =
with a 20 MHz channel spacing, thus yielding a bandwidth T denoiaord | ]
efficiency of 2.7 bits/s/Hz. The actual throughput is highly ) 0 @)
dependent on the medium access control (MAC) protocet e j Yi QEL'M ‘ﬁ
Likewise, IEEE802.16a operates in many modes depending| tame | | M0 [ pjay 7 denaaory. [ 7| MMO. | | Chamel
channel conditions with a data rate ranging from 4.20 Mb| %2 | | & {¢ = u o | dete || et
to 22.91 Mb/s in a typical bandwidth of 6 MHz, translating 0 0 ~ 0 1
into a bandwidth efficiency of 0.7 to 3.82 bits/s/Hz. Re- ’ i ;@ 7 S —()
cent developments in MIMO techniques promise a significant L,| oo j Y_ 0N || | puesigior 0
boost in performance for OFDM systems. Broadband MIMO- nollan Q. taol impl’:m“z:;’lm
OFDM systems with bandwidth efficiencies on the order of 0

10 bits/s/Hz are feasible for LAN/MAN environments. The
PHY layer techniques described in this paper are intendedﬁ&é‘a
approach 10 bits/s/Hz bandwidth efficiency.

This paper discuss several physical (PHY) layer aspects

broadband MIMO-OFDM systems. Section I describes thghalog-to-digital converters (to generate the real and imaginary
basic MIMO-OFDM system model. All MIMO-OFDM re- components) with sample rat¢T” seconds, and the analdg
ceivers must perform time synchronization, frequency offsghq () signals are upconverted to an RF carrier frequency.
estimation and correction and parameter estimation. This{i§ avoid intersymbol interference (ISI), the cyclic prefix
generally carried out using a preamble consisting of one Rhgth ¢ must equal or exceed the length of the discrete-
more training sequences. Once the acquisition phase is Oygfie channel impulse responsa/. The time required to
receiver goes into the tracking mode. Section Il provides afnsmit one OFDM symboll, = NT + GT, is called the
overview of the signal acquisition process and investigateg=pm symbol time. The OFDM signal is transmitted over
sampling frequency offset estimation and correction in Segre passband RF channel, received and downconverted to base
tion IV. The issue of channel estimation is treated in Section ¥gnd. Due to the cyclic prefix, the discrete linear convolution
Section VI considers space-time coding techniques for MIMQ the transmitted sequence with the channel impulse response
OFDM, while Section VIl discusses coding approaches. Adagecomes a circular convolution. Hence, at the receiver the
tive analog beam forming approaches can be used to provifgial ¢ samples from each received block are removed,

the best pOSSible MIMO link. Section VIII discusses Val’iOUﬁ)Howed by anN-point discrete Fourier transform (DFT) on
strategies for beamforming. Section IX very briefly considegge resulting sequence.

medium access control issues. Section X discusses a software
radio implementation for MIMO-OFDM. Finally, Section Xl
wraps up with some open issues concluding remarks.

@ x L MIMO-OFDM system, where) and L are the number of
nd outputs, respectively.

Antenna 1

II. MIMO-OFDM SYSTEM MODEL E N'

A multicarrier system can be efficiently implemented in
discrete time using an Inverse Fast Fourier Transform (IFFT)
to act as a modulator and a Fast Fourier Transform (FFT) to
act as a demodulator. The transmitted data are the “frequencftenna Q
domain coefficients and the samples at the output of the IFF - —pgr—7———7""
stage are “time” domain samples of the transmitted wavefor|g N, Gl N, |G N G N
Figure 1 shows a typical MIMO-OFDM implementation. | || | [ | |
Let X = {Xy, Xi, ..., Xn_1} denote the lengtliv data
symbol block. The IDFT of the date block yields the time [~ Q(G*N) PQGN) ———
domain sequence = {zo, x1, ..., x_1}, i.€., le—— Preamble ——» Data + pilot

tones
2 = IFFT N { X}, }(n) . 1)

- ) Fig. 2. Frame structure for th@ x L OFDM system.
To mitigate the effects of channel delay spread, a guard interval

comprised of either a cyclic prefix or suffix is appended to The frame structure of a typical MIMO-OFDM system is
the sequenceX. In case of a cyclic prefix, the transmittedshown in Fig. 2. The OFDM preamble consists@ftraining
sequence with guard interval is symbols of lengthN; + G, whereG < N; < N, N; =
N-1 (2 N/I andI an integer that divide®v. Often the length of the

’ guard interval in the training period is doubled, for example in
whereG is the guard interval length in samples, apdy is 1EEE802.16a [1], to aid in synchronization, frequency offset
the residue ofn modulo N. The OFDM complex envelope estimation and equalization for channel shortening in cases
is obtained by passing the sequencé through a pair of where the length of the channel exceeds the length of the

4 = (), n=-G,...,—1,0,1,...



guard interval. S: S1 S1 Sy

First consider the preamble portion of the OFDM frame. Srg = -5 51 -5 S1 , (7
The lengthAN; + G preamble sequences are obtained by S S1 S =5
exciting every/th coefficient of a lengthV frequency domain -S1 =5 Si Si

vector with a non-zero training symbol from a chosen alphabghere 5, is the lengthN; vector S,k = 1...Nj. This
(the remainder are set to zero). The frequency dognfli]r?/traini,t&u“s in unitaryS;, matrices. As it turns out, transmitting

H 2 q . . . .
sequences transmitted from thith antenna are(S;" },_,, the same sequence from all the antennas in this fashion is
whereg = (c — 1)@ +iandc = 1,2,...,Q The individual - agvantageous when performing synchronization. A similar
length-V; time domain training sequences are obtained k¥ cture forQ = 8 exists. For other values of), a LS
taking anN-point IDFT of the.s.equencés,(cq.)}{g’zl,' keeping solution for the channel estimates can be obtained by either
the flrs_tNI t|_me_-doma|n coefficients and dlscgrdlng the_resiransmitting more thar) training sequences, or by making
A cyclic prefix is appended to each lengy- time-domain  the training symbol matrices unitary by using a Gram Schmidt
sequence. LeH,; be the vector of sub—.channel coefficientgrthonormalization procedure as described in [24].
between theth transmit and theth receive antenna and let

{R,(Cl)}kN;gl be the received sample sequence attineeceiver
antenna. After removing the guard interval, the received saBi- Pilot insertion
ples {R,(f)}kN:fgl are repeated times and demodulated using

. Channel coefficients require constant tracking. This is aided
an N-point FFT as d g

by inserting known pilot symbols at fixed or variable sub-

o ) carrier positions. For example, the IEEE 802.16a standard
R, = FFTn{r7}EK) ®) recommends the insertion of 8 pilot tones at fixed positions
@ (@) o(q) 0 on subcarriers [12, 36, 60, 84, 172, 196, 220, 244] (assuming
- ZHk Sp W @ N= 256). Fig. 3 shows the method for generating the pilot
q=1

sequences used in the IEEE 802.16a standard. In the downlink

wherek = 0.....N — 1. The demodulated OFDM sample(DL) and the uplink (UL), the shift register is initialized with
matrix Ry, of dimension Q x L) for the kth subcarrier can S€qUENCes as shown. A "0’ at the outpit is mapped to +1
be expressed in terms of the transmitted sample maix and @ "1’ is mapped to -1. For a MIMO system with = 2

of dimension Q x Q), the channel coefficient matrikl, of and 4 antennas, the pilot sequenggscan be coded over

dimension Q x L) and the additive white Gaussian nois€Pace and time to form structures in (6) and (7), respectively,
matrix W, of dimension Q x L) [24] as thereby admitting a simple least squares channel estimate. For

more information on the pilot sequence construction, readers
Rioxr = Sk.oxo Hroxr + Wroxr (5) can refer to [27].
whereR, H and' W can viewed as either a collection of MSB LSB
matrices of dimensio L, or as a collection o L ST
Q % R x Initialization DL:

vectors of lengthV. 11
Sequences UL:1 0

A. Preamble Design for MIMO OFDM Systems 1,2,3[4|5 7181(9(10|11

Least square channel estimation schemes require that| all
Q x N; training symbol matrice8@, g = (c—1)Q + k., k = W,
1,...,N; be unitary so that only) OFDM symbols are
needed for channel estimation [25]. A straight forward solutign <[(

is to make eacltB; a diagonal matrix. However, the power

of the preamble needs to be boosted Hlog,, @ dB in

order to achieve a performance similar to the case when g 3. Pilot tone generation.

preamble signal is transmitted from all the antennas. This

has the undesirable effect of increasing the dynamic range

requirements of the power amplifiers. Hence, methods are

required so that sequences can be transmitted from all thelll. SYNCHRONIZATION IN THE ACQUISITION MODE

e et by o e PLOSSL T ana euency Syvonzaton can e perormed
sequentially in the following steps [28].

[5], [26]. For @ = 2, 4 and 8, orthogonal designs exist: Sen | G Ti hronizati d Sanal D .
For example, for) = 2 and 4 we can choose the preamble e 1. LLoarse fime Syne ron_lzatlon and Sgn etection -
structures of the form Coarse time acquisition and signal detection locates the start of

an OFDM frame over an approximate range of sample values.
Due to the presence of the cyclic prefix (or suffix), coarse
time acquisition during the preamble can be performed by

518 } 6)

Sas = [ S, S,



correlating the received samples that are at a distand¥;of transmitted preamble sequences. The fine time synchronization

from each other over a lengti-window ([25], [29]), viz. metric is
Nj,coarse = arg@{(bj,n} . (8) Nj fine = argw{¢j7n} ) (12)
_ .. Nr—1, «
where ¢, = S5 0 (r% ik Tim+ken,)- In addition to where;, = e, ‘ ko (Sqp - Tj,mk)‘- For systems

maximizing ¢; ,,, it should also exceed a certain thresholdsing 2 and 4 and 8 transmit antennas using the orthogonal
to reduce the probability of false alar(#r, ). We chose the designs discussed earlier = only one cross correlator is needed
threshold to be 10% of the incoming signal energy of thger receiver antenna. Once again the threshold is set at 10%
correlation window. of the energy contained iV; received samples. Since fine
Step 11: Frequency Offset Estimation in the Time Domain-  time synchronization is computationally expensive process, it
Any frequency offset between the transmitter and the receivércarried out for a small window centered around the coarse
local oscillators is reflected in the time domain sequence @€ synch. instant; coarse-
a progressive phase shift = 27yN;/N, where is the Finally the net time synchronization instant for the entire
frequency offset and is defined as the ratio of the actu®iceiver is selected to be.,, = %Zle njfine- AN added
frequency offset to the inter-carrier spacing. A frequency offseegative offset of a few samples is applied to the fine time
estimate of up tot-7/2 subcarrier spacings can be obtaine@ynchronization instant in order to ensure that the OFDM
based on the phase of the autocorrelation function in (8) windows for all the receivers falls into an ISI free zone.
follows:

A. Example

3= 5 A © ,

Consider a2 x 2 and a4 x 4 broadband MIMO-OFDM
where n; coarse 1S the optimum coarse timing acquisitionsystem [2] operating at a carrier frequency of 5.8 GHz on
instant and/ = N/N;. The frequency offset can thenthe SUI-4 channel shown below. The OFDM signal occupies
be removed from the received sample sequence by mugi-bandwidth of 4.0 MHz. The uncorrected frequency offset
plying it with exp {—j274n/N;} during the preamble and (I' + v) is 1.25 subcarrier spacings. The OFDM blocksize is
exp {—j279n/N} during the data portion. Note that by re-
ducing the length of the training symbol by a factor/ofthe
range of the frequency offset estimate in the time domain can

TABLE |
SUI-4 CHANNEL MODEL

be increased by a factor dt Tap 1| Tap 2 | Tap 3 | Unis
Sep l11: Residual Frequency Offset Correction - Should the Delay 0 1.5 4.0 us
i i i ; [ Power (omni ant.) 0 -4 -8 dB
range of the time domain frequency offset estimation be in DoppIer T, o2 | o1s|oos | me

sufficient, frequency domain processing can be used. Suppose
that the same frequency domain training seque{rﬁ;&g)}{g’:l

is transmitted from all the antennas. The residual frequengy= 256, and the guard interval is kept &t/4 = 64. Out of
offset, that is an integer multiple of the subcarrier spacing56 tones, the dc tone and 55 other tones at the band edges
can be estimated by computing a cyclic cross-correlation afe set to zero. Hence, the number of used tdigs200. The
{S,(C")}i,v=1 with the received, frequency corrected (from Stefength of the sequences used in the preamble is varied ¥om

II), demodulated symbol sequence, viz., to N/2 to N/4. The preamble insertion period®, is chosen

to be 10. STBCs are used to encode the data. F®rxa2
system, the Alamouti STBC is used with code rate 1, whereas
for a 4 x 4 system, code rate i3/4 [26]. In the data mode,
each of the tones is modulated using a 16-QAM constellation

N—-1
Xe=> 894, RD. k=01,...,N-1, (10)

n=0

where and no channel coding is employed. Least squares channel
. o estimates obtained using the preamble are used to process the
RW, =FFTy {TS)@JZMML”/M} - (11) entire frame [28]. For training sequences of length < N,
frequency domain linear interpolation and extrapolation are
The residual frequency offset is estimated &s = used. Afterwards, frequency domain smoothing is used, such
arg max{|xx|}, ¥ =0,1,..., N —1. Note that the fractional that channel estimates at the band-edges are kept as they are,
part of the relative frequency offset is estimated in the timghereas all the other channel estimates are averaged using
domain in Step Il while the integer part is estimated in the —(@d) . aad)
frequency domain in Step Il gy _ Hpod HH
X o _ ] ) H = . (13)
Sep IV: Fine Time Synchronization - Fine time acqui- i 2

sition locates the start of the useful portion of the OFDM

frame to within a few samples. Once the frequency offset Figure 4 shows the coarse and fine time synchronization
is removed, fine time synchronization can be performed Iperformance for al x 4 MIMO-OFDM system with N; =
cross-correlating the frequency corrected samples with th28, I = 2, and signal-to-noise ratio (SNR) of 10 dB.



MHz produces an offset of 80 samples for every one second of

=l . transmission. Sample frequency offset causes phase rotation,
E amplitude distortion and loss in synchronization.

- Even after successful signal acquisition and synchroniza-
- 2 tion, the OFDM system must guard against sample frequency
‘§ of ! offset (SFO) and phase offset. It must also guard against drift
E in the RF local oscillator and sampling clock frequency with

‘2 time [30].

Let 7 # T be the sampling time at the receiver and let

805} 1 B = (I" = T)/T be the normalized offset in the sampling
. o time. The received and demodulated OFDM symbol with the

sampling time offset can be approximated by

Q
g | R, = 3 exp{j2m8gh(N + G)/N} sine(3k)
0 dhtoslidi il hm Jm JJL R | T T T q=1
200 400 600 800 1000 1200 1400 1600 1800 2000 (l) (q) (l)
) X H, 1 S + Wi awen + Whter (14)

Fig. 4. Coarse and fine time synchronization fot & 4 system withv; = Wherek =0,... . N—1,1=(j—-1)Q+gandg=1,2,...,Q
128, SNR=10 dB, freq. off' + v = 1 + 0.25. Steps IB, llIB. is the running index of the OFDM symbol in time, and
sinc(z) = sin(nz) /mx.
. ) Due to the sampling frequency offsgt the received de-
Figure 5 shows the overall bit error rate (BER) performanGgoqulated symbol suffers phase rotation as well as amplitude
of a2 x 2 MIMO-OFDM system using the suggested algogistortion. In general, the value of is very small. For

rithms. example, for a sampling clock tolerance of 20 ppm and
‘ ‘ ‘ ‘ —_— sampling frequencyf, = 8 MHz, 3 = 2 x 107°. Hence,
0 Fige . vl BER bt 5 x5 1o N g;ggg | sinc(kB) ~ 1 and its effect is negligible. With this assumption,
"\5;5:'5{:\, .. Overall BER perf. 2 x 2 - I=1, N=256, N =200 the demodulated OFDM sample matii;, in (5) becomes
S IX/3 54| 4. Overall BER perf. 2 x 2~ I=1, N=256, N =256
'~,l:»‘,~ .= Ideal BER perf. — perfect synch, perfect ch. est Rk,QXL = Ak,QXQ . Sk,QXQ . Hk‘,QXL -+ Wk,QXL~ (15)
= N~ N :,A,s LI . . ; i
10 \,;‘{jf;\ Rt where Ay oxq is diagonal matrix representing the phase
"/:x,‘é'\s,\ o M-a-_g._, rotations of the received demodulated samples due to the
@ \‘*s,\/‘r;‘, presence of sampling frequency offset.
% 10°F \'\, /‘,\‘\s s‘ E
"\,\’\, ",‘(’/\,\ A. Sample Frequency Offset Estimation
M \\'V L If the MIMO OFDM transmission is being carried out in
107 e Mo s 4  blocks of Q OFDM symbols, then phase rotation between
RV SR T consecutive blocks of OFDM symbols increases in a linear
RN “v.._ 4 fashion. Hence let the received sample matrix corresponding
0o ‘ ‘ ‘ ‘ ‘ ‘ > \1 ‘ Y to the preamble be given by
-2 0 2 4 6 Eg/No (dlé)) 12 14 16 18 20 Rzreamble _ A}]zreamble . Szreamble . Hk + Wk:~ (16)
Fig. 5. Uncoded BER as a function of SNR fo2 & 2 system using 16-QAM The received samplg matrix for_ the next _bIOCk @fQFDM
modulation, P =10. symbols corresponding to the pilot tones is then given by
RY = exp{j2rQkB(N + G)/N}
X APTemPle gPLUH, 4 W 17
IV. SAMPLE FREQUENCY OFFSETCORRECTION AND k kTR b (A7)
TRACKING If the channel does not change much fo€ Zonsecu-

Ne blocks of OFDM symbols as is the case for wireless

MIMO-OFDM schemes that use coherent detection ned o reamble
N/MAN applications, then we can correlai) and

accurate channel estimates. Consequently, the channel cl‘r . N ) i
ficients must be tracked in a system with high Doppler. [ © obtain an initial estimate of per subcarrier as

the broadband fixed wireless access (BFWA) system IEEE . . Ztrace[R}f preambleRz]

802.16a, the channel is nearly static. However, channel vari-Ok = 27OR(N + G)/N (18)

ations are still expected due to the presence of sampling I )

frequency offset between transmitter and the receiver RF LYl | BulPexp {52nfQR(N + G)/N}
oscillators. Generally the components in the customer premises 2rQk(N + G)/N

equipment (CPE) have a low tolerance with typical drift of 20his estimate of the sampling frequency offset estimate is then
parts per million (ppm). This means a signal with a BW of &veraged over all the sub-carriers.




B. Channel Estimation 10 f
Once initial estimates of are obtained, channel estimatior ==~ _
can be carried out using the Least Squares (LS) technique *° 75\17‘7‘!::;\[ M ot SRR S T R
B oSN
& H Hy—1 PR O
H, = Bk (BkBk ) Ry, (19) 1072k ‘, u,.'v'\\:\,\ ]
. e sy \’\ \’.,
where B, = A.S,. This ensures that the initial effect of , o \v\
the sampling frequency offset is taken into account whe 10°: [ TR E
the channel is estimated. More elaborate channel estimat ; .. "\\,\
schemes are considered in the Section V. 107 T .
- - . . \/V \/\’\
C. Sampling Frequency Offset Tracking 10°L : e u 3
Once initial estimates of are obtained, open loop sampling # 4 x4~ |=1 =10 ppm, no sampiing freq est.
f ff t t t . bt . d b e th 10—6 -4 4 x4 -1=1B=10 ppm, open loop timing rec. and chan. est. i
requency offset esumation Is obtaine y mlnlmlzmg ‘. 4 x4 -1=1 =0 ppm, open loop timing rec. and chan. est. .
metric @ 4x4-|=1p=0, ideal BER performance AR
H 10’7 I I I I I I 5 T
i — A.CP — P -4 -2 0 2 4 6 8 10 12 14 16
min (trace [(Rk Aka) (Rg Aka)}) , (20) Eb/NG (dE)

whereC} = SV H.. This results in the LS solution of the type _ _
Fig. 6. BER performance for & x 4 system with3 = 0 and 10 ppm, with

Ak — chi H(CZCZ H + 51)—17 (21) frame length of 80 OFDM symbols.

whered is a small number of the order afx 10~? introduced
to guard against ill-conditioned matrices ahds the identity A Basic Channel Estimation
matrix. If the variance of the noise at the receiver is known
then this factor can be applied instead ®fFrom Ay, the Channel estimation for OFDM can exploit time and fre-
new value of sampling frequency offset may be extracted Byency correlation of the channel parameters. A basic channel
correlating the diagonal elements of thg matrix as estimator has been introduced in [31].
O-1i. 4 As discussed before, for a MIMO system with transmit

Anow L {Zq:1 Aq,q,kAq+1,q+1,k} 29 antennas, the signal from each receive antenna atkthe

koo ork(N + G)/N : (22)  subchannel of theith OFDM block can be expressed'as

The new value ofBgew is then passed through a first order Q

low pass filter and the output of the filter is used to obtain Ry = E:Hff’,)ﬁX,(f,)C + Whk,
the filtered estimate of. This then is used to form the new q=1

estimatefx‘,;cw. The sampling frequency offset in the tracking

mode is then compensated for R§®" = (A")~1R,. where Hflq,)c is the channel frequency response at #ta
subchannel of theath OFDM block corresponding to thgh

transmit antenna, andlV,, , is the additive white Gaussian
noise. The challenge with MIMO channel estimation is that
each received signal corresponds to several channel parame-
S.
Since the channel response at different frequencies is cor-

and is allowed to vary aroundﬁthat value in a random Wallr<elated, channel parameters at different subcarriers can be
Hence = 10ppm + A(0,1/10%°ppm). Figure 6 shows the expressed as

BER results. The bottom curve is the ideal results with perfect
synchronization and channel estimation and zero sampling
frequency offset. The next curve up shows the performance s
with synchronization and channel estimation, but without any

sampling frequency offset present in the system. The ndgt k=0, 1,---,N—1andqg =1,---,Q. The parameteN,
curve up shows the performance with synchronization, changelpends on the ratio of the delay span of wireless channels and
estimation, and sample frequency offset correction. The tdpe OFDM symbol duration, any = exp(—j%ﬂ). Hence,
curve shows the performance when an uncorrected sam@ebtain Hflqi we only need to estimate\’),.

frequency offset is present. ’

D. Example

Simulations are carried out for the sanhex 4 broadband
fixed wireless access system described in Section Ill. T
sampling frequency offsef is 10 parts per million (ppm)

whkm, (23)

If the transmitted signals,Xff_’,)C from the gth transmit

V. MIMO-OFDM CHANNEL ESTIMATION antenna are known foy = 1,---,Q?, thenh\?),, a temporal

Channel state information is required in MIMO-OFDM forestimation thglq’z”’ can be found by minimizing the following

space-time coding at the transmitter and signal detection alt . . . _ o

receiver. Its accuracy directly affects the overall performance We omit the mdex'for receive antenna here since channel estimation for
f hi . each receive antenna is performed independently.

of MIMO-OFDM systems. In this section, we present severa 2During the training period, transmitted signals are know to the receiver;

approaches for MIMO-OFDM channel estimation. In the data transmission mode, a decision-directed approach can be used



. (i)
cost function, - ] bn i
’ i—12 c o
N-1 Q N,—1 2 IFFT = A
_ 7 () pkm,.(q) a0 FFT
kZO Rmk Z1 Z:O hmmWK xn’k (24) o = calculate
= =t m= temporal
Direct calculation in [31] yields ) . ah estimation 0> -
Tk =0 No =1 e
~ n,0 [ E——E))
A A@Y S bV IFFT | {n} H:
o) * - (2) | — S
: o : : - : . (@25 o o LX e p) -
AUR) . AQ®) K@ (@ 0=
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" " " " Fig. 7. Basic channel parameter estimator for MIMO-OFDM with 2 transmit
: = : . : : , (26)  antennas.
e AUQ) L AQQ) (@

where h'? is the temporal estimation of channel paramet@ide, and with 16Qusec symbol duration. A 4@isec guard

vector, defined as interval is used, resulting in a total block lengif} = 200
~ ~ ~ T usec and a subchannel symbol rage= 5 kbaud. A 16-state
hgff) = (hf%, o '7’15:1,)1\70—1) ; 4-PSK space-time code is used. In brief, the overall system
| . . , can transmit data at a rate of 1.18 Mbits/sec over an 800 kHz
anda'7y, AP, b, andb are definded as channel, i.e., the bandwdith efficiency is 1.475 bits/s/Hz.
1 Figure 8 compares the performance between channels
alid) = ng)kxff)k*ngm, (27) with the two-ray and the COST207 HT delay profiles with
’ = fa=40 Hz. From the figure, the system has the same perfor-
y N,—1 mance when the ideal parameters of the previous OFDM block
Al = (aSZf,,)q,l_mZ) , (28) are used for decoding. However, when estimated parameters
mma=0 are used, the system has better performance for the two-ray
@) Nl () * o —km delay profile than for the HT profile since the estimator has
biym = ok W lower MSE for the two-ray delay profile as we can see from
k=0 Fig. 8(b). When the 7-tap or 9-tap significant-tap-catching
and T technique in [31] is used, the required SNR for a 10% WER
b)) = (bﬁf_)o, e bff_)No_1> : is 8 dB for the two-ray delay profile and and about 8.6 dB for

) the COST207 HT delay profile, respectively.
respectively.

From the temporal estimation of channel parameters, robust
estimation can be obtained using the approach developedBinOptimum Training Sequences for Channel Estimation
[32], which exploits the time correlation of channel param- |, this section, we describe optimum training that can
eters. Robust estimation of channel parameter vectors at griw,,p”fy initial channel estimation and optimize estimation

nth OFDM block can be obtained by performance.
h® — Zflfl(i) i For simplicity, we assume that modulation results in
" 10 " constant-modulus signals, that ls,fl% = 1. From (27),
whgrefl’s (I > 0) are the coefficients for the robust channel al® = N&m],
estimator [31], [32]. ’

Figure 7 illustrates the block diagram of the basic channehered[m] denotes the unit impulse function. Consequently,
estimator for a MIMO-OFDM system with two transmitA ") — NT, whereI is a N, x N, identity matrix. If the
antennas. To calculate temporal estimation in the figure trining sequences{,xgq,)c}’s, are chosen such thﬁgij) -0
2N? X 2N0 mz%gix invers(ign is need to get the tempora}Or i + j, then, from7 (26),l~lgi) _ %bgi)’ and no matrix
estimation Of_h"vm_ and h’_%m' In general, aQN, x QNo  jpyersion is required for channel estimation.
m_atnx inversion is requwed_ for_ a MIMO-QFDM _syste_m To find xng)c for ¢ > 2 with ‘xgq])cl — 1 and Agij) — 0 for
with @ transmit antennas, which is computationally intensive. LR ) (i)

To reduce the computational complexity, the significant-tap-7 J» it is sufficient to finda, ;, = 0 for |m| < N, —1
catching estimator has been proposed in [31]. since A{"") only consists ofa{"?)’s for |m| < N, — 1, where

To study the impact of channel estimation error on MIMO® = N +m if m < 0. N
OFDM performance, ax2 MIMO-OFDM system with space- ~ To construct training sequences such that’ = 0, let the
time coding is simulated. The parameters of the simulatémining sequence for the first anten{mgl,i} be any sequence
OFDM system are similar to those in [31], [32]. The OFDMhat isgood for time and frequency synchronization and other
signal consists of 128 tones, including 8 guard tones on egmoperties, such as low PAPR. For a MIMO-OFDM system



@ Consequentlya(”) =0for0<m<N,—1orN—N,+

1<m<N-1 (equwalent tojm| < N, — 1), which results
10’ — in AU —oforalli<j. Ifi>j A = (AV)HH = o.
Hence,A{") = 0 for all i # ;.

It should be indicated that the above optimum training
sequence design approach is not applicable to those MIMO-
OFDM systems with more thaiV/N,, transmit antennas.

It is proved in [31] that the MSE of the basic temporal
channel estimation reaches the low bound whﬁe(ﬁj) =0

o 3
w L,
e R ERe for i £ j. Therefore,. optimum tralnlng sequence can qot only
, ||#—=9-tap STC estimator (2-ray) [\ 0. L reduce the complexity of channel estimation but also improve
1 TS b TG cctimator ey [N "=, the performance of temporal channel parameter estimation
"""""" ideal parameters (HT) AN R during training period.
oo 9-tap STC estimator (HT) ‘\: &
o0 7-tap STC estimator (HT) \
5-t§p §TC estirinatoir (H;I') : ."‘1 ‘ Sy
w A X O I C. Smplified Channel Estimation
0 5 10 15 20
SNR (dB) In the above section, we have introduced optimum se-
guences for channel estimation, which not only improve the
initial channel estimation during the training period but also
(b) simplify channel estimation. During the data transmission
period @ > 1), transmltted symbols are random; therefore,
0 o oo s‘Tc‘esqr‘natar Gray) | we cannot controA i) . Here, we introduce an approach that
et ote cimar oray || simplifies channel estimation during data transmission mode.
o8 9-tap STC estimator (HT) | From (25), for thenth OFDM block, we have
OO 7-tap STC estimator (HT)
-5 =& 5-tap STC estimator (HT) [ 0
i AURY b= S APRY, (@)
8 j=1,j7#
7
e . fori = 1,---,Q. In the above expression, the subscript
e g has been added to indicate that those vectors and matrices are
5 Y Qg ¥ e related to thenth OFDM block. From the discussion in the
\'\.k R R R previous section, for an OFDM system with constant modulus
\\ modulation,A(*) = NT for i =1, ---,Q, and therefore,
a2
-20 BN
0 5 10 15 20
SNR (dB) h(l) Z A(”)h(l , (34)
Jj=1,j#i
Fig. 8. (a) WER and (b) MSE of @ x 2 MIMO-OFDM system when A ; 7D -
a wireless channel with 40 Hz Doppler frequency and the two-ray and tﬁ%r ! ,1’ ) » Q- From the above equqt;gns,hﬁ. S for J
COST207 HT delay profiles, respectively. L,---,i—1,i+1,---,Q are known, theth;’ can be estimated
without any matrix inversion.

If robust estimation of channel parameter vectors at previous
with the number of transmit antennag, less than or equal OFDM block, hn ;sfori=1,---,Q are used to substitute
to N/N,, let i h!? on the right side of (34), then

1 —No(qg—1)k
2} = afhwy ", (29) )
_ . 1 . s
forg=2,---,Q, whereN, = |[N/Q| > N, and | z| denotes h{) = N b — > AUIRY) (35)
the largest integer no larger than Then for any: < j, J=1,57#1
051”% = No[m — No(j —i)]. (30) for i = 1,---,Q, and the matrix inversion in (26) can be
avoided.
Note thatl < j —i < p — 1; therefore, The simplified channel estimation described above sig-
= . = nificantly reduces the computational complexity of channel
No(j —1i) = N, > N,, (31) cantly res P plexity _
estimation; it may also cause some performance degradation.
and However, it is demonstrated by theoretical analysis and com-

B puter simulation in [33] that the performance degradation is
No(j—i) < No(p—1)=Nyp— N, <N —N,. (32) negligible.



D. Enhanced Channel Estimation and the NMSE is

In [31], [33], Sections V-A, V-B, and V-C, we have in- g2y Ne o+ .
troduced channel parameter estimators and optimum training NMSE, = ~ :1 ‘:;g 7 (42)
sequences for OFDM with multiple transmit antennas. Further- > om0 o2 02

more, for a MIMO-OFDM system where many independent as indicated in [32], channel’s delay profile depends on the
channels with the same delay profile are involved, the chanpelironment, and therefore, is usually unknown. However, for
delay profile can be more accurately estimated. By exploiting;\mo0-OFDM systems, channels corresponding to different
the estimated channel delay profile, channel parameter estigansmit or receive antennas should have approximately the

tion can be further improved. del file. Thereforer? — E
From the above discussion, for theth OFDM block, same ey profie. erelorer, =
estimated by

channel parameters corresponding to gtietransmit and the

2
KEDT can be

Ith receive antenna pair:%;%‘{i,)l in (23), can be estimated 1 &L 2
using th lation of channel i i Gry =~ AGOT
g the correlation of channel parameters at different times ™= 0L nam
and frequencies. With )., the estimated:\’%,, the channel a=11=1
frequency response at thigh tone of thenth OFDM block  with the estimated2,, enhanced channel frequency responses
can be reconstructed by can be reconstructed by (39).
No—1
o (a] .
A = 3 hshwie, (36)
m=0
The estimated channel paramet/éﬁﬁ;iz, can be decomposed
into the true channel parameteff{;l,f, and an estimation error, - i
el thatis S e o
hifind = hili) + eff): (37)
From [33], eﬁ{{;f) can be assumed to be Gaussian with zero- _ p :
mean and variance?, and independent for differents, I's, 2 10 X . %
n's, or m’s. If the parameter estimation quality is measured £ N \‘3\
by means of the normalized MSE (NMSE), which is defined \o;\\&\:\ .
N NS
as NS
3-
E‘g(ml) _H<q,l>‘2 AN
n,k n,k ==C ST
NMSE = —, N~
E ‘Hfﬁ;j)’
’ 205 5 10 15 20
then it can be calculated directly that the NMSE for the SNR (dB)
estimation in (36) is
_ 2
NMSE, = N,o7, (38) Fig. 9. MSE comparison of the basic and the enhanced channel estimation

. techniques for at x 4 MIMO-OFDM system.
where we have used the assumption that a y

No—1

> E

=0

9 No—1 Figure 9 compares the MSE of the basic and enhanced

= Z o2 =1, channel estimation for @ x 4 MIMO-OFDM system. From
1=0 the figure, the MSE of the enhanced channel estimator is
about 1.5 dB better for the COST207 TU channels and 1 dB

hla.D)

n,m

2
with o2, = E ’h%qéz‘ - better for the COST207 HT channels than the basic estimator
If the channel's delay profile, that isz%’s for m = described in Section V-A and [31].
0,---,N, — 1, is known, and it can be used to reconstruct
the channel frequency response frd%ﬁ{;fﬁ, the NMSE of VI. SPACE-TIME CODING TECHNIQUES FOR
A% can be significantly reduced. In this case, if thg's MIMO-OFDM
are selected to minimize the NMSE of OFDM is an effective and low-complexity strategy for
N,—1 dealing with frequency-selective channels. Roughly speak-
A% = N7 anh@hwkm, (39) ing, an OFDM transmitter divides the frequency band into
m=0 N narrow subchannels and sends a different sequence of
then it can be proven that the optima, is symbols across each subchannel. When the subchannel band-

width is sufficiently narrow, the frequency response across
s each subchannel is approximately flat, avoiding the need for
QU = — 27— (40) complicated time-domain equalization. In this way, OFDM

No_]‘ m,’ . . .
> mi=0 o7 +o? transforms a frequency-selective channel into a collection of

02
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N separate flat-fading channels. In the same way, when arFig. 10 shows the baseband MDDM transmitter with
OFDM transmitter is used by each @ftransmit antennas, andtransmit antennas. A lengtN- sequence(Xo, -+, Xn—_1)
an OFDM front-end is used by each &f receive antennas, modulatesV subcarriers, where the multicarrier modulation is,
a MIMO frequency-selective channel is transformed into &gain, an IDFT. A lengtlG cyclic guard interval in the form
collection of N flat-fading MIMO channels, one for each tonepf a cyclic prefix is added to the time domain sequeficg}.
with each having dimensiof x Q. The @ transmit antennas are arranged in a lengttapped-
Traditional space-time codes were designed to extract spiglay line configuration, where the delay interval is equal to
tial diversity from a flat-fading MIMO channel, and are nosymbol periodT of the sequencez,}. The initial values
generally effective at extracting the additiorfebquency (or of transmitting antennas arev_g, tn—g—1, s EN—G—Q+1
multipath) diversity of a frequency-selective fading channelor the 0-th antenna to thé@ — 1)-th antenna, respectively.
Quantitatively, the maximum achievable diversity order is thehe MDDM scheme requires a slight increase in the guard
product of the number of transmit antennas, the number iaterval to account for the increased delay spread caused by
receiver antennas, and the number of resolvable propagatiobe delays of the transmitter.
paths (i.e., the channel impulse response length) [11][12].

To achieve this full diversity requires that the informatiol X,
symbols be carefully spread over the tones as well as o X,

the transmitting antennas. gpace-frequency code — or more ﬁ[ CoEET
generally, a space-time-frequency code — is a strategy Xy

mapping information symbols to antennas and tones as
means for extracting both spatial and frequency diversity.

Space-frequency codes based directly on space-time ca
(with time reinterpreted as frequency) have been propos
[10], [19], [50], [51], [52], but they fail to exploit the frequency
diversity of a frequency-selective fading MIMO channel [11]
Guidelines for the design of full-diversity space-frequenc,
codes are given in [11]. A simple method for transformingig. 10. A multicarrier delay-
any full-diversity space-time code into a full-diversity space-

frequency code has recently been proposed, at the expense @fonsider MDDM with() transmit antennas and transmitted
a reduced rate [49]. An example of a space-frequency C°§J§quence§( of length N, N > Q. Note thatX is the

that achieves full spatial and frequency diversity is given ighcqded sequence in the frequency domain before the IDFT.
[13]. The design ofspacg-frequency and space-time-frequeneyy gistinct pairs of sequence¢X,X), X # X differ
codes is currently an active area of research [11] [12] [13] [1f] 4 |east coordinates, then MDDM achieves full spatial

[15] [16] [17] [18]. diversity on quasi-static flat Rayleigh fading channels [23]. For

In the remainder of this section we highlight two approachgspsk and QPSK symbols this give a simple design criteria:
to space-time processing for MIMO-OFDM. The first is &ny binary codeC having minimum distance,, > Q will
combination of delay-diversity and OFDM known as multicar; -hieve full spatial diversity for an MDDM sys_tem having
rier delay-diver_sity modulation, while the second is_a Closeﬁ?-transmit antennas. With MDDM, interleaving of the coded
loop system with channel knowledge at the transmitter. s js also necessary for maximizing the coding gain. Criteria
for optimum interleaving have been derived in [23], where it

A. Multicarrier Delay Diversity Modulation (MDDM) . . . .
] } : o . is also shown that a simple block interleaver achieves near
Delay diversity was the first transmit diversity approachtimum performance.

for flat-fading MIMO channels [34], [35], [36], [37]. Mul-

tiple transmit antennas send delayed copies of same signal,

and maximum-likelihood sequence estimation [36], [38] d#- Closed-Loop MIMO-OFDM

decision-feedback equalization [39] is used at the receiverA closed-loop MIMO transmitter has knowledge of the
to estimate the transmitted sequence. The natural ability afannel, allowing it to perform an optimal form of precom-
OFDM to mitigate frequency-selective fading makes delgyensation at the transmitter known egenbeamforming. In
diversity an attractive option for MIMO-OFDM [20]. For particular, for a flat-fading channel, it is well-known that a
frequency-selective fading channels, a cyclic delay-diversitapacity-achieving transmitter bases its space-time processing
approach with OFDM is proposed in [21], a combinatioon a singular-value decomposition (SVD) of thex Q matrix
known asmulticarrier delay-diversity modulation (MDDM). of channel gainsH = USV™, where ( - )* denotes the
MDDM is further investigated with space-time block codinddermitian transpose, whefé andV have orthogonal columns

in [22]. With proper coding, MDDM can achieve full spatialand whereS is a diagonal matrix whose diagonal entries
diversity on flat fading channels [23]. Moreover, MDDMare the nonnegative singular values that are ordered from
provides a very flexible space-time coding approach for afargest to smallest. A capacity-approaching transmitter will
number of transmit antennas, allowing the number of transrttiten implement eigenbeamforming by applying the linear filter
antennas to be changed without changing the codes that ®réo symbol vectors before transmission. A receiver matched
employed, unlike STBC [23]. to the cascade of this prefilter and the channel will essentially

ADD ANT. #6 — 1
GUARD

diversity modulation (MDDM) transmitter.
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apply the filterU* to the received vector, which transforms thémpose aflat-frequency constraint, where each tone is re-

flat-fading channel into a bank of independent scalar channedgicted to have the same bit budget [40]. We now illustrate

The problem has thus been reduced to one of communicattbat the penalty due to this constraint can be small. Bet

across a bank of independent parallel scalar subchanndinote the total bit budget for each OFDM signaling interval.

where the subchannel gains are the nonnegative, nonincreadiithout the flat-frequency constraint, and without constraining

singular values of the channel. the symbols to a discrete alphabet, the optimal ratefor the
Because OFDM reduces a frequency-selective channelitth spatial channel (singular value) and th#h tone is found

a collection of flat-fading MIMO channels, a closed-loofpy waterpouring over both space and frequency, yielding

MIMO-OFDM system can use eigenbeamforming on a tone- 2 14

by-tone basis to transform a frequency-selecting MIMO chan- rij = {loga(Asi ;)3

nel into a collection ofM N parallel subchannels [9], wherewhere{z}* = max{0, z}, and where\ ensures that the total

M = min{Q, L} is the minimum number of antennas at eachit budget is metz r;; = B. On the other hand, if we

end andN is the number of OFDM tones. A MIMO-OFDM enforce the flat- frequency constraint, the constrained optimal
system with eigenbeamforming is illustrated in Fig. 11-a fafolution is

the special case of two transmit and two receive antennas. The rij = {logg(ujsfj)}Jr
prefilters{V,,} and postfilters{U" } are related to the 2-by-
2 matrix of channel gains for the-th tone H,, by the SvD Where; ensures thad_, r; ; = B/N for eachj = 1,..N.

= U, S,,V*. The permuterr at the transmitter is a simple Sincey; is calculated anew each tone, this amounts to water-
row-column interleaver of dimensiaN x 2. The entire system pouring over space but not frequency. In either case, the
of Fig. 11-a reduces to the bank of scalar channels shownayYgrage required SNR is given by:

Fig. 11-b, wheres; ; denotes the-th singular value for the M N or, _ 1
j-th tone. E/No=E[> > =——H—
i=1j5=1 ’J

which serves as a figure of merit.

The penalty of the flat-frequency constraint is easily mea-
sured by comparing this SNR requirement with and without
the constraint. For example, Fig. 12 illustrates the SNR penalty
of the flat-frequency as a function of zero-outage capacity,
also known as the delay-limited capacity, in b/s/Hz. These
results were based on 10,000 independent frequency-selective
channels generated according to the typical urban profile, with
Rayleigh fading on each path. The SNR penalty for the case
of a 2 x 2 channel (/ = 2) is relatively large, more than
0.5 dB. However, for the cases dff = 4 and M = 6,
the flat-frequency strategy performs only marginally worse,
2220 suffering a 0.1 dB penalty for/ = 4 and a 0.05 dB penalty
e for M = 6. Clearly, the flat-frequency constraint incurs little

e penalty, especially when there are more than two antennas at
© each end.

1.5

Fig. 11. A combination of eigenbeamforming and OFDM transforms
closed-loop frequency-selective fading channel (a) into a bank of sca

2x2
channels (b), each with independent noise. %

Y (dB)
I
|

Ideally, information bits (constellation size) and symbcs
energy would be allocated to the N subchannels of Fig. 11-
b so as to minimize the overall SNR requirement, subje:
to a target bit rate. (Alternatively, the bits and energy coug 0% 7
be allocated so as to maximize the bit rate, subject to I 1
target energy constraint.) Unfortunately, the complexity of & ~—— 4x4
exhaustive search for the bit-allocation is prohibitive whe . 6x6
the number of subchannels is large. In a practical MIMC
OFDM application, the number of subchanndl&N can be
very large, which motivates a search for low-complexity bit CAPACITY, (b/s/Hz)
allocation strategies with near-optimal performance.

A simple and effective way to reduce complexity is tdrig- 12. The flat-frequency constraint incurs a small SNR penalty.

ENA

2 4 6 8 10 12 14
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We can further reduce complexity by imposingfized BER, for example10—3. However, if either near capacity
spatial allocation on top of the flat-frequency constraintperformance or a very low BER is required (el —% to
[41]. Instead of exhaustively searching all possible spatid—'2) a powerful error control code is needed. From this
allocations meeting a bit budget & /N, this strategy fixes perspective much of the recent work has focused on the use
the allocation based on the anticipated statistics of MIMG@¥ iteratively decodable codes such as turbo codes and low
Rayleigh fading channels. The penalty due to a fixed allocatidensity parity check codes. As turbo codes are special cases
is surprisingly small, thanks to a combination of the knowaf low density parity check codes, we focus on those. Also we
Rayleigh fading statistics and the ordered nature of the singusaart our description with single-input, single-output channels
values. Combining the flat-frequency constraint with a fixe@is many practical error control strategies for MIMO systems
spatial allocation per tone leads to a totatignadaptive bit-  will be designed for SISO channels and then mapped to MIMO
allocation strategy. Remarkably, this fixed-frequency fixed¢hannels.
space strategy performs reasonably well when there are two

antennas at each end, and it is even better when there are ”A(?rEOW—Densjty Parity-Check Codes and SISO flat fading
antennas. channes

15 LDPC codes are specified by a sparse parity-check matrix
and can be categorized into regular and irregular LDPC codes.
The regular LDPC codes have parity-check matrices whose
columns have the same number of ones. In this paper, we
focus on regular LDPC codes.

A parity-check matrixP of a (¢,t,r) LDPC code has:
columns,t ones in each column and ones in a row. A
(¢c,t,r) LDPC code has a code rate bf- t/r. Gallager [42]
showed that there is at least one LPDC code whose minimum
distanced,,;» grows linearly with block lengtle whent > 2.
Therefore, we can expect a better coding gain with a longer
code length, although the coding length is limited by practical

—
o

[4)]

CAPACITY, (b/s/Hz)

- considerations like decoding latency, decoder complexity etc.
L . 1><1\ The rate of growth ofl,,;, is bounded by a nonzero number,
) w w o » (FF.F which is determined by the selection oandr.
° 0 5 10 1% The belief propagation algorithm has been widely adopted
AVERAGE SNR (dB) for decoding LDPC codes. MacKay [43] gives a good de-

scription of the iterative message passing decoder based on
Fig. 13. The nonadaptive strategy, which uses a combination of the flge pelief propagation algorithm which can be implemented
frequency constraint and a fixed spatial allocation, approaches the fulh/ ith babili | bability d in. The d d
adaptive waterpouring solution as the number of antennas grows. I either probability or log-probability domain. The decoder

in this paper works in the log-probability domain. For the

Fig. 13 illustrates the performance of the nonadaptive str&i€Ssage-passing decoder, we need the LLR of each bit. A
egy with the water-pouring solution, with and without th@€neral form of the LLR computing formula is given by

flat-frequency constraint. The channel conditions are identical 2k—1

to those used in Fig. 13. Although the nonadaptive strategy > P(R|b; =1,m; =m;)

suffers a significant penalty wheW = 2, it is nearly optimal LLR(b,) = log ;k:_ll (42)
for for M = 4 and M = 6. The conclusion is that a closed- ST P(R|b; = 0,m; = m;)

loop MIMO system need not perform adaptive modulation i=1

in order to approach capacity. Instead, a combination @here R is a received signal vectoh; is j-th bit of a
eigenbeamforming and fixed modulation is sufficient, at leaghnsmitted messagen; is a message less theth bit, m; is
on i.i.d. Raylelgh channels with more than two antennas Gihe of2F—1 possib|e Symbo|s Oﬁlj and each Symbo| carries
each end. L bits.

On an AWGN channel with flat fading, (42) can be ex-
VIl. ERRORCORRECTIONCODING FORMIMO-OFDM pressed as

There are many possible error control strategies in MIMO - -
OFDM systems, in this section we highlight some of the Z exp{—d(R’Qc"']z )2}
methods that have been proposed. At this writing this is a very LLR(b;) = log | =% i (43)
;) =

active and rapidly evolving research area. As in any system 2kt d(R.c7 )2

there are important performance-complexity tradeoffs, how- z; exp {_T}

ever, we do not address those here. Furthermore, depending . _ . _

on the application, the desired bit error rate may result Wherec;” " is a signal constellation for a message defined by
the need for only minimal or no error correction, namely thex; andb; andd(R, c.’~") is the Euclidean distance between
modulation code might be sufficient to provide the needdbe received signal vectd® and cfj:b.
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To prevent possible underflow or overflow, the equation caf an LDPC code is very close to the theoretical maximum
be modified to a more applicable form as achievable rate of any code. This indicates that a significantly
0 N2 [ N2 better code than an LDPC probably does not exist.
(dmin(J)) 7(dxnin(.7)) B . .
552 oth of these topics are very active and we expect new
results that will further strengthen the idea that LDPCs are
good both theoretically and practically.

LLR(b;) =

Cling ARyl )2 = (dhin ()
+log |1+ 2 exp{— (R, )202( iuin (7)) }
iz (44) B. 930 and MIMO channels with and without OFDM

When a SISO or MIMO channel uses OFDM there are many

- 4R cb,:o)z_(do @) FEC options. For closed-loop SISO OFDM channels where the

—log [14+ > exp {— T J } encoder has complete channel knowledge (see Section VI-B)
a waterfilling approach can be used, where each subcarrier is
coded separately at a ralke = log, (1+ ‘“gif"’ ). This can be a
(y) = d(R, cflj:b) = min d(R, cfj:b) andb is  costly approach if the number of subcarriers is large since each
Lsis2t carrier uses a separate encode and decoder. In systems like

Fig. 14 shows the BER performance of LDPC codes haviA EE 802.11a, where the encoder does not know the channel,

code length: = 1024 and code rates of 0.5, 0.75, 0.875 aneasingle (convolutional) code is used across all subcarriers and

1.0 (uncoded) with 16 and 64-QAM modulation on an AWG arious decoding strategies can be employed to account for the
' act that some subcarriers are better than others. Another case

i=1,

i#ly

whered?

min

in {0,1}.

channel. of interest is single carrier MIMO channel, there are a host of
recent papers, see for example [46], [47], [48]
Capcity, r = 0.5, 16QAM For full MIMO OFDM, in [53] LDPC system is compared
0 e Capacity, r = 0.5, 64QAM with space-time trellis code (STTC), the LDPC-based STC can
| | —e— (16, 0,500) significantly improve the system performance by exploiting
1] 3~ v~ (16, 0.750) both the spatial diversity and the selective-fading diversity in
s e 82 (1’-&7)2; wireless channels. Compared with the recently proposed turbo-
2] | | 1, (64: 0:500) code-base_d STC sche_me [54], LDPC_—based STC exhibits
~ | | o (64,0.750) lower receiver complexity and more flexible scalability.
. 5l | | , 0.875)
(_Cf | ‘ + 1,000) VIIlI. A NTENNA AND BEAM SELECTION
-4 i | *ih The cost of the MIMO-OFDM system is largely driven
| | A by the number of transmit and receive chains, for example
-5 1 | | :\ . each receiver chain includes frequency conversion, IF filtering,
| | . 1 and analog-to-digital conversion. The circuits performing these
-6 1 1 1 v functions must be replicated times if a MIMO receiver has

2 o 2 4 6 8 10 12 14 16 18 20 L receive branches. However, it is possible to have the spatial
diversity and interference suppression benefits of many more
antennas than full receiver chains through the use of antenna
or beam selection. In this section, we consider antenna and
Fig. 14. BER performance of LDPC codes having code lergtnl024 and beam selection, give a summary of a low-complexity selection
code rates of 0.5, 0.75, 0.875 and 1.0 (uncoded) with 16 and 64-QAM on atgorithm for OFDM, and show some results for measured
AWGN channel. channels that compare antenna to beam selection.

Other recent work in this area shows several things re- )
garding the possibleniversality of LDPC codes on fading A Antenna Selection
channels. If the encoder side has partial or full channel Transmit antenna selection for MIMO has been previously
knowledge the code rate can be adapted to account for tummsidered for flat-fading MIMO links in the absence of
quality of the channel (provided the fading is slow enoughinterference [55], [56] and with interference [57], [58]. In the
In [44] it is shown that a properly designed LDPC can bro-interference works, the selection criterion was based on
punctured to produce a (higher rate) code that is just a goadkrage SNR criteria. Selection of 2 antennas from 3 antennas
as an optimally designed code for that higher rate. In principd®peared to give a second-order diversity gain for zero-forcing
this allows one to design and implement a single LDPC thgpatial multiplexing receivers, and produced vector symbol
is optimal across a range of rates. error rates that matched that of the 2 by 2 maximum likelihood

If no information is available at the encoder and the fadingceiver without selection [55]. For space-time block coding,
is faster, other recent work by [45] indicates that a propergelection of 2 transmit antennas from 5 to 10 antennas,
designed LDPC might also be universal. That is, regardlegssuming 2 receive antennas, provided an SNR gain of 2 to 3
of the fading, they show that the maximum achievable ratd [56]. For the flat-fading channel with interference, Blum
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and Winters [57] show about a 7 dB improvement for 8-seledterative selection algorithm has been proposed [67]. This
2 diversity at both ends of the link, assuming one or twalgorithm assumes a single-input-multiple-output channel and
interference data streams and simulated iid MIMO channelg.applies to both antenna and beam selection. It is described

The MIMO selection diversity gain comes with a price: théelow for the case of two receiver chains, however, it easily
switch that performs the antenna selection requires a na@xtends to an arbitrary number of receiver chains.
trivial design and has a non-negligible insertion loss [59]. The first metric, RSSI, is measured for all beams by analog
For example the 8-select-2 switch in [59] has an insertiafetectors, while the second metric, the peak-to-trough ratio
loss of 3.15 dB. In a transmitter, the insertion loss reduc€¢BTR) [68], is based on a sliding correlation of the received
the radiated power. In a receiver, the insertion loss degraggeamble with one stored OFDM preamble symbol and is
the SNR. The degradation can be made negligible by placisgmputed in the digital signal processor (DSP) prior to full
low-noise-amplifiers between the antenna elements and thEDM synchronization. We note that the second metric in
switch. However, this addition can add significant expen$e7] is bit-error-rate. The PTR, to be defined below, is judged
to the receiver. On the other hand, the degradation in SN&® be a more practical and readily available second metric.
may not be important if the receiver performance is limitetthe two beams having the highest RSSI are connected to the
by interference. receiver chains by the RF switch. Then, the PTR values are

The gain from antenna selection for OFDM-MIMO may nothecked for the two selected beams. If the PTR value for a
be as large as it is for the flat-fading channel because the hesam is less than a threshold (which can be set based on the
selection of elements is likely to change with frequency. Whileal system’'s requirement), we conclude that this beam has
subcarrier-dependent antenna selection is considered in [G8h much interference; then we check the beam with the next-
we do not consider this here, since our goal is for the solutigiighest RSSI until we find a PTR value that is higher than the
to have a certain limited number of transmit and receive chainkreshold.

To get the PTR value, we use the following equation

B. Beam Selection

An alternative selection approach for OFDM-MIMO is to
select beams instead of selecting antennas. Fig. 15 shows the
architectures whed x 2 (a) antenna selection and (b) beam
selection are used at both ends of the link. Both architec-
tures require thel x 2 switch. Beam selection is motivated m=0,1,2...N2
by the observation that multipath angles are often clustered . ) o o
[61], [62]. The cluster angles are not expected to be veWherer. is the received short training sequence which in-
frequency-dependent, so the best selection of beams shdifles noise and interference, and is the original one-
not change much with frequency. Therefore, if the beamwidB¢riod-long training sequence. N1 is the length of one period
can be matched to the cluster width, there should be an SQRthe training sequence. N2 is the length of the whole
advantage in the absence of interference [63] and a signal¥80rt training sequence plus one period lendth(m) is the
interference (SIR) advantage with interference. Moreover, arfigrmalized cross-correlation function. If the received signal
log beamforming circuits, such as the Butler matrix [64], ar@cludes limited noise and interferencé, (m) will have
inexpensive compared to the switch at microwave frequencfdg/N1-1 peaks. Then each peak and some points on each side
because they can be implemented in stripline [65]. Therefofd, it are removed. The remainder depends on the correlation
the percentage increase in cost to have beam selection sh&ilfhe training sequence with the noise and interference. The
small. Like the switch, the beamformer has an insertion lo§§cond metric is computed as
(2.26 dB for the 8-beam Butler matrix is in [65]) so its effects
must be more than overcome to justify its use. Two-beam PTR =
selection for array receivers over simulated clustered indoor
channels have indicated that four 8-element linear arraY§eore <~ indicates a time average.

placed end-to-end in a square configuration to provide 360Figs. 16 show the results of a wired hardware test of the
degrees azimuth coverage, yield an almost 6 dB SNR|mpr0\{§,|-.R metric. The preamble, which is 64 symbols long, is

ment compared to two fixed omnidirectional antennas wh nerated at IF. The IF signal was added to the output of a
the tvyo beams are processed by a joint dleC|S|on—feedb. se generator using a power combiner and then sampled and
equalizer [66]. When the same beam-selection configurati Bwnconverted. The PTR metric was computed in the DSP.

is simulated for Space-time block coded OFDM, an SN arying amounts of noise were added. The PTR was computed

!nlpr?vement Ofd apprtsnﬁl?m'ately > dBt'SfObtamig Wn{g’@; 10 trials for each noise value. The sample values of the
interierence, and an improvement of more than R metric for each noise power value are shown in Fig. 16.

is obtained with interference [67]. An example beam reject threshold is shown. The figure shows
_ _ that the PTR is an effective indicator of SNR.
C. A Sdection Algorithm From simulation, we can also conclude that PTR metric
In order to select receive beams with good SIR, but withia very robust to synchronization offsets: frequency offset,
constraint on the number of full receiver chains, a two-metrisampling frequency offset and frame time offset.

S0 o+ m)f” ()

Ry (m) = ‘Zﬁf:lﬂ 7o (n + m)r* (n + m)’

;o (49)

< (magnitude of the peal® >
< (magnitude of the remaindgr>

(46)
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D. Comparison of Antenna and Beam Selection

The_ two architectures in Fig. 15 hav_e been compar_ . 18. Average throughput for two interfering MIMO links with various
over indoor MIMO channels measured in the Residentighds of selection; correlated interference.
Laboratory (ResLab) at the Georgia Institute of Technology
[69]. Using a virtual array approach, 4 wideband 4AMIMO
realizations were captured. Each of these realizations was
sampled at 51 frequencies, with 10 MHz separation betwetstream control” where neither receiver is overloaded with too
consecutive frequency samples. Interference was createdngny streams [70]. T-beam and T-antenna selection occurs
a second MIMO link in the ResLab. The performance fasptimally for both interfering links. “TR-Beam, TR-Antenna,
each link was quantified by the capacity of the interferencand TR-No Selection” correspond to the selection occuring
whitened channel, averaged over the 51 frequency samplstransmitters and receivers. We note that the receivers are
The throughput is the sum of these two average capacitieserloaded with too many streams for the TR cases. The
Fig. 17 shows the results for a topology where the angles ‘@il antennas” case has no selection and also corresponds
arrival (and departure) of the interference and desired signal an overloaded condition. We observe that there is little
are not close, and Fig 18 corresponds to a topology where bdtfierence between beam-, antenna-, and no-selection when
desired and interfering signals are emerging from a hallwahpe receivers are not overloaded for either correlated or
and are therefore likely to be close (spatially correlated) [69]ncorrelated interference. However, when the receivers are
“T-beam, T-Antenna, and T-No Selection” correspond to twoverloaded, beam selection outperforms antenna selection for
transmit beams selected from four, two transmit antennas arecorrelated interference by a SNR margin that is 10 dB
selected from four, and the first two transmit antennas amed larger, depending on the throughput value. The margin
always used, respectively. This corresponds to a conditionisfsmaller for correlated interference.
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IX. MEDIUM ACCESSCONTROL A. Software Radio Overview

Although not the focus of this paper, MAC protocols Software radio, as discussed in this section, refers to a

are essential for effective broadband wireless access. MAC . . . . . . .
. L transceiver with radio receive and/or transmit functions defined
protocols for OFDM can be based on time division multi-

. in software. Given the current state of technology, software-
Elsee(jlcz;eiic(eTDsl\ﬁﬁ%' V\:gfoncaolas”atrleu(s)ngli\ﬂ fggggggeﬁaar&ﬁﬁned radio functions are typically employed in the in-
J P S . ermediate frequency (IF) and baseband subsystems. Often,
IEEE802.16a for example. An alternative is to used OFDM ) . )
. sotrtware defined functions are supported with complementary
or clustered OFDM, where each connection uses a subset 0

the OFDM sub-carriers. Such an approach is used in SOEechnologles, including programmable devices, such as Field

e .
operating modes of IEEE802.16a. MAC protocols general(g/r()gr‘mmabIe Gate Arrays (FPGAs), which can perform

must support hundreds of end-user terminals that deman eftain functions - e.g., down-conversion, FFTs and FEC
P e‘%oding - more efficiently than software-defined functions

mixture of services ranging fr.o.m tradit'ional'voice and d.at?h processing cores. In future Software Defined Radio (SDR)

mter_net_protocol (IP) cor_mectlwty, multimedia and real t'n“%i)ftware defined functions and programmable features would

?hperig:aéfrr\]/?c;:(:rz ?Jsir(;/sm(;e I\zf\’-l\(ér ITO§XSéF)£h;hia?%?gsrL§§ reconfigurable either through over-the-air commands or via
q P aptive circuitry allowing a mobile transceiver to seamlessly

Cﬁgtr'gr?t% L; a:ﬂgt bgésgngagf m;h ;uallili;tgtig; S?I'r;i:eis(s(ﬁgg e%onfigure itself based on the electromagnetic environment or
9 P PP ; other cues available to a transceiver [71].

transport efficiency are addressed at the interface between

the MAC and PHY layers, and the actual throughput that is The programmable functions and features of the testbed

achieved is highly dependent on the choice of MAC protoco‘i‘.re not entirely mature, but do provide a reasonable degree

For example, the MAC adjust PHY layer parameters such Eprogramming flexibility. As might be expected, the most

the type of modulation and coding employed to meet Q xible portions for defining radio functions in our system

and link availability requirements. Addition information on?'® those implemented in baseband digital signal processors

typical MAC related issues are available in a variety of sourcé@sps)' Programming flexibility of the system diminishes as

including the IEEE802.16a standard [2)]. one moves from baseband operations (with D.SP and FPGA
processing) towards the RF end. In the IF section, the system
X. SOFTWARE RADIO IMPLEMENTATION can employ programmable digital down-converters, DSPs and

The proliferation of high-performance DSP cores, FPGA§verage FPGAs to implement algorithms. The system is least
and ASICs - as well as the current trend towards Systeffxible in the radio frequency (RF) front end of the system,
on-a-Chip (SoC) integration - are bringing the software radinere the RF equipment offers programmable control of
paradigm closer to practical realization. While advances {HNing frequency and input and output signal attenuations.
these key technology areas - and other areas such as widetfz@llpwing conventional wisdom, the programmable hardware
A/Ds, low-power circuit technology and wideband amplifier$ more easily reconfigured over a limited range of operation
- are critical in the evolution of software radio, technologput does not offer the same flexibility that software defined
today allows one to begin to discover and appreciate théhctions afford. The advantage of software defined functions,
great promise that software radio holds. Current trends figwever, is balanced by challenges presented by real-time
the wireless telecommunications industry are steering towaffi§’lementation issues: the engineer is faced with the task of
advanced applications requiring wider bandwidth, which wifl€fining and then implementing algorithms for real-time oper-
piace increasing processing loads upon future SDR |mp|em@ﬁ|.on with constraints imposed by buffering, data inpUt/OUtpUt
tation architectures. (1/0) throughput, bus architectures and capacity, processing

Faculty at Georgia Tech are collaborating to develop a higiReeds, and memory size and access times.
bandwidth, high data-rate wireless gateway using advanced
technologies including software radio, smart antennas, MIMO-

OFDM, advanced FECs, and higher layers that support qualBy Testbed Architecture

of service. A key component in the research is the imple-

mentation of the techniques in a programmable testbed at thdhe testbed configuration, shown in Fig. 19, consists of
GT Software Radio Laboratory. In this paper, we focus ontwo software radio platforms, host PCs for programming and
description of the physical layer and on the implementation gentrolling software radio functions, PCs to support MAC and
MIMO-OFDM in the testbed. the MAC/IP interface, an Ethernet hub, and PCs hosting client

In the first part of this section, we describe the desigand server applications.
and performance of the software-radio testbed, which wasThe software radio platform architecture is depicted in
developed using commercial components to implement prigig. 20. The design is based in part on the architecture
grammable transceivers for wireless communications. Theoposed by Mitola [72]. The radio physical layers are
system provides a useful vantage point for empirical explonplemented in a VME rack system populated with com-
ration of issues related to software radio implementation. Weercial off-the-shelf boards to provide functions associated
describe the major hardware components, the algorithm flevith RF/baseband down- and up-conversion, analog to digital
through the system, and the implementation performance fmmversion, digital-to-analog converters, and IF and baseband
MIMO-OFDM. processing.
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(2 Ch) Ly \()ZBC};;{ E —-J E g Fig. 21. The configuration c x 2 MIMO-OFDM space-time system.
— ], = P L5}
Progn;_.r‘gmable Buffer [2 g % %
Ellel 12 |2 B _ _ _ .
RF ou K § 5 g g gl 2 Typically, receiver processing requires greater computa-
o EPU— g ‘:§ % = | = E 7 tional horsepower than transmit processing, due in large part to
COnverter 5 o Q . . . .
(*; Chy L 1| & C = Sl o) = synchronization and FEC decoding (if present). The data flow
- » . . . . .
el B e Ll associated with the MIMO-OFDM receive functions in the
LO DSPs are illustrated in Figs. 22 and 23. Fig. 22 shows the pro-
RE Segmeit Baseband cessing functions/algorithms associated with Processor A. The
E g Aot same processing is employed in Processor B. Fig. 23 shows the
VME Subsystem Workstation processing associated with Processor D. Processor C serves as

a buffer for delivering the output data from Processor A into
Processor D.
The associated time budgets associated with the functions
are listed in Table |, where the alphanumeric designati#n
in the table corresponds to the processing function indicated
in the figures above. The time budgets for each function
Software radio-based implementations of OFDM have beare presented in terms of clock cycles, where each cycle
reported in literature see for example, [73] [74] [75] [76] [77Eorresponds roughly to 6 ns.
[78]). But, as yet, software radio implementations for MIMO Following synchronization, the maximum achievable
OFDM do not appear to be prevalent. In our implementatiothroughput of the system depends upon the maximum pro-
the software radios were configured to implement a 2x2 spagessing time required by any one processor in the pipeline to
time coded MIMO OFDM system, shown in Fig. 21, based ofrocess an OFDM symbol. Based on the chart above, one of
Alamoutis approach [4]. A more complete description of thgye processors requires roughly 5 KC for FFT computations,
system is presented in [79]. The left side of the figure depidtsdicating that the system can support complex sample rates
the transmitter on a single Quad DSP board. The input & high as 10 MHz.
the board is derived from the MAC layer imbedded in a PC
through an FPDP 1/O link. The transmit functions include data )
parallelization, QAM mapping, IFFT transformation, spacd?- System Expansion
time coding, and framing. Algorithms associated with these System scaleability was a key design consideration in the
functions are implemented among processors A,B, C, and divelopment of the testbed system. The MIMO-OFDM system
where the functions are distributed as presented in the figtigenow undergoing modification to incorporate new features to
The receive functions include time synchronization, francrease the system bandwidth and the spectral efficiency of
guency offset estimation and compensation, channel estirtlze system, and to improve the interference performance and
tion and compensation, and symbol demodulation and QAidliability of the system. Power-PC-based processing boards
demapping. These functions are implemented in a separate being integrated into the system to replace the DSP-based
guad DSP board, where the algorithms are distributed amagmgcessing boards. The new boards offer processing efficiency
processors A, B, C, and D according to the figure. The outpatreases for many functions, particularly for algorithms that
of this board is passed through an FPDP I/O link to the receigan be vectorized. Example gains that have been demonstrated
MAC processor that resides in a PC. in the system include FFT speeds that are nearly 4 times

Fig. 20. Software radio platform configuration.

C. MIMO OFDM IMPLEMENTATION
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Fig. 23. The data flow chart of RR.

faster than with the DSP boards. Spectral efficiency is to be
increased through the utilization of BLAST-type algorithms in
a 4x4 MIMO OFDM system. Interference suppression will be
achieved with beamswitching antennas that monitor the SINRThis paper has discussed a number of physical layer issues
on each channel. FEC is also being integrated in FPGASlevant for the implementation of broadband MIMO-OFDM
where proprietary FEC cores for Reed Solomon coding asgstems. We have discussed in detail the peculiar issues relat-

initially being deployed, but where more advanced FEC cor#g to MIMO-OFDM synchronization and channel estimation.
are planned for integration in the future. We then discussed space-time coding strategies for closed

loop MIMO-OFDM systems where knowledge of the channel

is available at the transmitter. Error correction coding was

discussed with an emphasis on high-rate low density parity
E. Extensions to System-on-a-Chip check codes. Adaptive analog beam forming techniques were

discussed that can provide the best possible MIMO channel

We have described the |mpIementat|qn and processing P&hvironment. Finally, the paper discussed a software radio test
formance of a MIMO OFDM system in a software radloDed at Georgia Tech for MIMO-OFDM

testbed. The specific architecture of the system, including
the bus design, processor interconnectivity, board intercon-
nectivity, the memory resources, access times and arbitration, ACKNOWLEDGEMENTS

and the.procgssing resources associate_q with the systgm affhe authors wish to thank Apurva Mody for his contribu-
largely inflexible and depend on specific vendor designgyns to Sections I, III, and IV, and Joon Hyun Sung for his

Parallel work to the testbed integration work is also being,ntributions to Sections VI. Acknowledgement is also given

conducted to evaluate alternative bus architectures, memggyp, Weidong Xiang for his software radio implementation
arbitration, and custom logic in heterogenous multi-processQ¥niriputions to the research.

environments [80] [81]. The purpose of these studies is to

determine architectures to enhance the system performance for

system-on-a-chip multi-processor implementations. This work REFERENCES
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the frame start sample
t5 FIFO synchronization to i640C 20]
OFDM symbols
t6 Frequency estimation 3KC
t7 Frequency Compensation 3KC [21]
t8 FFT (radix 4) and bit 4KC + 800C
reversal
t9 Channel Estimation 9KC [22]
t10 Normalization 3KC
11 Channel Compensation 3KC
t12 64 QAM De-mapping 3KC
t13 Packing 3KC 23]
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Production (256 Complex
Numbers) [24]
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